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A B S T R A C T

This paper compares two different delayed detached-eddy simulation (DDES) techniques, namely iDDES and
𝑙2-𝜔-DDES. Their performance is investigated with and without combustion. While iDDES limits the dissipation
term of the turbulent kinetic energy equation, 𝑙2-𝜔-DDES confines its production term. In this way, both models
achieve that resolved turbulence is enhanced in regions of separated flow. On the other hand, the models show
significant differences. In a first step this is investigated using three non-reactive test cases. While here the first-
order moments are in a fairly good agreement, the second-order moments exhibit slight differences. Despite
the similarities in first- and second-order moments, the instantaneous flow fields differ considerably with the
iDDES displaying finer vortex structures. This is caused by different levels of eddy viscosity. These disparities
are even more pronounced in case of a laboratory-scale rocket combustion chamber, where strong differences
in quantities as the wall heat flux are observed. This clearly demonstrates an impact on the combustion process.
1. Introduction

In the development of rocket combustion chambers, the demand for
time-resolved, high-fidelity turbulence models is rising. They should be
able to capture all relevant physical processes such as the wall heat flux,
pressure fluctuations or the flow field correctly. Due to the inherently
unsteady nature of the flow in rocket combustors, Reynolds-averaged
Navier-Stokes (RANS) simulations often fail to obtain a convergent
solution on fine grids [1,2]. On the other hand, wall-resolved large-
eddy simulation (LES) or even direct numerical simulation (DNS) of
rocket combustion chambers are hardly possible to date.

Hybrid RANS/LES methods offer a good tradeoff between accuracy
and computational effort. Numerous strategies exist for combining
RANS and LES, see e.g. [3–5] for an overview on various hybrid
methods. One of the most popular approaches is the detached-eddy
simulation (DES) of Spalart et al. [6]. The basic idea is to use a length-
scale 𝑙DES in order to switch between RANS and LES. The original DES
formulation was based on the Spalart–Allmaras turbulence model [6].
Thus, no modification of the underlying transport equation is required
as a lengthscale is already intrinsically used in this model. Strelets [7]
extended this approach to two-equation models. Again, a lengthscale
is used to modify the dissipation term in the equation of the turbulent
kinetic energy 𝑘. An increased dissipation of 𝑘 in free shear layers in
comparison to RANS mode enhances the share of resolved turbulence
in that region. DES suffers from various drawbacks, which have been
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fixed over time by additional functions and constants, increasing the
complexity of the model. Unphysical grid-induced separation (GIS) [8]
is caused by a wrong dependence on grid spacing and aspect ratio. In
addition, Nikitin et al. [9] noticed two separate log-layers in turbulent
channel flows that are shifted by several units of the non-dimensional
velocity. This issue is called log-layer mismatch (LLM). In order to
overcome these issues, several improvements have been proposed. The
introduction of a shielding function resolves GIS. The resulting model
is termed delayed detached-eddy simulation (DDES) [10]. In order to
alleviate LLM, Shur et al. [11] modified the definition of the lengthscale
and introduced a number of additional empirical functions. This iDDES
is very popular and one of the models studied in this work.

Apart from a modification of the dissipation term, it is also possible
to alter the production term of the 𝑘-equation. This is the concept of the
second hybrid RANS/LES method investigated in this paper, called 𝑙2-
𝜔-DDES [12]. An adjusted lengthscale is applied in order to ameliorate
LLM. The great advantage of the 𝑙2-𝜔-DDES is its simplicity. Compared
with iDDES, less empirical functions and constants are required. This
simplifies the implementation in the code and it is easier to keep track
of which function is active in case of complex geometries or flow
conditions. In addition to basic test cases, typical applications of the
𝑙2-𝜔-DDES are diffusors [13,14] and transition investigations [14,15].

The 𝑙2-𝜔-DDES is still relatively unknown and will be compared in
this paper with the more frequently employed iDDES. It will be shown
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that the different formulations cause differences in the flow quantities.
In a first step, simple, non-reactive validation test cases are used to
identify the general behavior of the corresponding DDES method. Many
of these standard problems, such as attached and separated boundary
layers, recirculation zones and mixing layers, are part of the flow
field in the subscale rocket combustion chamber which is investigated
next. It will be shown that the differences between both models are
enhanced in case of a high pressure combustor. Moreover, a quick and
correct transfer to LES downstream of the coaxial injector is extremely
important for rocket combustion chamber simulations. It will be shown
that the type of the DDES model in use has a strong impact on turbulent
mixing, combustion and even the wall heat flux of the model rocket
combustor.

2. Numerical methodology

All simulations are performed with the in-house code TASCOM3D
(Turbulent All Speed Combustion Multigrid 3D), which has been devel-
oped and successfully applied to a wide range of non-reacting and react-
ing flows in both the subsonic and the supersonic regime, e.g. [16–22].
The following subsections briefly describe the underlying equations as
well as the applied numerical methods.

2.1. Governing equations

Turbulent combustion is described by the compressible Navier–
Stokes equations that additionally include transport equations for tur-
bulence modeling, species transport and turbulence-chemistry interac-
tion (TCI). The unsteady filtered set of equations is given by

𝜕𝐐
𝜕𝑡

+
𝜕
(

𝐅 − 𝐅𝑣
)

𝜕𝑥
+

𝜕
(

𝐆 −𝐆𝑣
)

𝜕𝑦
+

𝜕
(

𝐇 −𝐇𝑣
)

𝜕𝑧
= 𝐒 (1)

with the vector of conservative quantities

𝐐 =
[

𝜌̄, 𝜌̄𝑢̃, 𝜌̄𝑣̃, 𝜌̄𝑤̃, 𝜌̄𝐸̃, 𝜌̄𝑘, 𝜌̄𝜔, 𝜌̄𝜎𝑇 , 𝜌̄𝜎𝑌 , 𝜌̄𝑌𝑖
]⊤ , 𝑖 = 1,… , 𝑁𝑘 − 1 . (2)

𝐐 consists of the spatially Reynolds-filtered density 𝜌̄, the Favre-filtered
velocities 𝑢̃, 𝑣̃, 𝑤̃ in each coordinate direction, the total specific energy
𝐸̃, the turbulence quantities 𝑘 and 𝜔, the subgrid temperature variance
𝜎𝑇 , the sum of subgrid variances of the species mass fractions 𝜎𝑌 as
well as the 𝑁𝑘 − 1 independent species mass fractions 𝑌𝑖. 𝑁𝑘 denotes
the number of considered species. For better readability the overbars
̄(⋅) and ̃(⋅) are omitted in what follows. 𝐅, 𝐆 and 𝐇 indicate the inviscid

flux vectors in x-, y- and 𝑧-direction, respectively, while 𝐅𝑣, 𝐆𝑣 and 𝐇𝑣
are the corresponding viscous vectors. The source term vector includes
only terms resulting from turbulence and chemistry modeling and is
given by

𝐒 =
[

0, 0, 0, 0, 0, 𝑆𝑘, 𝑆𝜔, 𝑆𝜎𝑇 , 𝑆𝜎𝑌 , 𝑆𝑌𝑖

]⊤
, 𝑖 = 1,… , 𝑁𝑘 − 1 . (3)

In order to close this set of equations, the ideal gas law is used.

2.2. Numerical solver

The set of equations given above is discretized with a cell-centered
finite-volume method based on block-structured grids. It is solved using
a fully implicit lower–upper symmetric Gauss–Seidel algorithm [23–
25]. Time-accurate simulations utilize a second order backward differ-
entiation formula (BDF) scheme [26] in time where the non-linear set
of equations is solved by a dual time-stepping scheme with a couple of
inner Newton iterations [27].

The inviscid fluxes are calculated with an AUSM+-up [28] flux-
vector splitting scheme. In this method, the primitive values at the
cell-interfaces are required, which are reconstructed from the available
cell averages. For LES, it is important to keep the numerical dissipation
low. Thus, a high-order discretization, which is a blend between an
2

unlimited sixth order central and a limited fifth order upwind-biased
discretization, is applied. In the latter case, the multi-dimensional lim-
iting process with low dissipation (MLPld) [2,19] is employed to ensure
the total variation diminishing (TVD) criterion [29]. The viscous fluxes
are discretized with a central discretization. The hybrid RANS/LES
approaches, namely iDDES and 𝑙2-𝜔-DDES, are presented in detail in
Section 3.

For hydrogen-oxygen combustion, finite-rate chemistry is applied
based on the kinetic reaction mechanism of Ó Conaire [30]. This kinetic
scheme consists of eight species and 19 chemical reactions and is
validated for high pressures as in the present rocket model combus-
tor. To consider subgrid TCI, an assumed probability density function
(APDF) approach [31–34] is utilized. Assuming statistical independence
of temperature and species fluctuations, the joint pdf is described by a
clipped Gaussian distribution for temperature [35] and a multi-variate
𝛽-distribution [31,36] for the species mass fractions. Therefore, two
additional transport equations for the subgrid temperature variance 𝜎𝑇
and the sum of all species mass fraction variances 𝜎𝑌 need to be solved,
see Eq. (2).

3. Hybrid RANS/LES models

Both hybrid RANS/LES methods applied in this work are based on
the 𝑘-𝜔 turbulence model of Wilcox [37,38]. The governing equations
for the turbulent kinetic energy 𝑘 and the specific dissipation rate 𝜔 in
its basic form [37] are given as
D(𝜌𝑘)
D𝑡

= 2𝜇𝑡 ||𝐒̄||
2 − 2

3
𝜌𝑘∇ ⋅ 𝐮 − 𝛽𝑘𝜌𝑘𝜔 + ∇ ⋅

[(

𝜇𝑙 + 𝜎𝑘𝜌𝑘∕𝜔
)

∇𝑘
]

(4)

D(𝜌𝜔)
D𝑡

= 𝛼
(

2𝜌 |
|

𝐒̄|
|

2 − 2
3
𝜌𝜔∇ ⋅ 𝐮

)

− 𝛽𝜔𝜌𝜔
2 + ∇ ⋅

[(

𝜇𝑙 + 𝜎𝜔𝜌𝑘∕𝜔
)

∇𝜔
]

. (5)

erein, 𝜇𝑙 and 𝜇𝑡 = 𝜌 𝑘∕𝜔 denote the molecular and the turbulent
iscosity, respectively. The term |

|

𝐒̄|
|

is the magnitude of the traceless
ean strain-rate tensor

̄ = 1
2
(

∇𝐮 + (∇𝐮)⊤
)

− 1
3
(∇ ⋅ 𝐮) 𝐈 (6)

and 𝛼 = 5∕9, 𝛽𝑘 = 0.09, 𝛽𝜔 = 0.075, 𝜎𝑘 = 0.5 and 𝜎𝜔 = 0.5 are constants.
In DDES-type models, these equations are modified in a way to resolve
most of the turbulent scales in free shear layers. This is done by
the introduction of a DDES lengthscale 𝑙DDES that determines whether

ANS or LES mode is active. There exist various possibilities to switch
rom RANS to LES, which, in addition to some other modifications, lead
o different models. As will be shown later, differences not only occur
n the transition zone from RANS to LES but also in the LES mode.

.1. iDDES

Shur et al. [11] developed iDDES in order to alleviate the issue of
LM and to allow the model to act as a wall-modeled LES (WMLES)
n case of sufficiently fine grids and turbulence transported from up-
tream. Originally, iDDES was based on the Spalart–Allmaras or the 𝑘-𝜔

SST RANS model [11,39] and has since been used primarily with these
two models, even if versions based on a 𝑘-𝜖 [40] or a Reynolds-stress
model [41] have been published, too. The iDDES method in this work
uses the 𝑘-𝜔 model [38] as background RANS model. Identical to DDES,
a lower limit is placed on the dissipation term of the turbulent kinetic
energy equation

D(𝜌𝑘)
D𝑡

= 2𝜇𝑡 ||𝐒̄||
2 − 2

3
𝜌𝑘∇ ⋅ 𝐮 −

𝜌𝑘3∕2

𝑙iDDES
+ ∇ ⋅

[(

𝜇𝑙 + 𝜎𝑘𝜌𝑘∕𝜔
)

∇𝑘
]

(7)

by using the lengthscale 𝑙iDDES. The iDDES lengthscale switches be-
tween the individual lengthscales of the RANS and LES modes what
requires a number of empirical functions. The lengthscales are given
by

𝑙iDDES = 𝑓d
(

1 + 𝑓e
)

𝑙RANS +
(

1 − 𝑓d
)

𝑙LES (8)

𝑙RANS =

√

𝑘 (9)

𝛽𝑘𝜔
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𝑙LES = 𝐶DES𝛥 (10)
𝛥 = min

[

max
(

0.15𝑑w, 0.15ℎmax, ℎwn
)

, ℎmax
]

, (11)

here 𝑑w is the distance to the wall, ℎwn denotes the grid step in wall-
ormal direction and ℎmax is the maximum local grid spacing [11].
he value of 𝐶DES is set to 𝐶DES = 0.2. The lengthscale 𝑙iDDES is used
o switch between RANS and LES mode and the different branches of
DDES, namely the DDES and the WMLES branch, can be activated as
ell. The basis for this behavior are the empirical shielding function 𝑓d
nd the elevating function 𝑓e. The shielding function reads

d̃ = max
{

1 − 𝑓d, 𝑓b
}

(12)

ith

d = 1 − tanh
[

(

20𝑟d
)3
]

and (13)

𝑓b = min
{

2 exp
(

−9𝛼2
)

, 1.0
}

. (14)

ogether with the elevating function defined below, 𝑓b is added to
ncorporate the WMLES capabilities while 𝑓d represents the DDES
ranch. Here, the function 𝑟d is

𝑟d =
𝜇𝑡∕𝜌 + 𝜈

𝜅2𝑑2w max
{
√

∇𝐮∶∇𝐮, 10−19
} , (15)

where the von Karman constant is set to 𝜅 = 0.41. The empirical
unction 𝛼 solely depends on geometry and grid spacing and is defined
s

= 0.25 − 𝑑w∕ℎmax. (16)

he elevating function is given as

e = max
{

𝑓e1 − 1, 0
}

𝑓e2 (17)

ith

e1 =

{

2 exp
{

−9𝛼2
}

if 𝛼 < 0
2 exp

{

−11𝛼2
}

if 𝛼 ≥ 0
and (18)

𝑓e2 = 1 − max
{

𝑓t, 𝑓l
}

, (19)

respectively and the functions 𝑓t and 𝑓l are

𝑓t = tanh
[(

𝑐2t 𝑟dt
)]

with 𝑟dt =
𝜇𝑡∕𝜌

𝜅2𝑑2w max
{
√

∇𝐮∶∇𝐮, 10−19
} , (20)

𝑓l = tanh
[(

𝑐2l 𝑟dl
)]

with 𝑟dl =
𝜈

𝜅2𝑑2w max
{
√

∇𝐮∶∇𝐮, 10−19
} . (21)

Especially the elevating function, which only acts on 𝑙RANS, plays a
crucial role in mitigating LLM [11]. The values of 𝑐t and 𝑐l depend
on the background RANS model. Furthermore, the applied numerical
solver has an influence on LLM [42]. For these reasons, literature values
are not used, but instead the constants of the elevating function are
calibrated based on validation simulations. The chosen values are 𝑐t =
1.0 and 𝑐l = 1.0.

As the iDDES used here is based on a new version of the 𝑘-𝜔
model [38], a cross-diffusion term is added to the 𝜔-equation
D(𝜌𝜔)
D𝑡

= 𝛼
(

2𝜌 |
|

𝐒̄|
|

2 − 2
3
𝜌𝜔∇ ⋅ 𝐮

)

− 𝛽𝜔𝜌𝜔
2 + ∇ ⋅

[(

𝜇𝑙 + 𝜎𝜔𝜌𝑘∕𝜔
)

∇𝜔
]

+ 𝜎𝑑
𝜌
𝜔
∇𝑘 ⋅ ∇𝜔. (22)

with

𝜎𝑑 =

{

0 if ∇𝑘 ⋅ ∇𝜔 ≤ 0
𝜎𝑑0 if ∇𝑘 ⋅ ∇𝜔 > 0,

𝜎𝑑0 = 0.125. (23)

In addition, the model constants are slightly adapted and the values
given by Wilcox [38] are used. These read as 𝛼 = 0.52, 𝛽𝑘 = 0.09, 𝛽𝜔 =
3

𝛽0𝑓𝛽 , 𝛽0 = 0.0708, 𝜎𝑘 = 0.6 and 𝜎𝜔 = 0.5. Here, 𝑓𝛽 is a flow-dependent 𝜇
quantity. For brevity, its definition is not given, but instead the reader
is referred to Wilcox [38]. The turbulent viscosity is calculated as

𝜇𝑡 =
𝜌𝑘
𝜔̃

, (24)

with the effective specific dissipation rate [38]

̃ = max

⎧

⎪

⎨

⎪

⎩

𝜔, 0.875

√

√

√

√
2 |
|

𝐒̄|
|

2

𝛽𝑘

⎫

⎪

⎬

⎪

⎭

. (25)

lease note that the influence of this stress-limiter modification is
egligible in LES mode, but becomes relevant in RANS mode.

.2. 𝑙2-𝜔-DDES

Another DDES-type model was recently formulated by Reddy et al.
12] and termed 𝑙2-𝜔-DDES. It also uses the 𝑘-𝜔 model [37] as back-

ground RANS model. Here, the turbulent kinetic energy equation is
modified by placing an upper limit on the production term by intro-
ducing the lengthscale 𝑙DDES

D(𝜌𝑘)
D𝑡

= 2𝜌𝑙2DDES𝜔 |

|

𝐒̄|
|

2− 2
3
𝜌𝑘∇ ⋅𝐮−𝛽𝑘𝜌𝑘𝜔+∇ ⋅

[(

𝜇𝑙 + 𝜎𝑘𝜌𝑘∕𝜔
)

∇𝑘
]

. (26)

The transport equation for 𝜔 remains unaltered (see Eq. (5)). In addi-
tion, the constants of Eqs. (26) and (5) are chosen according to Wilcox
[37] as given in Section 3. The lengthscale definitions differ from iDDES
and are given as

𝑙DDES = 𝑙RANS − 𝑓d max
(

0, 𝑙RANS − 𝑙LES
)

(27)

𝑙RANS =

√

𝑘
𝜔

(28)

𝑙LES = 𝐶DES𝛥 with 𝛥 = 𝑓d𝑉
1∕3 + (1 − 𝑓d)ℎmax. (29)

The value of 𝐶DES is constant and set to 𝐶DES = 0.12 [12]. Please
ote that, in contrast to Eq. (9), the constant 𝛽𝜔 is not included in the
efinition of 𝑙RANS. The shielding function 𝑓𝑑 is calculated from

d = 1 − tanh
[

(

8𝑟d
)3
]

with 𝑟d =
𝑘∕𝜔 + 𝜈

𝜅2𝑑2w max
{
√

∇𝐮∶∇𝐮, 10−19
} . (30)

ue to stability issues, a spatial uniformization of the velocity gradient
ccording to He et al. [43] is applied. The calculation of 𝜇𝑡 is based on
Smagorinsky-type formulation

𝑡 = 𝜌𝑙2DDES𝜔 , (31)

hich, compared to iDDES, is independent of 𝑘. Due to this expression,
he equation for the turbulent kinetic energy loses its significance in
he LES mode as 𝑘 no longer enters directly into 𝜇𝑡, but only indirectly
ia the 𝜔-equation. This approach facilitates the dynamic computation
f the model constant 𝐶DES [13,15]. However, for a better comparison
ith iDDES, a constant value for 𝐶DES is adopted in this paper.

Both presented hybrid RANS/LES models are DDES-type models.
evertheless, some significant differences arise. The main difference
etween iDDES and 𝑙2-𝜔-DDES is the fact that the former is dissipation-
imited, while the latter is production-limited. In both cases, the aim is
o enhance turbulence in the eddying regions. One disadvantage of the
DDES, which is not present in the 𝑙2-𝜔-DDES, is the extensive use of
mpirical functions [11].

.3. Investigation of the subgrid formulation at equilibrium conditions

One condition often placed on hybrid RANS/LES methods is that
hese models should transition to a Smagorinsky-like model in LES
ode at local equilibrium conditions [7]. This means that the turbulent

iscosity is expressed as
( )2

√

2 |𝐒̄|2 (32)
𝑡 = 𝜌 𝐶𝑆𝛥 | |
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and thus is proportional to both the square of the LES filter width
and the magnitude of the mean strain-rate tensor. To investigate LES
equilibrium conditions of the DDES models, equilibrium between the
production and the dissipation terms of the turbulence equations is
assumed. Accordingly, all transport terms are dropped. Due to the
different formulations of the applied models they strongly differ at
equilibrium conditions. This will be shown in a short analysis. For sim-
plicity, the compressibility terms occurring in the turbulence equations
are omitted.

3.3.1. iDDES
Disregarding the cross-diffusion term as its influence is negligible in

LES mode, the local equilibrium expressions for 𝜔 and 𝑘 can be derived
as

𝜔eq =
√

𝛼
𝛽𝜔

√

2 |
|

𝐒̄|
|

2, 𝑘eq = 2
(

𝐶DES𝛥
)2 𝛽𝜔

𝛼
|

|

𝐒̄|
|

2 . (33)

t is worth noting that 𝑘eq adopts a form that is similar to expres-
ions typically used to model the turbulent kinetic energy in (weakly)
ompressible flows [44,45]. Combining the coefficients (i.e. 2 𝛽𝜔

𝛼 𝐶2
DES)

eturns a value of approximately 0.01, which is slightly higher than the
alue 0.0066 used by Speziale et al. [45], but significantly lower than
he value of 0.17 utilized by Yoshizawa [44]. Inserting Eq. (33) into
q. (24) results in

eq
𝑡 = 𝜌

(

𝐶DES𝛥
)2

(

𝛽𝜔
𝛼

)3∕2 √

2 |
|

𝐒̄|
|

2. (34)

hus, in case of local equilibrium conditions, the iDDES reduces to a
magorinsky-like subgrid-scale model. For this to be valid, local equi-
ibrium has to be reached for both 𝑘 and 𝜔 simultaneously. According
o Kok et al. [46] and Yan et al. [47], however, this is unlikely to
ccur in practical problems, since the source terms of the turbulence
quations in LES mode are not modeled consistently [46]. If Eq. (34) is
rought in an identical form as the Smagorinsky eddy viscosity from
q. (32), the corresponding modeling constant obtained from 𝐶DES,
𝜔 and 𝛼 is approximately four times smaller than the Smagorinsky
onstant 𝐶𝑠 = 0.18. Accordingly, the values of the turbulent viscosity
f the iDDES at local equilibrium conditions are lower by a factor of
ore than 15 compared to the Smagorinsky model.

.3.2. 𝑙2-𝜔-DDES
The same analysis is performed for the 𝑙2-𝜔-DDES as well. Equating

he production and the dissipation terms of the 𝑘- and 𝜔-equations
ields

eq =
√

𝛼
𝛽𝜔

√

2 |
|

𝐒̄|
|

2, 𝑘eq = 2
(

𝐶DES𝛥
)2 1

𝛽𝑘
|

|

𝐒̄|
|

2 . (35)

s can be seen, the formulations for 𝜔eq are identical for both iDDES
nd 𝑙2-𝜔-DDES. The expressions for 𝑘eq are similar, too. However, the
refactors differ. Comparison with the iDDES shows that 𝑘eq of the 𝑙2-
-DDES is higher by a factor of approximately 30. Using 𝜔eq, Eq. (31)
ecomes
eq
𝑡 = 𝜌

(

𝐶DES𝛥
)2

√

𝛼
𝛽𝜔

√

2 |
|

𝐒̄|
|

2. (36)

n contrast to the iDDES, local equilibrium has to be assumed for 𝜔 only,
hereas 𝑘eq is not used in the calculation of 𝜇eq

𝑡 . It is worth noting
hat the derivation of 𝐶DES in the 𝑙2-𝜔-DDES formulation is based on

the local equilibrium assumption and a subsequent comparison with
the Smagorinsky constant, for which Reddy et al. [12] use a value
of 𝐶𝑠 = 0.2. Thus, the 𝑙2-𝜔-DDES at equilibrium conditions exactly
corresponds to a Smagorinsky model, including the modeling constant.
This is in contrast to the iDDES which becomes a Smagorinsky-like
subgrid model however with a 𝜇𝑡 which is more than 15 times smaller
than for the 𝑙2-𝜔-DDES. On the other hand, the LES filter width 𝛥 of the
iDDES is higher than the one of the 𝑙2-𝜔-DDES for typical DDES cases.
This slightly reduces the difference between both models. Nonetheless,
it has to be highlighted that the turbulent viscosities obtained for the
𝑙2-𝜔-DDES are significantly higher than those of the iDDES.
4

4. Non-reactive test cases

In this section, three different non-reactive test cases are presented.
The first one, the so-called decaying isotropic homogeneous turbulence
(DIHT), is a widely simulated case to demonstrate the scale-resolving
properties of hybrid RANS/LES models. The other two test cases are
wall-bounded flows, namely a turbulent channel and a backward-facing
step (BFS).

4.1. Decaying isotropic homogeneous turbulence (DIHT)

The conditions for the DIHT test case correspond to the experiment
of Comte-Bellot and Corrsin [48]. The numerical domain is cubic
with periodic boundary conditions in all directions. Hybrid RANS/LES
simulations are performed on two isotopic grids with 643 and 1283

volumes, respectively. The initial velocity field originates from filtered
DNS data from Wray [49]. Both, the experimental and the DNS data
are used for comparison.

In order to determine the initial turbulence field, Bunge et al. [50]
suggested to perform a preceding steady-state simulation with frozen
velocity fields. However, this method was not applicable for the 𝑙2-𝜔-
DDES as it does not converge to a physically valid field. Instead, the
initial values are determined using Eqs. (33) and (35), respectively.

For this test case, both iDDES and 𝑙2-𝜔-DDES operate exclusively
in LES mode. Nevertheless, differences arise as the turbulent viscosity
is calculated differently. Fig. 1(a) compares the energy spectra of both
simulations on the different grids at a non-dimensional time of 𝑡∗ = 42
as defined in [48]. This corresponds to a Taylor microscale Reynolds
number of 𝑅𝑒𝜆 = 71.5 in the DNS [49]. For small wavenumbers, iDDES
and 𝑙2-𝜔-DDES nearly coincide independent of the mesh size. However,
for wavenumbers close to the cutoff wavenumber, iDDES shows a slight
increase in energy, especially for the grid with 643 volumes. This indi-
cates that the model does not provide enough subgrid dissipation in this
case. The observed behavior can be explained with the initial flow fields
of 𝑘 and 𝜔. When using another method to generate the initial fields for
𝑘 and 𝜔, e.g. the method described in [50], this energy accumulation
is less pronounced due to higher levels of 𝑘 and thus higher turbulent
viscosities at the beginning. The 𝑙2-𝜔-DDES, in contrast, exhibits a more
dissipative behavior. Fig. 1(b) depicts the temporal evolution of the
spatially averaged viscosity ratio 𝜇𝑡∕𝜇𝑙. Although the trend is similar
for both models, the turbulent viscosity of the 𝑙2-𝜔-DDES is significantly
higher than that of the iDDES, even when comparing the fine grid of the
𝑙2-𝜔-DDES with the coarse grid of the iDDES. This explains the observed
dissipative behavior.

The DIHT test case is often used to calibrate the model constant
𝐶DES. Reducing 𝐶DES of the 𝑙2-𝜔-DDES might lead to a better energy
decay prediction. However, Reddy et al. [12] noted that reducing 𝐶DES
increases other problems such as LLM. Hence, the following simulations
are performed with the original value of 𝐶DES = 0.12.

4.2. Fully developed turbulent channel flow

A fully developed turbulent channel flow between two flat plates
at a bulk Reynolds number based on the channel half width of 𝑅𝑒𝑏 =
125.000 is considered. This corresponds to a friction Reynolds number
of 𝑅𝑒𝜏 ≈ 5200. Results are compared to the DNS data of Lee and Moser
[51]. Periodic boundary conditions are applied in both the stream- and
the spanwise direction. The channel has a half width of 𝛿 = 0.015m and
its dimensions are 16𝛿 × 2𝛿 × 6𝛿. The spacing of the grid used for the
simulations is (𝛥𝑥∕𝛿, 𝛥𝑧∕𝛿) = (0.1, 0.05). Thus, the nominal resolution
in wall units is

(

𝛥𝑥+, 𝛥𝑧+
)

= (520, 260). In the wall-normal direction
it is ensured that 𝛥𝑦+ ≤ 1 directly at the wall. This grid would be too
coarse and not sufficient for wall-resolved LES. However, the resolution
is typical for DDES grids of turbulent channels, e.g. [39], and therefore
sufficient for a comparison of the two hybrid methods. In order to
remove the initial transients, the simulations are run for more than 80
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Fig. 1. Comparison of energy spectra and temporal evolution of spatially averaged viscosity ratio in DIHT predicted by iDDES and 𝑙2-𝜔-DDES on different grids.
Source: Experimental data from Comte-Bellot and Corrsin [48], DNS data from Wray [49].
non-dimensional time units 𝑡∗ = 𝑡 𝑢𝜏∕𝛿. Afterwards, averaged flow fields
are recorded for 𝑡∗ > 80.

The flow is driven by a time-dependent forcing that ensures that the
bulk Reynolds number is kept constant. Hence, the friction Reynolds
number is part of the solution and can be used for validation. Both
hybrid RANS/LES models slightly underpredict the target value of
𝑅𝑒𝜏 = 5189. The deviations are 2.2% for the iDDES and 4.0% for the
𝑙2-𝜔-DDES. Thus, both simulations show an acceptable behavior.

Profiles of the stream-, span- and timewise averaged non-
dimensional velocity 𝑢+ = ⟨𝑢⟩∕𝑢𝜏 are depicted in Fig. 2(a). The
velocity is normalized with the friction velocity 𝑢𝜏 . In the viscous
sublayer near the wall, both models coincide. However, the iDDES
underpredicts the DNS data in the buffer and the log-layer, which
is probably caused by the rather early switch from RANS to LES
mode that affects the RANS log-layer. At the RANS-LES interface, both
models exhibit a characteristic shift of the velocity profile known as
LLM [9]. Therefore, the velocity at the center of the channel is slightly
overpredicted. Both, iDDES and 𝑙2-𝜔-DDES are designed to alleviate the
issue of LLM [11,12]. However, LLM seems to be also dependent on the
numerical solver [42], which might be the cause for its occurrence in
this application.

Fig. 2(b) displays the ratio of turbulent to laminar viscosity along
the wall-normal direction as well as the DES mode. The latter quantity
indicates whether the model operates as RANS (DES mode = 0) or as
LES (DES mode = 1). Anything in between is called gray area. For the
investigated channel flow, the DES modes agree with the corresponding
shielding functions of iDDES and 𝑙2-𝜔-DDES. Both models use a 𝑘-𝜔
model as background RANS model. Hence, near the wall, the viscosity
ratios coincide. The turbulent viscosity reaches its maximum at the
location where the transition from RANS to LES begins. Compared
with the 𝑙2-𝜔-DDES, this transition starts earlier for the iDDES and,
accordingly, its maximal turbulent viscosity is significantly lower. On
the other hand, the transition region (0.01 < DES mode < 0.99) is
significantly wider for the iDDES. Between 𝑦∕𝛿 ≈ 0.3 and the center of
the channel, both models operate in LES mode. However, a significant
difference is that the viscosity ratio of the 𝑙2-𝜔-DDES at the center is
approximately 6.5 times higher than of the iDDES. This follows from
the different formulations and has already been observed for the local
equilibrium values discussed in Section 3.3.

Fig. 2(c) displays the total normalized shear stresses as well as
their corresponding modeled (subgrid-scale) and resolved parts. Time-
averaging of the streamwise momentum equation yields the relation-
ship ⟨𝑢′𝑣′⟩∕𝑢2𝜏 = 𝑦∕𝛿 − 1 for the total normalized shear stress [52].
Both models accurately predict the total shear stress. However, over
5

the entire channel height, the absolute value of the resolved part
of the 𝑙2-𝜔-DDES is lower than that of the iDDES. In contrast, the
contribution of the modeled part to the total shear stress is greater
for the former. Hence, the resolved shear stress balances the modeled
one. This behavior does not necessarily mean that iDDES outperforms
𝑙2-𝜔-DDES. Instead, this is a consequence of the reduced turbulent
viscosity of the iDDES and the correspondingly reduced subgrid-scale
shear stresses.

The total turbulent kinetic energy is depicted in Fig. 2(d). Again,
this quantity is composed of a resolved and a modeled part and is
defined as 𝐾 = 0.5⟨𝑢′𝑖𝑢

′
𝑖⟩ + ⟨𝑘⟩. Time-averaging is denoted by ⟨⋅⟩. The

modeled turbulent kinetic energies are calculated according to Eqs. (7)
and (26), respectively. Neither of the two models matches the location
of the near-wall peak of the DNS, which is a disadvantage due to
the underlying assumptions of the RANS method. However, the iDDES
correctly predicts the maximum value. Over almost the entire channel
height, the modeled part of the total turbulent kinetic energy is higher
for the 𝑙2-𝜔-DDES compared to the iDDES. This is consistent with the
analysis of the subgrid formulation at local equilibrium conditions pre-
sented in Section 3.3. Thus, for the 𝑙2-𝜔-DDES, the term ⟨𝑘⟩ contributes
significantly to 𝐾 and leads to the correct prediction of 𝐾 over the
whole LES region. As its resolved part is not sufficient for a correct
prediction of 𝐾, the iDDES underpredicts this quantity in that range.

Fig. 3 shows normalized instantaneous vorticity magnitudes in three
planes parallel to the wall. In each case, the results of the iDDES are
displayed on the left side and those of the 𝑙2-𝜔-DDES on the right side.
The top row presents the results at a non-dimensional wall distance
of 𝑦∕𝛿 = 4.5 × 10−3, which is in the near-wall region where both
models operate in RANS mode. Both models exhibit rather elongated
streaks, with iDDES being finer scaled. These streaks are particularly
pronounced in the 𝑙2-𝜔-DDES and can almost be described as so-called
‘‘super-streaks’’ [53]. At 𝑦∕𝛿 = 0.23, which is located at the interface
between RANS and LES mode, both models already exhibit fine-scale
structures. However, the predicted vortical structures of the 𝑙2-𝜔-DDES
are still elongated and smoother compared with iDDES. This is probably
caused by the later shift to LES. Near the center of the channel, shown
at the bottom of Fig. 3, both models show quite similar vorticity
distributions.

A more quantitative assessment of the above observations is ob-
tained from streamwise two-point correlations of the streamwise veloc-
ity component at the same wall distances. These are depicted in Fig. 4.
The two-point correlation, as defined by Pope [54], is calculated from

𝐵𝑢𝑢(𝑥0) = ⟨𝑢′(𝑥)𝑢′(𝑥0 + 𝑥)⟩ (37)

and normalized by 𝑢2rms. In this case, it is independent from the location

𝑥0. Two-point correlations are an indicator of the streamwise extent of



Computers and Fluids 275 (2024) 106252T. Seitz and P. Gerlinger

o
c
t
o
i
f
o
a
v
t

v
e
s
b
e
o
a
e
v
e

Fig. 2. Comparison of iDDES and 𝑙2-𝜔-DDES for a fully developed turbulent channel flow.
Source: DNS data from Lee and Moser [51].
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vortical structures. In contrast to the observations of Davidson [52],
the two-point correlations vary across the channel height especially
for the 𝑙2-𝜔-DDES. Closer to the wall, the two-point correlations do
not decrease as fast. The vortical structures become more elongated
in streamwise direction near the wall. As already observed, ‘‘super-
streaks’’ are formed close to the wall in the 𝑙2-𝜔-DDES. With exception
f the channel center, the 𝑙2-𝜔-DDES two-point correlation values are
onsiderably higher than that of the iDDES and the distances required
o decrease to values of 𝐵𝑢𝑢 = 0.2 are nearly doubled. Close to the center
f the channel both DDES techniques behave similarly. In general, the
DDES predicts vortices with a smaller spatial extent. However, these
iner scaled structures do not necessarily result in a better prediction
f averaged quantities. The differences in size of vortical structures
nd two-point correlations can be attributed to the increased turbulent
iscosity of the production-limited 𝑙2-𝜔-DDES as well as differences in
he location of the transition region from RANS to LES.

Next we analyze, how close the simulated turbulent quantities are to
alues obtained under local equilibrium assumptions. Thus, the param-
ters (𝑘 − 𝑘eq)∕𝑘eq and (𝜔 − 𝜔eq)∕𝜔eq are depicted in Fig. 5. These also
how where transport is dominant. As similar trends are observed for
oth techniques, this analysis is restricted to the iDDES. For 𝑘, transport
ffects dominate and there are only few locations mainly in the center
f the channel where 𝑘 is close to local equilibrium. Transport plays
much smaller role for 𝜔, as this quantity is relatively close to local

quilibrium over the entire channel. The different behavior of these two
ariables supports the annotations made by Kok et al. [46] and Yan
t al. [47] that it is unlikely that both 𝑘 and 𝜔 are at local equilibrium
6

t

imultaneously. In both hybrid RANS/LES methods the 𝑘-equation is
odified, whereas the 𝜔-equation remains unaltered. Consequently,

he production and dissipation terms of both equations are no longer
odeled analogously causing the observed behavior. This is also noted

n [46].

Fig. 6 shows the normalized difference between the simulated turbu-
ent viscosities and the ones obtained under local equilibrium assump-
ions calculated from Eqs. (34) and (36), respectively. The equation for
he iDDES was derived under the assumption that 𝑘 and 𝜔 are at local
quilibrium. In the whole LES area, turbulent viscosities of the 𝑙2-𝜔-
DES are close to equilibrium. This is not surprising because 𝜇𝑡 only
epends on 𝜔, which shows a near-equilibrium behavior, too. Only a
ew exceptions exist. The results are in line with the objective of Reddy
t al. [12], who designed this hybrid model to perform similar to a
lassical Smagorinsky-LES in such flow regions. Compared with the 𝑙2-
-DDES, the iDDES deviates much more from equilibrium. Especially
ear the RANS-LES interface turbulent viscosity values are significantly
ncreased. As shown above, transport effects play an important role
or 𝑘, while 𝜔 is much closer to local equilibrium. Because iDDES
ses both 𝑘 and 𝜔 for the calculation of 𝜇𝑡, a strong deviation from
quilibrium occurs. Hence, the different approaches to calculate the
urbulent viscosity (see Eqs. (24) and (31), where 𝑘 is used by the
DDES only) cause the stronger deviations from equilibrium in case of
he iDDES and a stronger impact of transport.
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Fig. 3. Contours of normalized instantaneous vorticity magnitude along 𝑥𝑧-planes in the turbulent channel. The vorticity magnitude is normalized with the spatially averaged
vorticity magnitude in the given plane. Left: iDDES; Right: 𝑙2-𝜔-DDES. From top to bottom: 𝑦∕𝛿 = 4.5 × 10−3, 𝑦∕𝛿 = 0.23, 𝑦∕𝛿 = 1.0.
Fig. 4. Normalized two-point correlations of the streamwise velocity component in streamwise direction of iDDES and 𝑙2-𝜔-DDES for different wall distances. The symbols mark
every second grid point.
4.3. Backward-facing step

The last non-reactive test case is the BFS flow experimentally in-
vestigated by Driver and Seegmiller [55] and Driver et al. [56]. This
is a rather important validation test case for hybrid RANS/LES models
as a transition from RANS to LES must occur near the step. The step
has a height of 𝐻 = 1.27 cm and it is located at 𝑥∕𝐻 = 0. At that
location, the flow separates and a recirculation zone develops at the
lower wall. Air enters the domain with a mean freestream velocity
of 𝑢ref = 44.2m s−1 and a boundary layer thickness of 𝛿ref = 1.9 cm.
This results in a Reynolds number based on step height and freestream
velocity of 𝑅𝑒𝐻 ≈ 37.000. The height of the inflow duct is 8𝐻 , thus
yielding an expansion ratio of 1.125.
7

The numerical domain starts 4𝐻 upstream of the step and extends
to 30𝐻 downstream of the sudden expansion. The spanwise extent is
4𝐻 . Periodic boundary conditions are applied in this direction. Both
the velocity and the turbulent quantities at the inflow are calculated
by a preceding steady-state RANS simulation in such a way that the
experimental boundary layer thickness is matched.

The mesh consists of 2.76 million volumes and especially near the
lower wall it is finely resolved. Sixty uniformly spaced cells are used
for the spanwise direction, while the step is resolved with 80 volumes.
For both DDES variants, the mesh and all boundary conditions are
identical. After a time period that is sufficient to remove the initial
transients, time-averaging of flow field variables is performed for more
than 15 convective time units. The latter is defined as the convection
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Fig. 5. Normalized difference between the simulated turbulent quantities and the values obtained by a local equilibrium assumption in a plane perpendicular to the wall for the
turbulent channel flow using iDDES. Top: 𝑘; Bottom: 𝜔. The black lines indicate the isolines where the turbulent quantity is at local equilibrium.
Fig. 6. Relative deviation of the simulated turbulent viscosity to the one obtained by an equilibrium assumption in a plane perpendicular to the wall for the turbulent channel
flow using iDDES (top) and 𝑙2-𝜔-DDES (bottom). The black lines indicate the isolines where the simulated turbulent viscosity is equal to the equilibrium turbulent viscosity.
time through the section downstream of the step at the mean convective
speed.

The left-hand side of Fig. 7 depicts the skin friction coefficient 𝑐𝑓 ,
defined as 𝑐𝑓 = 2𝜏𝑤∕(𝜌𝑢2ref), at the lower wall. Upstream of the step,
the iDDES overestimates the measurements, whereas the 𝑙2-𝜔-DDES
correctly predicts the experimental friction coefficient. Both models
use the same inflow condition. This behavior is caused by the usage
of the additional empirical functions of the iDDES, in this particular
case, the elevating function 𝑓e defined in Eq. (17). Between the step
and the reattachment point, both models show a similar behavior.
Both hybrid RANS/LES methods slightly underestimate the minimal
friction coefficient. The same applies to the length of the recirculation
zone. While the experimental value is 6.26𝐻 , the predictions of the
recirculation lengths of the two hybrid models are 5.86𝐻 for the
iDDES and 5.71𝐻 for the 𝑙2-𝜔-DDES, respectively. Downstream of the
reattachment point, iDDES and 𝑙2-𝜔-DDES deviate. The latter exhibits
a too steep increase and thus overestimates the measurements in the
range between 𝑥∕𝐻 ≈ 7.0 and 𝑥∕𝐻 ≈ 16. In the rear part, both models
match the experimental data very well.
8

The right-hand side of Fig. 7 shows the static pressure coefficient
𝑐𝑝 = (𝑝−𝑝ref)∕(0.5𝜌𝑢2ref) at the lower wall. Both DDES variants differ only
slightly from each other and, in addition, agree fairly well with the ex-
perimental data. The most notable difference is a slight overestimation
of the measurements downstream of the reattachment point.

Profiles of the mean streamwise velocity at different locations are
shown in the left-hand side of Fig. 8. Good agreement is obtained in
comparison with the experiment. This also applies to positions with
𝑥∕𝐻 > 10 (not shown here). The only deviations occur in the vicinity of
the step where the velocity gradient is overpredicted. This seems to be
a typical artifact of hybrid RANS/LES models as the delayed transition
from RANS to LES mode hinders mixing.

The right-hand side of Fig. 8 displays the total axial Reynolds
stresses at different positions. Upstream of the step, both models
achieve a good agreement with the experimental data. However, the
sudden increase of normal stresses shortly downstream of the step
is not matched by any of the models and it takes until 𝑥∕𝐻 ≈ 2
for the maximum values to coincide. Again, the delayed transition
from RANS to LES proves to be problematic. The maximum value
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Fig. 7. Skin friction coefficient 𝑐𝑓 (left) and wall static pressure coefficient 𝑐𝑝 (right) at the lower wall.
Source: Experimental data from Driver and Seegmiller [55].
Fig. 8. Mean streamwise velocity normalized by 𝑢ref (left) and normalized total axial Reynolds stresses (right). Same legend as Fig. 7. The modeled part of the normal stresses is
displayed using a dotted line. Profiles are plotted at 𝑥∕𝐻 = −1.0, 0.0, 1.0, 2.0, 4.0, 6.0, 8.0, 10.0.
Source: Experimental data from Driver and Seegmiller [55].
C
of the experimental turbulent Reynolds stresses starts to decrease at
around 𝑥∕𝐻 ≈ 4. In both hybrid models, this behavior is delayed and
takes place downstream of 𝑥∕𝐻 ≈ 5 and, hence, the normal stresses
re strongly overestimated in the rear part. Besides, the location of
he maximum value is shifted away from the wall compared to the
xperiment. In general, this behavior seems to be typical for DDES-type
imulations as similar trends could also be observed for iDDES on much
iner grids [57], too. For 𝑥∕𝐻 > 5, the total axial normal stresses of the
2-𝜔-DDES are slightly higher compared with iDDES. The reasons are
he same as for the turbulent channel flow. The modeled part of any
urbulent quantity is larger for the 𝑙2-𝜔-DDES than for the iDDES, thus
ontributing significantly to the total quantity (see Fig. 8).

The ratio of turbulent to laminar viscosity is depicted in Fig. 9.
n addition, this figure includes the isolines where the corresponding
odel is 90% in LES mode. As required, iDDES and 𝑙2-𝜔-DDES operate

n RANS mode at the upper wall as well as at the lower wall upstream
f the step. The heights of the RANS modes are nearly the same for
oth models. Somewhat downstream of the step, both models switch
rom RANS to LES. This delay of transition, which is typical for such
ind of simulations [58], is longer in case of the iDDES with higher
ddy viscosity values in the wake of the boundary layer downstream
f the step. However, at the lower wall, the WMLES capabilities of
he iDDES take effect, leading to an extremely small RANS range. In
ontrast, the 𝑙2-𝜔-DDES shows a significantly broader RANS region.
hese differences are extremely important if not only a backward-facing
tep is simulated, but a larger geometry where the flow should return
o RANS mode after reattachment at the lower wall in order to allow
igher cell aspect ratios again further downstream. In addition, the
ANS mode of the 𝑙2-𝜔-DDES is shaped irregularly and is strongly

ime-dependent due to the turbulent nature of the flow downstream
f the step. The eddy viscosity values in this region are still lower
9

han upstream of the step, thereby enabling the formation of vortices.
ompared with the iDDES, 𝑙2-𝜔-DDES exhibits higher levels of eddy
viscosity downstream of the step. This also has a significant effect on
the instantaneous flow field. Similar to the channel flow, the vortex
structures of the iDDES are significantly smaller than the ones of the
𝑙2-𝜔-DDES (not shown).

Fig. 10 shows the relative deviation of the turbulent viscosities
to the ones if local equilibrium is assumed. The figure on the left
side depicts the iDDES, while the 𝑙2-𝜔-DDES is shown on the right.
In both cases, the turbulent viscosities deviate significantly from their
equilibrium counterparts, especially in the central part of the channel,
even though LES mode is active there (see Fig. 9). This behavior is
caused by the inflow conditions as all inflow values are calculated
using a preceding steady-state RANS simulation. In the central part
of the channel, almost no resolved turbulent content develops. Thus
the magnitude of the traceless mean strain tensor is quite small and
consequently transport effects dominate. Downstream of the step, the
𝑙2-𝜔-DDES becomes more of a Smagorinsky model, while only few small
regions are close to equilibrium for the iDDES. This behavior is identical
to that observed for the turbulent channel flow and demonstrates
the differences between the two DDES techniques in case of strongly
separated flows.

5. PennState preburner combustor

5.1. Test case description

The PennState preburner combustor is a laboratory-scale rocket
combustion chamber experimentally investigated at the Pennsylvania
State University [59,60] with the goal to provide data for the verifi-
cation and validation of numerical codes. Hence, this is a frequently
simulated test case [1,2,61–66]. Various modeling approaches with

varying complexity ranging from pure RANS/URANS to LES have been
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Fig. 9. Contour plot of instantaneous viscosity ratio. The black lines indicate the isolines where the corresponding model is 90% in LES mode. Left: iDDES; Right: 𝑙2-𝜔-DDES. Note
that a non-linear scale for the contour levels is used.
Fig. 10. Comparison of the difference between the simulated turbulent viscosities with the ones if local equilibrium of the turbulence equations is assumed. Left: iDDES; Right:
𝑙2-𝜔-DDES. The black isolines indicate where the simulated turbulent viscosity is equal to the equilibrium turbulent viscosity.
Table 1
Inflow parameters of the PennState preburner combustor.

Oxidizer stream Fuel stream

Inner diameter (mm) – 6.30
Outer diameter (mm) 5.26 7.49
Gas composition (–) 0.945 (O2) 0.402 (H2)

0.055 (H2O) 0.598 (H2O)
Total mass flow rate (kg/s) 0.0904 0.0331
Temperature (K) 700 811
Bulk velocity (m/s) 154 764
Reynolds number (–) 604,000 169,000

used. The cylindrical combustion chamber has a length of 285.75 mm
and a diameter of 38.1 mm. The diameter of the nozzle is 8.2 mm.
Gaseous hydrogen and gaseous oxygen are preburned in a fuel- and a
oxidizer-rich preburner, respectively, and are supplied to the main com-
bustion chamber through a single coaxial injector. The global oxidizer-
to-fuel ratio (O/F) is ∼6.7. The oxidizer post is recessed 0.43 mm
behind the faceplate. Geometrical dimensions, gas compositions and
flow characteristics of the coaxial injector are summarized in Table 1.
For a more detailed description of the test case, the reader is referred
to [59,60].

The used computational grid consists of approximately 19.6 million
volumes, divided into 39 blocks. The injector including the recess
area accounts for 5.4% of the volumes, while 4.6% are used to dis-
cretize the nozzle. The remaining 17.7 million volumes are used for
the combustion chamber. In radial direction, the oxidizer post tip is
resolved by 16 volumes. Apart from exceptions at the faceplate and
shortly downstream of it, the wall grid spacing in radial direction of
the chamber satisfies 𝛥𝑦+ < 1. The experimental data set provides wall
temperatures and wall heat fluxes. While the latter serves as validation
data, the former is used to prescribe the temperature profile along
the combustion chamber wall. The injector walls are assumed to be
adiabatic, while the oxidizer post tip and the faceplate are treated
isothermal with a temperature of 755 K. At the inlet, mass flow rates,
as stated in Table 1, are specified. A supersonic outflow condition is
imposed at the outlet.
10
Fig. 11. Measured and simulated wall heat fluxes along the chamber wall.
Source: Experimental data from Pal et al. [60].

Applying the 𝑙2-𝜔-DDES in its original formulation to the injector
tube flows caused a strongly delayed development of Kelvin–Helmholtz
instabilities and subsequently an unphysical flame structure. To over-
come this issue, the 𝑙2-𝜔-DDES is forced to operate almost entirely in
LES mode (DES mode > 95%) in the coaxial injector. This is done by
modifying the lengthscale 𝑙DDES. Accordingly, the shielding function is
no longer responsible for switching between RANS and LES, but in-
stead, away from the walls, almost full LES mode is enforced. However,
this procedure only applies to the injector and not the combustion
chamber itself. This approach prevents the excessive production of
𝑘 and thus downstream of the injector vortices can be formed more
quickly. A similar procedure has already been used for this test case by
Huo and Yang [64]. Due to its much lower 𝜇𝑡 values, this modification
was not required for the iDDES.

Both simulations are performed with a constant physical time step
size of 𝛥𝑡 = 1 × 10−8 s and are averaged over 1.66 million iterations.
This corresponds to 16.6 ms or two flow through times. Based on the
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Fig. 12. Calculated instantaneous temperature distributions in the PennState preburner combustor for the iDDES (top) and 𝑙2-𝜔-DDES (bottom) in the cross section 𝑧 = 0mm.
Fig. 13. Comparison of time- and circumferentially averaged hydroxyl mass fractions. Top half: iDDES; Lower half: 𝑙2-𝜔-DDES. Streamlines are imposed to highlight the recirculation
zones.
bulk mass flow, Tucker et al. [62] defined the flow through time to be
8.3 ms.

In contrast to the previous test cases, the DDES models now have
to deal with high pressure and strong density gradients as well as
compressible and supersonic flow.

5.2. Results

Fig. 11 depicts the time- and circumferentially averaged wall heat
fluxes along the chamber wall of both simulations. In addition, the ex-
perimental data from Pal et al. [60] is given. It is worth noting that the
simulation results contain no modeled part as it is negligible at the wall.
The iDDES reaches a maximum wall heat flux of 12.7 MW m−2. Thus,
the experimental maximum is underestimated by 22.3%. Accordingly,
the wall heat flux prediction of the iDDES up to 𝑥 ≈ 140mm is too low.
However, in the rear part of the combustion chamber, the iDDES shows
a good agreement with the experimental data. In contrast, the 𝑙2-𝜔-
DDES correctly predicts the rise of the wall heat flux in the front part. In
addition, the peak value and its location nearly match the experimental
data. The maximum wall heat flux is underestimated by 3.6% only.
The experiment shows a nearly constant high heat flux between 𝑥 ≈
40mm and 𝑥 ≈ 90mm. In the simulation, such a large plateau is not
visible. Instead, a smaller one with a length of approximately 15 mm
exists. Again, there is a good agreement between the 𝑙2-𝜔-DDES and the
experiment in the rear part of the chamber. With respect to the wall
heat flux, the 𝑙2-𝜔-DDES performs significantly better than the iDDES.

The wall heat flux depends on both the wall temperature gradient
and the thermal conductivity at the wall. Instantaneous temperature
distributions are shown in Fig. 12. Both models exhibit a similar behav-
ior. Behind the injector lip, for slightly more than half the diameter of
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the oxidizer tube, no coherent vortical structures are visible. Masquelet
and Menon [67] attribute this behavior to the stability of the high
speed hydrogen stream. However, as such a behavior is not observed
in the pure LES of Oefelein [61], this might be an artifact of the
gray-area problem in the hybrid RANS/LES models. This refers to the
problem that the development of turbulent structures is delayed at
the switch from RANS to LES. Although the 𝑙2-𝜔-DDES was formally
forced to operate in LES mode, this issue still persists as the values
of 𝑘 are still comparatively high. Further downstream, typical Kelvin–
Helmholtz instabilities occur, causing small-scale vortical structures.
The cold oxygen core breaks down at around 𝑥 ≈ 50mm. Still, cold
oxygen bubbles exist in the first third of the combustion chamber. This
is similar to the simulations of Ma et al. [65]. Due to the comparably
large distance of the injector from the outer walls, which is not the
case in real rocket combustors, a large outer recirculation zone exists
in the first part of the combustor. It extends up to approximately one
third of the chamber and has a length of 100.9 mm for the iDDES and
87.6 mm for the 𝑙2-𝜔-DDES. Both recirculation zones are highlighted
in Fig. 13. There is a relatively large difference between both DDES
techniques. As the end of the experimental high wall heat flux plateau
is located at 𝑥 = 88.9mm, it demonstrates the importance of the
recirculation zone on the wall heat flux prediction. The recirculated gas
consists of hydrogen and hot combustion products. Compared with the
𝑙2-𝜔-DDES, the iDDES predicts higher temperatures in the recirculation
zone. However, this does not hold for the near-wall region, where the
temperatures of the 𝑙2-𝜔-DDES are higher due to enhanced mixing and
heat conduction. Accordingly, the wall temperature gradient of the
𝑙2-𝜔-DDES is higher as well. In the rear part, a nearly homogeneous
temperature distribution exists, with higher values for the iDDES. This
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Fig. 14. Scatter plots of instantaneous hydroxyl mass fraction versus temperature along vertical planes at 𝑥 = 0.2mm (left) and 𝑥 = 5.0mm (right) for the PennState preburner
test case. Top: 𝑙2-𝜔-DDES; Bottom: iDDES. The points are extracted from multiple instantaneous snapshots and are colored by the respective radius (black: 𝑟 ≤ 2.63mm, blue:
2.63mm < 𝑟 ≤ 3.15mm, red: 3.15mm < 𝑟 ≤ 3.745mm, green: 𝑟 > 3.745mm).
Fig. 15. Ratio of instantaneous turbulent to molecular viscosity in the center-plane of the PennState preburner combustor using iDDES (top) and 𝑙2-𝜔-DDES (bottom). Note that a
non-linear scale for the contour levels is used.
also explains the slightly higher wall heat flux of the iDDES downstream
of 𝑥 ≈ 160mm in comparison with the 𝑙2-𝜔-DDES.

Time- and circumferentially averaged mass fraction distributions of
the hydroxyl radical are shown in Fig. 13. For hydrogen and oxygen,
only minor differences occur. The same holds for the mass fraction
of water. Hence, these major species are not shown. For both DDES
techniques, the cold oxidizer-rich core shows a similar behavior. Using
an arbitrary cutoff of 10% oxygen mass fraction, the oxidizer-rich core
has a length of 84.8 mm in the 𝑙2-𝜔-DDES and a length of 88.2 mm
in the iDDES. As depicted in Fig. 13, the iDDES shows higher levels of
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hydroxyl mass fraction throughout the whole chamber. This indicates
that, although the flames look alike, the combustion processes of the
two models differ.

In order to further highlight these differences in the combustion
process, the thermochemical state space is investigated. Fig. 14 shows
scatter plots of the instantaneous hydroxyl mass fraction versus tem-
perature for both models. Plotted are instantaneous values from all
volumes located in two vertical planes shortly downstream of the
injector lip. Especially for 𝑥 = 0.2mm in the iDDES and for 𝑥 = 5mm in
the 𝑙2-𝜔-DDES, a strong scattering occurs. These plots show that, despite
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Fig. 16. Relative deviation of the simulated turbulent viscosity to the one obtained by an equilibrium assumption in the center-plane of the PennState preburner combustor. Top:
iDDES; Bottom: 𝑙2-𝜔-DDES.
the high pressure of nearly 50 bar and the corresponding fast chemistry,
at these positions in the combustion chamber strong chemical non-
equilibrium exists. However, the positions of these phenomena differ.
The iDDES shows such a non-equilibrium behavior directly downstream
of the injector lip, where the 𝑙2-𝜔-DDES is close to chemical equilib-
rium. In the latter model chemical non-equilibrium develops further
downstream. As will be shown below, turbulent viscosities of the 𝑙2-
𝜔-DDES are generally significantly higher than the ones of the iDDES,
especially in the first half of the combustion chamber. Apart from its
influence on the flow field, turbulent viscosity also affects combustion
modeling. In this work, an APDF model is utilized to account for TCI.
Besides LES filter width, the turbulent viscosity is also included in the
source term for both 𝜎𝑇 and 𝜎𝑌 in the LES region [68]. Hence, the
resulting values of 𝜎𝑇 and 𝜎𝑌 differ and cause a different combustion
behavior.

Ratios of laminar to turbulent viscosity of both approaches are com-
pared in Fig. 15. Similar to the non-reactive test cases presented above,
the 𝑙2-𝜔-DDES exhibits higher levels of turbulent viscosity within the
whole combustion chamber. In both cases, the highest values are
reached shortly downstream of the injector lip. In case of the iDDES,
these high values decay quickly, whereas the decline for the 𝑙2-𝜔-DDES
is much slower. This can be attributed to the different modifications of
the corresponding transport equations of the turbulence variables. The
iDDES places a lower limit on the dissipation term of the 𝑘-equation,
thus increasing the dissipation of 𝑘 in the LES mode. This, in turn, leads
to a faster decrease in turbulent viscosity. For 𝑙2-𝜔-DDES, high values
of turbulent viscosity extend up to the chamber walls, thus affecting
the recirculation zone. In addition, these differences cause the different
combustion behaviors, as described before. It is worth noting that the
𝑙2-𝜔-DDES switches back to RANS mode in the divergent part of the
nozzle. This might be due to grid coarsening in that region. Hence, the
viscosity ratio reaches values clearly above 100. This is in contrast to
the iDDES, which despite a relatively coarse mesh remains in LES mode.

A comparison of the differences between simulated turbulent vis-
cosities with corresponding local equilibrium values obtained from
Eqs. (34) and (36) is displayed in Fig. 16. In both cases, irregular and
small-scale patterns occur. Nonetheless, some characteristic features are
apparent. Results from the previous, non-reactive test cases showed that
the LES mode of the 𝑙2-𝜔-DDES operates more closely to equilibrium
compared with iDDES. This is also true for the PennState preburner
combustor. Similar to the observations for the channel flow, the relative
deviation of the turbulent viscosity to the one obtained at local equi-
librium is significantly increased close to the RANS-LES interface. This
even holds in the convergent-divergent nozzle. In the convergent part
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of the nozzle, both models exhibit turbulent viscosities that are lower
than expected at equilibrium. As the flow accelerates, the magnitude
of the traceless mean strain rate tensor increases and accordingly the
equilibrium turbulent viscosity grows. Nevertheless, transport effects
predominate. Overall, 𝑙2-𝜔-DDES is again closer to equilibrium than
iDDES.

6. Summary and conclusions

In this work, the dissipation-limited iDDES and the production-
limited 𝑙2-𝜔-DDES are compared. Four test cases, including one rocket
combustion chamber, were simulated and analyzed.

For the non-reactive test cases mean quantities of both models
show similar results. In addition, these results agree quite well with
experimental or DNS data. Differences, both among themselves and
in comparison with experiments or DNS, occur for second-order mo-
ments. However, results from both DDES techniques are quite good.
Clear differences between iDDES and 𝑙2-𝜔-DDES arise when comparing
instantaneous snapshots of the flow. The vortical structures of the 𝑙2-
𝜔-DDES are coarser, caused by an increased turbulent viscosity of this
approach compared to iDDES. That means that in pure LES regions,
absolute values of the modeled part of any quantity are higher for the
𝑙2-𝜔-DDES. These differences arise from the varying formulations, as
shown in the theoretical part of the paper.

Another important difference is the degree of transported subgrid
turbulence in LES mode. While the 𝑙2-𝜔-DDES is relatively close to
an algebraic Smagorinsky model, the transport of 𝑘 causes significant
deviations from local equilibrium values in case of the iDDES. This is
observed in all test cases including the one with combustion. The differ-
ences between both DDES techniques are enhanced for the PennState
combustion chamber. Due to the strong non-linearity of chemical ki-
netics, already small differences in mixing may induce changes in the
temperature field and, as in the present case, in composition and size of
burned gas recirculation. In case of the PennState combustion chamber,
the 𝑙2-𝜔-DDES clearly outperforms the iDDES as the wall heat flux
agrees better with the experimental data.
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