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Abstract

Jammed packings of granular materials such as sand, powders or glass beads show an effective elastic
behavior. For a given confinement pressure p0, volume fraction φ and coordination number Z an
effective bulk- and shear-modulus arises which can be probed by measurements of the speed of sound
for longitudinal and transverse elastic waves. For sufficiently high confinement pressure, low dynamic
pressure and long wavelengths, wave propagation is well approximated by effective medium theory.
At increasing amplitude or decreasing static pressure the effect of nonlinearities becomes increasingly
noticeable. This results from nonlinear, dissipative and hysteretic contact forces on the microscopic
scale and rearrangements in the force-chain network on the mesoscopic scale.

At low amplitudes, weakly-nonlinear behavior is found as a small correction to the linear elastic-
ity. This leads to demodulation of incident waves, frequency-mixing and mode conversion between
longitudinal and transversal waves. Upon vibrations of higher amplitudes, the static friction and static
precompression are overcome, leading to irreversible changes in the force-chain network and elastic
weakening. The wavefront speed drops in this intermediate amplitude regime. In the high-amplitude
regime, when the dynamic pressure exceeds the static pressure, shock-like behavior with a characteris-
tic increase in wavefront speed arises.

In this thesis, a fully automated experimental apparatus for elastic wave measurements at low con-
finement pressure was developed and used on a DLR sounding rocket campaign. During the micro-
gravity phase of the MAPHEUS 8 mission, packings in the pressure range of 20 to 400 Pa were prepared
and sound transmission at amplitudes varying by two orders of magnitude was measured. At the lowest
amplitudes a linear regime with sound speed from 60 to 160 m

s is found. The pressure dependence of
the sound speed is found to vary with pν

0 , ν being close to 1/3, deviating from the 1/6 exponent valid
for high pressure and from the 1/4 exponent, previously reported in the literature to describe the low
pressure behavior. Comparison with literature data at higher pressures suggests a continous increase of
the exponent with pressure, similar to findings for 2D systems reported in the literature. In the present
analysis, the logarithmic derivative is found constant over at least five orders of magnitude of pressure.
Furthermore, for the highest amplitudes a drop in the wavefront-speed with increasing amplitude is
found for p0 between 100 and 400 Pa, suggesting elastic weakening, while for 20 and 50 Pa a rising
wavefront speed is observed, suggesting shock-like behavior. Wave-front attenuation is found to be
increased at the highest amplitudes, in agreement with previous results for shock-waves in glass bead
packings on ground.

To further investigate wave propagation beyond effective medium theory, and to probe possible long
correlation lengths related to anisotropy and unjamming, measurements of multiply-scattered elastic
waves were conducted on ground with p0 ∝ 1 kPa. In measurements of the configurationally averaged
incoherent intensity in the diffusive regime, the transport mean-free path is found between 1.6 and 1.8
bead diameters for a sample of small height, moderately affected by a hydrostatic gradient and close to
5 bead diameters for a larger sample affected by a much larger gradient. Similar values are found for
the scattering mean-free path extracted from the attenuation of the coherent signal with varying sample
thickness. These results are larger than literature values obtained at much higher pressure, where the
hydrostatic gradient becomes negligible.

Finally, inverse-filtering and time-reversal techniques in a two transducer setup were used to measure
wave focussing, to test it as a method for measuring microscopic rearrangements in the granular packing
due to external excitation.
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Kurzzusammenfassung

Verhakte (engl. ’jammed’) Granulatpackungen aus Materialien wie Sand, Pulvern oder Glaskugeln
zeigen ein effektives elastisches Verhalten. Bei gegebenem Einschlussdruck p0, Volumenanteil φ und
Koordinationszahl Z zeigt sich ein effektiver Kompressions- und Schermodul, welcher durch Messung
der Schallgeschwindigkeit longitudinaler und transversaler elastischer Wellen untersucht werden kann.
Bei hinreichend hohem Einschlussdruck, niedrigem dynamischem Druck und großer Wellenlänge ist
die Wellenausbreitung in guter Näherung durch die Theorie des effektiven Mediums beschrieben.
Bei steigender Amplitude oder sinkendem statischem Druck wird der Effekt von Nichtlinearitäten
zunehmend stärker bemerkbar. Auf der mikroskopischen Skala resultiert dies aus nichtlinearen, dis-
sipativen und hysteretischen Kontaktkräften und auf der mesoskopischen Skala aus Umlagerungen im
Netzwerk der Kraftketten.

Bei niedrigen Amplituden wird schwach-nichtlineares Verhalten im Sinne einer kleinen Korrek-
tur zur linearen Elastizität beobachtet. Dies führt zu Demodulation einfallender Wellen, Frequenz-
Mischung und Modenkonversion zwischen longitudinalen und transversalen Wellen. Vibrationen höher-
er Amplitude überwinden statische Reibung wie auch Vorspannung der Kontakte, sodass irreversible
Änderungen im Netzwerk der Kraftketten sowie elastischer Festigkeitsabfall auftreten. In diesem mit-
tleren Amplitudenbereich fällt die Geschwindkeit der Wellenfront ab. Bei hohen Amplituden, wenn der
dynamische Druck den Statischen übersteigt, zeigt sich Schockwellen-artiges Verhalten mit charakter-
istischem Anstieg der Geschwindigkeit der Wellenfront.

In dieser Arbeit wurde ein vollautomatischer experimenteller Apparat für Messungen elastisch-
er Wellen bei niedrigem Einschlussdruck entwickelt und im Rahmen einer Messkampagne auf ein-
er Höhenforschungs-rakete des DLR eingesetzt. Im Laufe der Mikrogravitationsphase während der
MAPHEUS 8 Mission wurden Packungen mit Drücken zwischen 20 und 400 Pa präpariert und die
Schalltransmission in einem Amplitudenbereich über zwei Größenordnungen gemessen. Bei den niedrig-
sten Amplituden zeigte sich ein linearer Bereich mit Schallgeschwingkeiten zwischen 60 und 160 m/s.
Die Druckabhängigkeit schwankte wie pν

0 mit ν nahe an 1/3, im Kontrast zum Exponenten 1/6, der
bei hohen Drücken gilt, und zu 1/4, dem bisherigen Literaturwert zur Beschreibung des Niedrigdruck-
verhaltens. Der Vergleich mit Messwerten aus der Literatur bei höheren Drücken suggeriert einen kon-
tinuierlichen Anstieg des Exponenten mit dem Druck, vergleichbar mit dem Befund zum Verhalten
zweidimensionaler Systeme in der Literatur. In der vorliegenden Auswertung zeigt sich, dass die loga-
rithmische Ableitung des Exponenten über mindestens 5 Größenordnungen des Drucks konstant ist.

Bei den höchsten Amplituden zeigt sich ein Abfall der Geschwindigkeit der Wellenfront mit steigen-
der Amplitude für p0 zwischen 100 und 400 Pa, ein Anzeichen für elastichen Festigkeitsabfall, während
zwischen 20 und 50 Pa eine steigende Geschwindigkeit der Wellenfront sichtbar wird, ein Anzeichen
für Schockwellen-artiges Verhalten. Die Dämpfung der Wellenfront ist bei den höchsten Amplituden
erhöht - in Übereinstimmung mit bekannten Resultaten für Schockwellen in Glaskugelpackungen am
Boden.

Zur weiteren Untersuchung der Wellenausbreitung jenseits der Theorie des effektiven Mediums
und zur Untersuchung möglicher großer Korrelationslängen die in Zusammenhang mit Anisotropie
und Verlust der mechanischen Rigidität (engl. ’unjamming’) stehen, wurden Versuche zur Mehrfach-
streuung elastischer Wellen bei Bodenmessungen mit p0 ∝ 1 kPa durchgeführt. In Messungen der
Konfigurations-gemittelten inkohärenten Intensität im diffusen Bereich zeigte sich eine mittlere freie
Weglänge des Transports zwischen 1,6 und 1,8 Kugeldurchmessern im Falle kleiner Probenhöhe mit
einem moderaten hydrostatischen Gradienten sowie ungefähr 5 Kugeldurchmessern im Falle einer
größeren Probe mit deutlich größerem Gradienten. Vergleichbare Werte nimmt die mittlere freie Weglänge
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Kurzzusammenfassung

der Streuung an, die aus der Dämpfung des koheränten Signals bei verschiedener Probendicke bes-
timmt wurde. Diese Resultate sind größer als Literaturwerte, gemessen bei wesentlich höherem Druck,
bei welchem der hydrostatische Gradient vernachlässigbar ist.

Schließlich wurden Dekonvolutions- und Zeitumkehr-Techniken in einem Aufbau aus zwei Wan-
dlern verwendet um Wellenfokussierung zu messen, um diese als Methode zur Messung mikroskopis-
cher Umordnungen in der Granulatpackung unter externer Anregung zu testen.
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Introduction

Systems of discrete particles of sufficient mass and size, such that no Brownian motion is observed,
which are interacting with dissipative forces, such that they come to rest unless externally driven, are
referred to as ’granular’[1, 2].

Granular matter is known for having unusual properties that are a currently active field of research.
For example, granular gasses show unconventional damping behavior[3] and negative heat capacity[4].
But even when granular material is brought to rest and confined to a volume under pressure, nontriv-
ial behavior can still be found: elastic waves, which propagate through an effective medium[5, 6, 7]
provided by the elastic response of the packing in the long wavelength limit, propagate linearly until
they are scattered and attenuated by disorder[8], affected slowed down or broadened by dispersion[9]
or distorted by demodulation and frequency-mixing at nonlinear contacts[10]. At vanishing confine-
ment pressure, solitons[11, 12] and shock-waves [13, 14] are found. For high frequencies, where
the wavelength is comparable to the particle diameter, multiple scattering and diffusive transport is
found[15, 16]. At lower frequencies, when the density of state is examined, a cross-over from Debye-
like increase to a plateau is found at a characteristic frequency that increases with pressure[17, 18] and
implies a diverging length scale at the jamming point.

In this thesis, elastic wave propagation in granular matter beyond effective medium theory is exam-
ined by experiments in glass bead packings at low confinement pressure.

In chapter 1 an overview of wave phenomena in granular matter is given, introducing linear waves,
dispersion, parametric mixing and demodulation, solitons and scattering, first in the granular chain,
later addressing the three-dimensional packing.

In chapter 2 the GRAnular Sound CHAracterization or GRASCHA experiment is presented, as re-
cently published[19]. Measurement results from a sounding rocket campaign in 2019 are shown, which
probe linear and nonlinear elastic waves in glass bead packings at low confinement pressure. A univer-
sal pressure dependence of the sound speed is suggested.

In chapter 3 measurements of multiply scattered elastic waves are shown. First, the incoherent
intensity in ensembles of macroscopically equivalently prepared packings is investigated. Then, the
coherent attenuation is measured. Finally, wave focussing techniques are tested.

In chapter 4 an overall conclusion is given.
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1. Theory of Elastic Waves in Granular Matter

1.1. Introduction

As a stating point for this thesis, a brief theoretical introduction is given to show the various elastic
wave phenomena encounterd in granular media. Some instructive calculations and references to the
relevant literature are provided. In section 1.2 linear wave propagation, dispersion, weakly-nonlinear
effects and solitons are introduced as well as multiple scattering. This is done in a one-dimensional
system, the granular chain, which is convenient for calculations and already shows many aspects of the
behaviour of granular packings qualitatively. In section 1.3 the three-dimensional case is intruduced,
which is more relevant for the experiments in this thesis.

1.2. The Linear Chain

1.2.1. Homogeneous, Free Chain in the Continuum Limit

To demonstrate how wave-like behavior can arise in a granular medium, let us first consider a linear
chain of N particles within total length L. Each particle of index i at position xi has a mass mi and
is interacting with its neighbor at i+1 through a linear spring of stiffness ki and similarly with its
neighbor at i-1 through a spring of stiffness ki−1. The behavior at i=0 and i=N depends on the boundary
conditions, which can represent open chains with fixed positions (Dirichlet) or velocities (Neumann) of
the particles at the ends or closed chains (periodic boundary conditions). To simplify the calculations
in this introductory example we choose the latter and will address the other cases in later chapters
when appropriate. Hence, here we let ki−N = ki as well as mi−N = mi and xi−N = xi. In the simplest
case ki = const. = k and mi = const. = m. Then in the ground state all particles are evenly spaced at
xi = i ·L/N and Newton’s equations of motion[1] are given by:

mi
d2

dt2 xi = k · ((xi+1− xi−L/N)− (xi− xi−1−L/N)) (1.1)

We can express (1.1) in terms of the particle displacement ui = xi− i ·L/N:

mi
d2

dt2 ui = k · (ui+1 +ui−1−2 ·ui) (1.2)

Even though the system is discrete, we can always describe the displacement by a continuous func-
tion u(x, t) that fulfills u(xi, t) = ui(t). Let us assume u varies on a characteristic length scale λ . Then it
is convenient to write u(x, t) = u(xi +λ ·ξ , t) = ũ(ξ , t) with the normalized distance ξ = ∆x/λ relative
to any point xi. Let ũ(ξ , t) be an analytic function of ξ with ũ(0, t) = u(xi, t). Then, for any arbitrary
fixed xi

u(x, t) = ũ(ξ , t) = u(xi, t)+
∂ ũ
∂ξ

∣∣∣∣
ξ=0
·ξ +

1
2

∂ 2ũ
∂ξ 2

∣∣∣∣
ξ=0
·ξ 2 +O

(
|ξ |3

)
(1.3)
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1.2. The Linear Chain

If we choose λ ·ξ = L/N then (1.2) can be written in terms of ũ(ξ , t) at any xi:

mi
∂ 2

∂ t2 u(xi, t) = k · (ũ(ξ , t)−u(xi, t)+ ũ(−ξ , t)−u(xi, t)) (1.4)

After inserting (1.3) in (1.4) we arrive at:

mi
∂ 2

∂ t2 u(xi, t) =k · [

u(xi, t)+
∂ ũ
∂ξ
·ξ +

1
2

∂ 2ũ
∂ξ 2 ·ξ

2−u(xi, t)

+u(xi, t)+
∂ ũ
∂ξ
· (−ξ )+

1
2

∂ 2ũ
∂ξ 2 ·ξ

2−u(xi, t)+O
(
|ξ |3

)
] = k ·

(
∂ 2ũ
∂ξ 2 ·ξ

2 +O
(
|ξ |3

))
(1.5)

If λ is large compared to the inter-particle distance we can neglect terms of higher orders in ξ .
Then we use ∂ξ ũ = λ · ∂xu and divide (1.5) by the inter-particle distance L/N. After introducing the
1-dimensional mass-density ρ = m ·N/L and elastic modulus µ = k ·L/N we get:

ρ
∂ 2u
∂ t2 = µ

∂ 2u
∂x2 (1.6)

Or, after introducing c =
√

µ

ρ
:

∂ 2u
∂ t2 = c2 ∂ 2u

∂x2 (1.7)

This is a wave equation for the displacement u(x, t). It describes a longitudinal wave travelling at
phase speed c. It is valid in the long wavelength limit.

Equation (1.7) is a second-order partial differential equation in time and space for a scalar function.
It is equivalent to a first-order equation for a two-component vector-valued function. Thus, similarly to
a more general treatment of three-dimensional elastic waves known in the literature[2, 3] that will be
used in later sections, we define

Ψ(x, t) =

√ ρ

2
∂

∂ t u√
µ

2
∂

∂x u

 (1.8)

and the prefactors are chosen such that we can interpret the squared magnitude as the elastic energy
density:

∫ L

0
|Ψ(x, t)|2 dx =

∫ L

0
Ψ
∗(x, t) ·Ψ(x, t)dx =

∫ L

0

ρ

2

(
∂u
∂ t

)2

+
µ

2

(
∂u
∂x

)2

dx = Etotal (1.9)

Then Ψ satisfies the classical Schrödinger equation
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1. Theory of Elastic Waves in Granular Matter

i
∂

∂ t
Ψ(x, t) = HΨ(x, t) (1.10)

with H = ic
∂

∂x

(
0 1
1 0

)
(1.11)

where i =
√
−1. First of all, we notice that inserting Ψ, as defined in (1.8), in (1.10) immediately

leads to (1.6). Then we use that (1.6) has plane wave solutions of the form

uk(x, t) = ak · cos(kx−ωkt)+bk · sin(kx−ωkt) (1.12)

= ak ·Re
(

eikx−iωkt
)
+bk · Im

(
eikx−iωkt

)
(1.13)

with the dispersion relation

ω
2
k = c2k2or ωk = c |k| (1.14)

Accordingly, (1.10) has a solution

Ψk(x, t) =

√
ρ

2
eikx−iωkt

(
−iωk
ick

)
(1.15)

which also solves the eigenvalue equation

HΨk = ωkΨk (1.16)

with degenerate eigenvalues ωk = ω−k . Any u(x, t) that solves (1.6) can be written as linear com-
bination of uk(x, t) and any Ψ that solves (1.10) can similarly be written as linear combination Ψ =

∑
N
j=0 a jΨk j with complex coefficients a j . Therefore we can apply the operator H on any Ψ by writing

it in terms of the eigenfunctions Ψk of H:

HΨ =
N

∑
j=0

a jHΨk j = c
N

∑
j=0

a jωk j Ψk j (1.17)

Finally, we consider a monochromatic wave with the displacement u(x, t) = v(x)e−iωkt and the cor-
responding wave function:

Ψk(x, t) =

√
ρ

2
e−iωkt

(
−iωk

c ∂

∂x

)
v(x) (1.18)

By inserting (1.18) in (1.10) and using ω2
k /c2 = k2 we arrive at:

(
∂ 2

∂x2 + k2
)

v(x) = 0 (1.19)

This equation for the space-dependent part v(x) is called the Helmholtz equation.
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1.2. The Linear Chain

1.2.2. Homogeneous, Driven Chain in the Continuum Limit

So far no external forces were taken into account. To consider them, we have to include a driving force
Ψ f (x, t) in the wave equation:

(
i

∂

∂ t
−H

)
Ψ(x, t) = Ψ f (x, t) (1.20)

with Ψ f (x, t) =
( 1

ρ
f (x, t)
0

)
(1.21)

This inhomogeneous equation can be solved by convolution of Ψ f with a Green’s function G(x,x′; t, t ′):

Ψ(x, t) =
∫ L

0
G(x,x′; t, t ′)Ψ f (x′, t ′)dx′ (1.22)

The Green’s function shall be invariant upon translations in time and space G(x,x′; t, t ′) = G(x−
x′, t− t ′). The latter will be valid only in the long-wavelength limit i.e. when the finite particle spacing

can be neglected. Furthermore, G(t− t ′) !
= 0 for t < t ′ to ensure causality i.e. effects cannot precede

their causes.
To obtain G we start by demanding it solves the inhomogeneous equation for a point-like driving:

(
i

∂

∂ t
−H

)
G(x, t) = δ (x)δ (t) (1.23)

Equations of this type (1.23) are conveniently solved after applying a suitable integral transforma-
tion, such as a Laplace- or Fourier-transform, which provides us an algebraic equation equivalent to
the partial differential equation in the time- and direct space domain. For this purpose we define the
Fourier-transform as

F : f (t) 7→ F(ω) =
∫

∞

−∞

f (t)e−iωt dt (1.24a)

F : f (x) 7→ F(k) =
∫

∞

−∞

f (x)eikxdx (1.24b)

F−1 : F(ω) 7→ f (t) =
1

2π

∫
∞

−∞

F(ω)eiωt dω (1.24c)

F−1 : F(k) 7→ f (x) =
1

2π

∫
∞

−∞

F(k)e−ikxdk (1.24d)

Then, the Fourier-transform of (1.23) in terms of time and space is:

(
−ω + ck

(
0 1
1 0

))
G(k,ω) = 1 (1.25)

After inversion of the matrix representing the sum on the left side we get:
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1. Theory of Elastic Waves in Granular Matter

G(k,ω) =

−
(

ω ck
ck ω

)
(ω− ck)(ω + ck)

(1.26)

To get the time-domain representation of (1.26) we wish to apply the inverse Fourier-transform.
However, this would involve integration over two poles of first order at ω =±ck. To get any meaningful
result, we have to regularize this integral. The choice of the regularization method will determine the
causal properties of the Green’s function.

First of all, we define the analytic continuation of G(ω) as G(z) = G(ω + iν). Then we add a small
imaginary part iε to the position of each pole, which we will later remove by taking the limit ε → 0:

G(z) =
−
(

z ck
ck z

)
(z− ck− iε)(z+ ck− iε)

(1.27)

Then we consider the complex path integral
∮

Γ
G(z)dz along two possible contours Γ+ and Γ− as

indicated in figure (1.1). Both contours include the interval [−r;r] on the real axis. Γ+ is closed by the
half-circle φ 7→ reiφ in the upper complex half-plane while Γ− is closed by the half-circle φ 7→ re−iφ

in the lower half-plane.

Figure 1.1.: Two possible integration contours Γ+ and Γ− incorporating the real axis, either closed in
the upper half-plane including both poles or closed in the lower half-plane without any
poles.

Now we can write the regularized Fourier integral as:

G(k, t) = lim
ε→0

lim
r→∞

−1
2π

∮
Γ

(
z ck
ck z

)
eizt

(z− ck− iε)(z+ ck− iε)
dz with Γ =

{
Γ+ for t > 0
Γ− otherwise

(1.28)

With ν = Im(z) = r · sin(φ) we can write the complex exponential factor

eizt = eiωt e−rtsin(±φ) r→∞−−−→

{
0 for t > 0 using Γ+

0 otherwise, using Γ−
(1.29)
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1.2. The Linear Chain

With this choice of integration contours we can therefore ensure that, in the limit of infinitely large
half-circles, only the real-axis interval contributes to the integral. On the other hand, the integral along
each of the closed paths Γ+ and Γ− can be calculated using Cauchy’s residue theorem. First, we notice
that Γ− does not include any poles thus the corresponding integral vanishes. Then, for Γ+ we have
contributions due to both poles in the upper half-plane:∮

Γ+

(
z ck
ck z

)
eizt

(z− ck− iε)(z+ ck− iε)
dz = 2πi

(
Res

z=ck+iε
(. . .)+ Res

z=−ck+iε
(. . .)

)

= 2πi


(

ck+ iε ck
ck ck+ iε

)
eickt−εt

2ck
+

(
−ck+ iε ck

ck −ck+ iε

)
e−ickt−εt

−2ck


ε→0−−→ πi

(
eickt − e−ickt eickt + e−ickt

eickt + e−ickt eickt − e−ickt

)
=−2π

(
sin(ckt) −icos(ckt)
−icos(ckt) sin(ckt)

)
(1.30)

Finally, by inserting (1.30) in (1.28) and applying the inverse Fourier transform we get:

G+(x, t) =
∞∫
−∞

(
sin(ckt) −icos(ckt)
−icos(ckt) sin(ckt)

)
e−ikxdk ·Θ(t) (1.31)

By using (1.31 and (1.15) one can easily verify that

L∫
0

G+(x− x′, t− t ′)Ψk(x′, t ′)dx′ = Ψk(x, t) for t > t ′ (1.32)

G+(x, t− t ′) is called the retarded or causal Green’s function. Due to (1.32) it is also a propagator. If
we use it to solve the inhomogeneous equation (1.22) then its solution at time t describes the emission
of a wave originating from an excitation that occurred at a previous time t ′. Analogously we could
derive the advanced or anti-causal Green’s function G−(x, t− t ′) by shifting the poles from ±ck+ iε to
±ck− iε and switching the roles of Γ+ and Γ−. Then, using G−(x, t− t ′) we would arrive at a solution
of (1.22) describing a wave at time t that is absorbed by a sink or receiver at a later time t ′.

1.2.3. High-Frequency Behavior in the Monodisperse Chain

The results from the previous section describe wave propagation in the long wavelength limit λ � d. If
we take into account the finite inter-particle distance given by the particle diameter d, we will encounter
dispersion at λ ∝ d. The solutions for a linear wave equation of the displacement field u(x, t) with a
periodic potential V (x) =V (x+d) are Bloch waves[4]:

u(x, t) = eikx−iωt v(x) (1.33)

where v(x+d) = v(x) has the periodicity of the chain. Under discrete translations of d, the displace-
ment is invariant up to a phase-shift:
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1. Theory of Elastic Waves in Granular Matter

u(x+d, t) = eikdu(x, t) (1.34)

As the wave equation (1.7) is not valid for short wavelengths, we have to use the equations of motion
(1.2) that take into account the particle spacing d and the restoring force at each particle site xi. After
inserting (1.33) in (1.2) we arrive at:

−mω
2eikx−iωt v(x) = K

(
eikd + e−ikd −2

)
eikx−iωt v(x) (1.35)

We note that by using periodic boundary conditions u(xi+N) = u(xi) for the displacement at all
particle sites and u(x+N · d) = u(x) for the continuous displacement field everywhere we can avoid
special treatment of the ends of the chain. The equation is simplified to:

ω
2 =

2K
m

(cos(kd)−1)

=
4K
m

sin2
(

kd
2

)
(1.36)

As a result, the frequency ω is given by the positive square root:

ω =

√
4K
m

sin
(

kd
2

)
=

2
d

√
µ

ρ
sin
(

kd
2

)
(1.37)

kd�1−−−→ k

√
K
m

= kc (1.38)

 0
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Figure 1.2.: Dispersion in a linear chain according to Eq. (1.36)

The dispersion relation is plotted in Fig. 1.2. As we can see, the linear dispersion (1.14) is recovered
in the long wavelength limit whereas we get different behavior at short wavelengths that leads us to the
definition of two distinct wave speeds: the phase velocity vφ = ω/k that relates the phase difference to
the propagated distance ∆x during time ∆t by
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1.2. The Linear Chain

δφ = ω∆t = ω∆x/vφ (1.39)

and the group velocity

vG =
dω

dk
= ∆x

dω

dφ
(1.40)

which is the speed at which the envelope of a modulated wave propagates. At k = π/d or λ = 2d we
reach the cut-off angular frequency ωc = 2

√
K/m = 2c/d or cut-off frequency fc = c/(πd). At fc the

group velocity is zero and the phase velocity is at its minimum. No propagating (energy-transporting)
wave exists for f > fc.

1.2.4. Bidisperse Chain: Bandgaps and Optical Modes

Now, two different species of beads of radii R1, R2 and masses m1, m2 are arranged in alternating order
into a linear chain and connected with springs of stiffness K. Then Newton’s equations of motion for
the i-th particle are:

m1
d2x(1)i

dt2 = K(x(2)i−1− x(1)i + x(2)i − x(1)i )

m2
d2x(2)i

dt2 = K(x(1)i − x(2)i + x(1)i+1− x(2)i ) (1.41)

where the uppercase index denotes the particle species and the lowercase denotes the unit cell such
that in the ground state x(2)i − x(1)i = a and x( j)

i+1 = x( j)
i + a with lattice constant a = 2 · (R1 + R2).

Analogous to section 1.2.1 we define the displacement of each particle as u( j)
i = x( j)

i − i ·a and introduce

the continuous displacement fields u( j)(x) which satisfy u( j)(x( j)
i ) = u( j)

i . Then Newton’s equations
(1.41) are equivalent to:

1
K

∂ 2

∂ t2 u(1)(x, t) =
1

m1

(
u(2)(x, t)+u(2)(x−a, t)−2 ·u(1)(x, t)

)
1
K

∂ 2

∂ t2 u(2)(x, t) =
1

m2

(
u(1)(x, t)+u(1)(x+a, t)−2 ·u(2)(x, t)

)
(1.42)

By assuming Bloch wave solutions u( j)(x) = eikxv(x) analogous to section 1.2.3 and inserting them
into (1.42) we get:

−ω2

K

(
u(1)

u(2)

)
=

(
− 2

m1
1+e−ikd

m1
1+eikd

m2
− 2

m2

)(
u(1)

u(2)

)
(1.43)

As we can see the mass matrix on the right hand of (1.43) is not diagonal in u(1) and u(2) which
is not a surprise since it is particles of alternating species that are interacting. The eigenvalues of this
matrix are:

11



1. Theory of Elastic Waves in Granular Matter

λ1,2 =

(
1

m1
+

1
m2

)
·

(
−1±

√
1− 4m1m2

(m1 +m2)2 sin2
(

ka
2

))
(1.44)

After inserting λ1,2 in (1.43) we arrive at the dispersion relation:

ω =

√
K

m1 +m2

m1m2
·

√√√√1±

√
1− 4m1m2

(m1 +m2)2 sin2
(

ka
2

)
(1.45)

 0

 0.5
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ω
 [a

.u
.]

k [π / (d1 + d2)]

Monodisperse
δ=0.74 Acoustic
δ=0.74 Optical

δ=0.92 Acoustic
δ=0.92 Optical

Figure 1.3.: Dispersion in a linear chain according to Eq. (1.45): bidispersity δ = R2/R1 in size leads
to emergence of a bandgap between the acoustic and the optical branch. For comparison,
the monodisperse case according to Eq. (1.36) is shown (thick dashed line).

As we can see in (1.45) we get a dispersion relation with two branches. At low frequencies we get
behavior as in Eq. (1.36) which is called the acoustic branch as its long wavelength limit describes
sound waves in a homogeneous linear medium. The acoustic branch arises from neighboring beads
that are oscillating approximately in phase. As the unit cell of our lattice contains two particles, its
size is 2 · (R1 +R2) and the size of the Brillouin zone is π/(R1 +R2), smaller than the Brillouin zone
of a monodisperse chain of either species. If m1 > m2 then from (1.45) it follows the acoustic cutoff
frequency is:

ω
acoustic
c =

√
2K
m1

(1.46)

For higher frequencies, a second branch emerges due to neighboring beads oscillating highly out of
phase. This is called the optical branch due to its relation to solid state physics, where it describes the
normal modes of oppositely charged ions in a crystal lattice oscillating with opposite phase and thereby

12



1.2. The Linear Chain

interacting with an electromagnetic wave. In order to treat this as an effective one particle problem, one
has to use an effective mass (1/m1 +1/m2)

−1 to calculate the upper cutoff frequency and the smaller
mass m2 for the lower cutoff frequency of the optical branch:

ω
optical
upper =

√
2K ·

(
m−1

1 +m−1
2
)

ω
optical
lower =

√
2K
m2

(1.47)

In Fig. 1.3, a comparison of dispersion relations for particles of size R1 = R+δR and R2 = R−δR
for different δR and the monodisperse case is shown. For frequencies between the acoustic cutoff
frequency and the lower optical cutoff frequency there is a bandgap. Here, the group velocity vG is
zero and the wavenumber k is purely imaginary. Such modes are called evanescent waves, as their
amplitude decays exponentially with distance and they transport no energy. This is also referred to as
tunneling, a term more commonly used in quantum mechanics, as it allows the wave to at least partially
penetrate a forbidden zone such as a potential barrier of strength greater than the kinetic energy.

Finally we note that despite the qualitatively different dispersion relation, the total number of normal
modes is the same as in a monodisperse chain of the same number of beads.

1.2.5. The Hertzian Chain: Linear Waves

Now we consider the contact force between neighboring spherical beads. In the simplest case a sphere
is under purely normal load at diametrically opposed contact points and the indentation δ is small
enough that the bead retains its spherical shape in good approximation. Then the contact force is given
by the Hertz law[5]:

F =

√
4
9

E
1−ν2

√
Rδ

3/2
Θ(δ ) (1.48)

where E is the Young’s modulus and ν is the Poisson number of the bead material, R is the sphere
radius and Θ(δ ) = 1 if the contact is closed and zero otherwise. Thus, for a known contact force the
indentation is:

δ =

(
9

4R

)1/3

·
(

F · (1−ν2)

E

)2/3

(1.49)

The F ∝ δ 3/2 force law arises because the contact area increases as the bead is increasingly indented,
so additional force is required to maintain the same pressure. A detailed derivation can be found in a
textbook[6]. Many nonlinear effects result from this force law. However, approximate linear wave
propagation is still possible for pre-compressed chains at static indentation δ0 if the wave amplitude
δ (t)−δ0 is very small. Let δ (t) = δ0 +δ1(t) with |δ1| � δ0. Then the contact force can be expanded
in powers of ξ = δ1/δ0:

F(δ ) = F(δ0)+ξ ·δ0
dF
dδ

∣∣∣∣
δ=δ0

+
1
2

ξ
2 ·δ 2

0
d2F
dδ 2

∣∣∣∣
δ=δ0

+
1
6

ξ
3 ·δ 3

0 ·
d3F
dδ 3

∣∣∣∣
δ=δ0

+O
(
|ξ |4

)
= F(δ0) ·

(
1+

3
2

ξ +
3
8

ξ
2− 1

16
ξ

3 +O
(
|ξ |4

))
(1.50)

13



1. Theory of Elastic Waves in Granular Matter

Linear Waves

We can identify the linear term in (1.50) with the stiffness K:

KHertz =
E

1−ν2

√
R ·δ0 (1.51)

For beads made of a material with density ρ we can now calculate the dispersion relation by inserting
(1.51) and the bead mass m = (4π/3) ·R3 ·ρ into (1.36) and get

ω =
cm

R
·

√
3

π(1−ν2)
·
(

δ0

R

)1/4

· sin(k ·R) (1.52)

k·R�1−−−−→ k · cm ·

√
3

π(1−ν2)
·
(

δ0

R

)1/4

(1.53)

where cm =
√

E/ρ is the speed of sound of the bulk material.
For experiments it is often more convenient to express such relations in terms of the contact force

which can be measured and adjusted much more accurately than the indentation. Hence, after inserting
(1.49) into (1.53) we arrive at the force dependent cutoff frequency:

ωc =
cm

R
·

√
3

π · (1−ν2)
·
(

3
2

F0 · (1−ν2)

R2 ·E

)1/6

(1.54)

Accordingly, the phase and group velocity depend on (F0)
1/6.

Weakly Nonlinear Frequency-Mixing and Demodulation

Now we turn our attention to the quadratic term in (1.50). For a real monochromatic wave we let
ξ (t) = |ξ (0)| · cos(ω · t). Then the quadratic contribution to the contact force is:

F(2)(t) =
1
4

KHertz · |ξ (0)|2 · cos2(ωt) =
1
8

KHertz · |ξ (0)|2 · (1+ cos(2 ·ωt)) (1.55)

As we can see in (1.55), there are two contributions: a constant force and an oscillating term with
the doubled frequency. It should be noted that had we replaced the cosine by a sine, the constant term
would still have retained the same sign, hence the constant force contribution is always positive.

Another interesting case is the modulated wave ξ (t) = |ξ (0)| · cos(ωt) · cos(Ωt). We can express it
in terms of the sum- and difference frequencies as

ξ (t) =
1
2
|ξ (0)| · (cos((ω +Ω) · t)+ cos((ω−Ω) · t)) (1.56)

Then the contact force contains the sums and differences of the original sum- and difference fre-
quencies:

F(2)(t)

|ξ (0)|2
=

1
16

KHertz ·
(

1+
1
2

cos(2 · (ω +Ω) · t)+ 1
2

cos(2 · (ω−Ω) · t)+ cos(2 ·ωt)+ cos(2 ·Ωt)
)

(1.57)
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1.2. The Linear Chain

Thus, the Hertzian nonlinearity provides a mechanism for mode-conversion and demodulation. An
incident high frequency wave with a slowly varying envelope Ω� ω will be converted to a low fre-
quency wave at 2 ·Ω. According to (1.57) the amplitude for this process is 16/ |ξ (0)| times smaller
than the amplitude of the linear wave. However, this factor is an upper limit that is only reached if
the emmited wave is in phase at all contacts. This is called the phase matching condition. For low
enough frequencies there is approximately linear dispersion i.e. vφ (ω +Ω) ≈ vφ (ω −Ω) hence the
phase matching condition is met in a long chain of beads. As the pump frequency ω±Ω is increased
well into the dispersive regime, the number of contacts meeting the phase matching condition and the
length fraction of the chain contributing to the coherent emission of the demodulated wave is decreased.
The remaining contacts contribute to emission at varying phases, so their contribution is averaged to
zero for a long enough chain.

A special case arises for evanescent pump waves: if the pump frequency lies in a bandgap, or simply
ω ±Ω > ωc in the monodisperse chain, then the wavenumber is imaginary and the amplitude of the
incident wave decays exponentially. Thus only one or few beads in the chain contribute to the demod-
ulated wave. Interestingly, while the total demodulation amplitude is small, the demodulation process
still gives the leading order contribution for energy transfer into the chain because all higher frequency
components are totally reflected back to the source.

Detailed studies of frequency-mixing and demodulation in different frequency regimes can be found
in the literature[7].

Strongly Nonlinear Frequency-Mixing and Demodulation

For |ξ | > 1 the effect of the Heaviside function in (1.48) has to be considered. In Fig. 1.4 the re-
sulting power density spectra for different ξ are shown. The amplitude of the demodulated or the
frequency-doubled contact force experiences a transition from a |ξ |2 dependence at small ξ to a |ξ |3/2

dependence at large ξ . One could think of a similar transition in realistic granular material. Existing
experimental studies remain inconclusive regarding the high amplitude behavior[8, 9], suggesting that
a more detailed treatment of the contact forces be required.

1.2.6. Solitons in the Hertzian Chain

Now we consider nonlinear waves beyond the small amplitude approximation of the previous section.
The equation of motion for the i-th sphere in a chain of Hertzian spheres is:

d2ui

dt2 =
E
√

2R
3m(1−ν2)

(
(δ0−ui +ui−1)

3/2− (δ0−ui+1 +ui)
3/2
)

(1.58)

Here δ0 is the static precompression und ui is the displacement of the sphere at position xi. As in
the previous sections we can introduce the function u(x) in order to discuss the continuum limit of
(1.58) for wavelengths λ � a that are large compared to the bead diameter a = 2R. For vanishing
precompression δ0 → 0 the right-hand side of (1.58) can no longer be written as power-series in the
displacement as in the previous section because it would diverge as O

(∣∣∣ 1
δ0

∣∣∣). In this limit, called the
sonic vacuum, no linear waves exist. Thus, the full nonlinear equation of motion has to be considered.
It was shown by Nesterenko[10] that, in the long-wavelength limit the equation at δ0 = 0 is given by

∂ 2u
∂ t2 = c2

3
2

√
− ∂u

∂x
∂ 2u
∂x2 +

a2

8

√
− ∂u

∂x
∂ 4u
∂x4 −

a2

8

∂ 2u
∂x2

∂ 3u
∂x3√
− ∂u

∂x

− a2

64

 ∂ 2u
∂x2√
− ∂u

∂x

3
+O

(∣∣∣ a
λ

∣∣∣3)
(1.59)
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Figure 1.4.: Numerical calculation of the power density spectrum of the Hertzian contact force for an
oscillating indentation at frequency ω ±Ω, normalized by the power density at the two
incident frequencies. At low amplitude (upper plot) the difference frequency 2 ·Ω emerges
due to the quadratic term in Eq. (1.50). Increasing the amplitude (center plot) leads to
further even multiples of Ω. For very high amplitudes (bottom plot) the contact is opening
and closing, which generates also odd multiples of Ω. The vertical dashed line indicates
ω .

,
where we neglect the higher order terms, and it has solitary solutions of the form

ξ =

(
5
4

V 2

c2

)2

cos4
(√

10
x

5a

)
(1.60)

for ξ = − ∂u
∂x in the reference frame moving parallel to the soliton at velocity V . This velocity

depends on the soliton amplitude such that, at the soliton maximum,

ξmax =

(
5
4

V 2

c2

)2

(1.61)

is satisfied, in contrast to the constant speed of sound found for linear and weakly-nonlinear waves.
Remarkably, the spatial width of the soliton λ = π ·5a/

√
10≈ 5a depends only on the bead diameter.

Simulations [10] show that, as soon as six particles participate in the wave motion, the soliton reaches
a stationary state where a balance of kinetic and potential energy is established, in accordance with the
virial theorem of Hertzian particles:
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1.2. The Linear Chain

〈Ekin〉=−
1
2
〈∑

i
xiFi〉 (1.62)

−→ 〈Ekin〉
〈Epot〉

=
5
4

(1.63)

1.2.7. Weak Disorder and Linear Waves

In this section we consider the effect of disorder on linear waves in the long wavelength limit. The
treatment of multiple scattering in random media as presented here is established in the literature for
acoustic, elastic and electromagnetic waves and, more generally, hyperbolic linear stochastic differen-
tial equations[11, 12, 13, 2]. For simplicity, we first consider scattering in the linear chain to give an
introduction to the methods which will be later generalized to three-dimensional granular packings in
section 1.3.4.

Similar to a method that was previously applied to elastic waves in an inhomogeneous plate[3] and
later to granular packings[14], our starting point shall be the classical Schrödinger equation (1.10) from
section 1.2.1. The time evolution operator H in (1.10) depends on "c" which is more explicitly written
as
√

µ/ρ which we have simply treated as a constant up to this point. Now, we allow both µ and ρ

to vary with position. To this end we introduce δ µ(x) and δρ(x) as zero centered random processes.
Instead of addressing any specific realization of such a process we simply assume it is described by
a probability density distribution and its moments, or, equivalently, by its correlation functions. We
note that in the special cases |δ µ(x)| � |δρ(x)| or |δ µ(x)| � |δρ(x)| or δ µ(x)/δρ(x) = const. it is
sufficient to consider the resulting δc(x) only. Thus δH = δc/c0 ·H0 which is known as the scalar
approximation. More generally, δ µ(x) and δρ(x) may vary independently and on the same order of
magnitude, in which case both contributions to δH must be explicitly taken into account, as I will do
in this section. Alternatively, a treatment based on the Helmholtz equation is possible, in which case a
perturbation containing both a scalar and an operator-valued potential must be used[15, 16]. The latter
approach is briefly covered in appendix E.2.1.

In any case, we assume |δH| �
∣∣H0
∣∣ with regards to some appropriate norm |...| . Then, after

averaging over all realizations 〈H〉= 〈H0 +δH〉= 〈H0〉+0 = H0 we get the ensemble averaged time
evolution operator H0 which in turn can be written in terms of the average density 〈ρ〉= 〈ρ0+δρ〉= ρ0
and stiffness 〈µ〉= 〈µ0 +δ µ〉= µ0. These average quantities define an effective medium in which the
wave propagates in a leading order approximation while the effect of density and stiffness fluctuations
shall be addressed by treating δH as a small perturbation.

Coherent Wave

The first goal is to calculate the average Green’s function 〈G(x, t)〉 that determines propagation of the
coherent or average wave. As in section 1.2.2 we start with the defining equation for the Green’s
function. By inserting H = H0 +δH into (1.23) we get:

(
i

∂

∂ t
−H0

)
G(x, t) = δ (x)δ (t)+δHG(x, t) (1.64)

As in section 1.2.2 it is convenient to switch to the Fourier domain:

(
−ω + c0k

(
0 1
1 0

))
G(ω,k) = 12x2 +δHG(ω,k) (1.65)
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1. Theory of Elastic Waves in Granular Matter

By multiplying (1.65) from the left with G0, the Green’s function for the equation without δH, we
get:

G(ω,k) = G0(ω,k)+G0(ω,k)δHG(ω,k) (1.66)

Here, G(ω,k) is recursively defined such that we can expand the term on the right as:

G = G0 +G0
δHG0 +G0

δHG0
δHG

= G0 +G0
δHG0 +G0

δHG0
δHG0 +G0

δHG0
δHG0

δHG
= ... (1.67)

A diagrammatic representation of (1.67) is:

= +

= + +

= + + +

+ + ... (1.68)

Here a thick line denotes G, a thin line denotes G0, a dot denotes δH and a dashed line between n
points denotes the n-th order correlations of δH.

This expansion can be continued to express the full Green’s function G as an infinite series of terms
of increasing order in G0 and δH. However, as we are interested only in 〈G〉 we only need too include
terms that contribute to the ensemble average. Then the leading order contribution to 〈G〉 is of second
order in δH.

We define the self-energy:

Σ = 〈δHG0
δH〉+O

(
|δH|4

)
(1.69)

A term of third order in δH would not contribute to the ensemble average, so the next term would
be of fourth order and much smaller than the second order term if the disorder is weak. Before we
can continue, we introduce the Bourret or smoothing approximation[11] where we only keep terms
containing 2-point correlations or the second order moment of δH i.e. we neglect the higher order
terms in (1.69. Thus we neglect terms such as diagram four on the right hand side of (1.68) but we
include terms like diagram number five. Now we can expand 〈G〉 as:
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1.2. The Linear Chain

〈G〉= G0 +G0
Σ〈G〉 (1.70)

= G0 +G0
ΣG0 +G0

ΣG0
ΣG0 + ...

(1.71)

which, after some arithmetic, we can conveniently rewrite as

〈G〉=
((

G0)−1−Σ

)−1

=

(
−ω + c0k

(
0 1
1 0

)
− iε−Σ

)−1

(1.72)

which is called the Dyson equation[17, 18]. Here we have included a small imaginary part to ensure
causality as we did in section 1.2.2. It must be emphasized that the Bourret approximation does not
neglect higher-order scattering. Rather, we assume all orders of scattering can be treated as a series of
uncorrelated single- and double-scattering processes. The Bourret approximation has been shown to
be applicable if the disorder is sufficiently weak [12].

Now it’s time to write δH in a form such that Σ can be explicitly written in terms of correlation
functions of δ µ(x) and δρ(x). Up to linear order in δ µ and δρ we have

c =
√

µ

ρ

µ→µ(x)
ρ→ρ(x)−−−−→ c(x) = c0 +δ µ(x) · ∂c

∂ µ

∣∣∣∣
µ=µ0

+δρ(x) · ∂c
∂ρ

∣∣∣∣
ρ=ρ0

+O
(
|δ µ|2

)
+O

(
|δρ|2

)
|δ µ|�µ0
|δρ|�ρ0−−−−−→ c0 ·

(
1+

δ µ(x)
2µ0

− δρ(x)
2ρ0

)
(1.73)

Thus, the perturbed time evolution operator is:

H = ic(x)
∂

∂x

(
0 1
1 0

)
= ic0

∂

∂x

(
0 1
1 0

)
+ ic0

(
δ µ(x)
2µ0

− δρ(x)
2ρ0

)
∂

∂x

(
0 1
1 0

)
= H0 +δH(x) with δH(x) =

(
δ µ(x)
2µ0

− δρ(x)
2ρ0

)
·H0 (1.74)

As we recall from section 1.2.2 Eq. (1.16) the effect of H0 on any Ψ can be expressed in terms
of its eigenvalues c |k| for eigenfunctions Ψ0

k . For more convenience we introduce new normalized
eigenfunctions and suppress the time-dependence unless we need it:

Ψ
0
k(x) =

1√
2L |k|

(
|k|
k

)
eikx (1.75)

such that they form a complete orthonormal basis:

〈k|l〉=
L∫

0

Ψ
0∗
k (x)Ψ0

l (x)dx = δkl =

{
1 for k = l
0 otherwise

(1.76)
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1. Theory of Elastic Waves in Granular Matter

Here L is the length of the granular chain and we have introduced the Dirac bra-ket notation for
scalar products. Then we can write G0 as:

G0|Ψ〉=
L∫

0

G0(x− x′,ω)Ψ(x′,ω)dx′

= ∑
k

L∫
0

G0(x− x′,ω)Ψ0
k(x
′)dx′ ·

L∫
0

Ψ
0∗
k (x′′) ·Ψ(x′′,ω)dx′′

= ∑
k

Ψ0
k(x) · 〈k|Ψ〉

ω− c |k|− iε

=

(
∑
k

|k〉〈k|
ω− c |k|− iε

)
|Ψ〉 (1.77)

Then, with the larger, outermost brackets 〈...〉 denoting the ensemble average, the self-energy is:

Σk(ω) =
〈
〈k|δHG0

δH|k〉
〉
=

〈
∑

l

〈k|δH|l〉〈l|δH|k〉
ω− c0 |l|− iε

〉

= ∑
l

〈
L∫
0

L∫
0

Ψ0∗
k (x)

(
δ µ(x)
2µ0
− δρ(x)

2ρ0

)
·H0Ψ0

l (x)Ψ
0∗
l (x′)

(
δ µ(x′)

2µ0
− δρ(x′)

2ρ0

)
·H0Ψ0

k(x
′)dxdx′

〉
ω− c0 |l|− iε

= ∑
l

〈
L∫
0

L∫
0

Ψ0∗
k (x)

(
δ µ(x)
2µ0
− δρ(x)

2ρ0

)
· c0 |l|Ψ0

l (x)Ψ
0∗
l (x′)

(
δ µ(x′)

2µ0
− δρ(x′)

2ρ0

)
· c0 |k|Ψ0

k(x
′)dxdx′

〉
ω− c0 |l|− iε

=
c2

0 |k|
4 ∑

l

|l|
ω− c0 |l|− iε

L∫
0

L∫
0

×
(
〈δ µ(x)δ µ(x′)〉

µ2
0

− 〈δρ(x)δ µ(x′)〉
ρ0µ0

− 〈δ µ(x)δρ(x′)〉
µ0ρ0

+
〈δρ(x)δρ(x′)〉

ρ2
0

)
×Ψ

0∗
k (x)Ψ0

l (x)Ψ
0∗
l (x′)Ψ0

k(x
′)dxdx′

=
c2

0 |k|
4 ∑

l

|l|
ω− c0 |l|− iε

(
1+

k · l
|k| · |l|

)2

×
L∫

0

L∫
0

(
Cµµ (x− x′)

µ2
0

−2
Cρµ (x− x′)

ρ0µ0
+

Cρρ (x− x′)
ρ2

0

)
· ei(x−x′)(l−k)

4L2 dxdx′ (1.78)

In the last step we inserted the unperturbed eigenfunctions (1.75) and the two-point correlation func-
tions of the fluctuations Cµµ (x,x′) = Cµµ (x− x′) = 〈δ µ(x)δ µ(x′)〉 etc. and we used Cρµ (x− x′) =
Cµρ (x− x′) which applies if the fluctuations are homogeneous and isotropic. From (1.78) we can see
that only intermediate states with k · l > 0 contribute to the sum i.e. there are no reflections. So for k > 0
the sum only runs over l > 0. To further evaluate (1.78) we need to know the correlation functions.

Once the self-energy is obtained from the correlation functions via (1.78), we can determine the
ensemble-averaged Green’s function via (1.72)
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1.2. The Linear Chain

〈G(k,ω)〉= ∑
l

|l〉〈l|
ω− c0 |k|− 〈Σk(ω)〉

(1.79)

from which we can immediately identify the effective wavenumber:

keff(ω) =
1
c0

(
ω + 〈Σk≈ω/c0 (ω)〉

)
(1.80)

Here we have used the on-shell approximation which is valid for sufficiently weak disorder such that
|Σ(ω)|�ω , thus k≈ω/c0 can be used for a zero-th order approximation of the self-energy. In general,
keff is complex. The real part leads to dispersion while the imaginary part leads to extinction of the
ensemble-averaged wave as a result of multiple scattering. This attenuation according to e−x·Im(keff) =
e−x/(2`s) is called Lambert-Beer law. Here 1/`s ≈ Im(Σ(ω))/c0 is the scattering mean free path and
1/τs = 2 · Im(Σ(ω)) is the scattering mean free time. It can be checked that an analogous calculation

of `s based on the Helmholtz equation yields the same result, but then ke f f =
√

k2
0−Σ must be used

due the differently defined Green’s function and Dyson equation (see appendix E.2, where explicit
calculations with both methods are carried out).

Average Intensity

While the incoherently scattered wave does not contribute to the average amplitude, it still contributes
to the average intensity, which we will now focus on. The total intensity of the wave is given by

Ψ
∗(x, t) ·Ψ(x, t) =

L∫
0

Ψ
∗(x0, t0)G∗(x0− x, t0− t)dx0 ·

L∫
0

G(x− x0, t− t0)Ψ(x0, t0)dx0

= 〈Ψ0|G∗⊗G|Ψ0〉 (1.81)

where G∗ is the advanced Green’s function and ⊗ is the dyadic or tensor product. Thus, to get
the ensemble-averaged intensity we need to determine 〈G∗⊗G〉 from the correlation functions. For
experiments that measure the intensity profile at a given center-frequency, Ψ(x0, t) is a pulse or burst
whose duration allows for multiple oscillation cycles i.e. it can be thought of as slowly modulated signal
of high carrier frequency ω . Accordingly, from now on, we consider modulated waves of modulation
frequency Ω� ω which can be written as superposition of two frequency components at ω+ = ω +Ω

and ω− = ω −Ω. It can be shown [13, 19, 20, 21] that,similar to (1.64) - (1.72), an analogue to the
Dyson equation can be derived for the correlation function of the Green’s function G(ω+)⊗G∗(ω−):

〈G(ω+)⊗G∗(ω−)〉= G(ω+)⊗G∗(ω−)+G(ω+)⊗G∗(ω−) : U : 〈G(ω+)⊗G∗(ω−)〉 (1.82)

This is the Bethe-Salpeter equation[22]. Using the mode basis Ψn given by Eq. (1.75) and G(ω+)⊗
G−(ω−) = Gk(ω

+)G∗l (ω
−)δkmδln it can be written[3] in terms of 〈G(ω+)⊗G∗(ω−)〉=Lklmn(ω,Ω)

as:

Lklmn(ω,Ω) = Gk(ω
+)G∗l (ω

−)

(
δkmδln +∑

i j
Ukli j(ω,Ω)Li jmn(ω,Ω)

)
(1.83)

Analogously to the self-energy Σ in the Dyson equation for 〈G〉, here we introduce the irreducible
vertex function U. It can be written as a series of terms of increasing order in perturbation operators δH.

21



1. Theory of Elastic Waves in Granular Matter

Analogous to the smoothing approximation of the self-energy, we use the ladder approximation[11,
13] which keeps the leading order term contributing to the ensemble average, corresponding to two
correlated scattering processes. In this approximation, the irreducible vertex function can be written[3]
as:

Uklmn ≈ 〈〈k|δH|l〉〈m|δH|n〉〉 (1.84)

In section 1.3.4 we will use (1.82) and (1.84) as a starting point for a treatment of multiple scattering
in the three-dimensional granular medium.

1.3. The Dense Packing

1.3.1. Linear Elasticity in 3D

Now we look at three-dimensional granular media consisting of particles with elastic interactions of
nearest neighbors. Let ui = x′i− xi be the displacement of a particle with label i from its equilibrium
position xi. Instead of explicitly treating individual particles, we assume a continuum limit exists simi-
lar to the treatment in section 1.2.2 so it suffices to concern ourselves with the continuous displacement
field u(x, t) = u(x0 +λ · ξ , t) = u(x0, t)+

(
ξ · 1

λ
∇ξ

)
u|x0

+O
(
|ξ |2

)
as long as it varies on a length

scale λ much greater than the inter-particle spacing. Then the distance s = |x1−x2| = |δx| between
any two neighboring particles will change due to the displacement δu as:

s′2 =
∣∣δx′

∣∣2 =(δxi +δx j
1
λ

∂ui

∂ξ j
+O

(∣∣∣∣ δx
λ

∣∣∣∣2
))2

= δxiδxi +2δxiδx j
∂ui

∂x j
+δx jδxk

∂ui

∂x j

∂ui

∂xk
+O

(
|δx| ·

∣∣∣∣ δx
λ

∣∣∣∣2
)

|δx|�λ−−−−→
(

δi j +2
∂ui

∂x j
+

∂uk

∂xi

∂uk

∂x j

)
δxiδx j = s2 +

(
∂ui

∂x j
+

∂u j

∂xi
+

∂uk

∂xi

∂uk

∂x j

)
δxiδx j (1.85)

Here we took advantage of the symmetry regarding indices i and j. Now we can define the strain
tensor

εi j =
1
2

(
∂ui

∂x j
+

∂u j

∂xi
+

∂uk

∂xi

∂uk

∂x j

)
(1.86)

such that s′2 = s2 + 2εi jδxiδx j . If the derivative of the displacement and the displacement itself is
small[23], as will be assumed in this section, then we can use the approximation

εi j ≈
1
2

(
∂ui

∂x j
+

∂u j

∂xi

)
(1.87)

Now we are interested in the forces resulting from small oscillations u(x, t) of the particles around
their equilibrium positions. At leading order they are given by Hooke’s law[6]:

σi j =Ci jklεkl (1.88)
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1.3. The Dense Packing

Here σi j is the Cauchy stress tensor and Ci jkl is the stiffness tensor. In equilibrium, no net torque is
exerted on any volume within the medium:

0 = Ti =
x

∂V

εi jk f jxkd2x

=
x

∂V

εi jk σ jmnmxkd2x =
y

V

εi jk ∂m
(
σ jmxk

)
d3x

=
y

V

εi jk
(
xk∂mσ jm +σ jmδkm

)
d3x (1.89)

Here εi jk is the Levi-Civita symbol and n is the unit normal vector on the boundary surface ∂V . We
have used the divergence theorem of vector analysis and the fact that ∂ix j = δi j . The term on the left in
the last line of (1.89) vanishes if x is chosen as the origin. Therefore σi j is symmetric. As both εi j and
σi j are symmetric we can also let Ci jkl =C jikl and Ci jkl =Ci jlk .

We assume elastic and therefore reversible deformation for which there is a Helmholtz free energy
F
[
εi j
]

such that

σi j =
∂F

∂εi j
hence

∂σi j

∂εkl
=

∂ 2F

∂εkl∂εi j
=

∂ 2F

∂εi j∂εkl
=Ci jkl (1.90)

Then Ci jkl =Ckli j so the stiffness tensor has only 21 different components out of possible 81. We can
take advantage of the symmetries of σi j and εi j , which have only 6 independent components each, by
introducing the Voigt[24] notation:

[σ ] :=


σ1
σ2
σ3
σ4
σ5
σ6

=


σ11
σ22
σ33
σ23
σ13
σ12

 [ε] :=


ε1
ε2
ε3
ε4
ε5
ε6

=


ε11
ε22
ε33

2 · ε23
2 · ε13
2 · ε12

=


∂xux
∂yuy
∂zuz

∂yuz +∂zuy
∂xuz +∂zux
∂xuy +∂yux



[C] :=


C1111 C1122 C1133 C1123 C1131 C1112
C2211 C2222 C2233 C2223 C2231 C2212
C3311 C3322 C3333 C3323 C3331 C3312
C2311 C2322 C2333 C2323 C2331 C2312
C3111 C3122 C3133 C3123 C3131 C3112
C1211 C1222 C1233 C1223 C1231 C1212

 (1.91)

To keep the notation clear, indices i, j, k, l always run from 1 to 3 or x to z and indices a, b, c, d
always run from 1 to 6. Then Hooke’s law is:

σa =Cabεb (1.92)

If we now assume the medium is isotropic then the stiffness tensor can be written in terms of only
two independent components:
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1. Theory of Elastic Waves in Granular Matter

Ci jkl = λδi jδkl +µ
(
δikδ jl +δilδ jk

)
(1.93)

And thus σi j =Ci jklεkl = λδi jεkk +2 ·µ · εi j (1.94)

Or, in Voigt notation:

[C] =


λ +2µ λ λ 0 0 0

λ λ +2µ λ 0 0 0
λ λ λ +2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ

 (1.95)

The strain tensor εi j can be decomposed into its two irreducible parts: the scalar part proportional
to the trace of ε times the Kronecker delta, which is called the volumetric (volume-changing) strain
or dilatation, and the traceless symmetric tensor, called the deviatoric (shape-changing) or pure shear
tensor:

εi j =
1
3

εkkδi j +

(
εi j−

1
3

εkkδi j

)
=

1
3

Tr(ε)δi j + si j (1.96)

Similarly, we can decompose the stress tensor:

σi j =
1
3

Tr(σ)δi j +

(
σi j−

1
3

Tr(σ)δi j

)
=

(
λ +

2
3

µ

)
·Tr(ε)δi j +2 ·µ · si j

= K ·Tr(ε)δi j +2 ·G · si j (1.97)

Here we have used the constitutive relation (1.94) and in the last step we have replaced the Lamé
coefficients λ and µ by the compressional modulus K and the shear modulus G. Now we can write the
Helmholtz free energy as:

F [ε] =
1
2

K · (Tr(ε))2 +G · si jsi j (1.98)

The term −K ·Tr(ε) =−K ·∇ ·u =: p is called pressure and 2 ·G · si j is called shear stress.

Linear Wave Equation

Now we are interested in the various modes of wave propagation within the three-dimensional medium.
To this end we apply Newton’s second law of motion to a volume V within the medium. (An alternative
derivation is shown in appendix E.1) We limit the motion of the particles constituting the medium to
small oscillations such that the number of particles and hence the effective density ρ(x) of the medium
within V stays constant in time but may still vary in space. On the boundary surface ∂V with normal
vector n a force is acting proportional to the stress tensor field σi j . In addition there can be a body force
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1.3. The Dense Packing

density f(x, t) such as gravity (with f = −g ·ρ) acting on the medium within V . Then the equation of
motion is:

∂

∂ t

y

V

ρ(x)∂t ui(x, t)d3x =
y

V

fi(x, t)d3x+
x

∂V

σi j(x, t) ·n j(x)d2x

=
y

V

fi(x, t)+∂ jσi j(x, t)d3x (1.99)

Here we used the divergence theorem of vector analysis. Finally, we get an equation for the inte-
grand:

ρ(x)∂ 2
t ui(x, t) = ∂ jσi j(x, t)+ fi(x, t) (1.100)

For the linear isotropic medium we can now insert the constitutive relation (1.94) into (1.100) to get:

ρ(x)∂ 2
t ui(x, t) = ∂ j

(
λ (x)δi jεkk(x, t)+2 ·µ(x)εi j(x, t)

)
+ fi(x, t)

= εkk(x, t)(∂iλ (x))+2εi j(x, t)
(
∂ jµ(x)

)
+(λ (x)+2µ(x))∂i∂ ju j(x, t)−µ(x)∂ j

(
∂iu j(x, t)−∂ jui(x, t)

)
+ fi(x, t) (1.101)

To more clearly emphasize the meaning of the terms in this equation we can divide (1.101) by ρ(x),
move the terms with derivatives of the Lamé coefficients and the external force to the right hand side
and all other terms to the left hand side and use index-free notation:

∂ 2

∂ t2 u(x, t)− λ (x)+2µ(x)
ρ(x)

∇(∇ ·u(x, t))+ µ(x)
ρ(x)

∇×∇×u(x, t)

=
1

ρ(x)
((∇λ (x))(∇ ·u(x, t))+2(∇µ(x))ε(x, t)+ f(x, t)) (1.102)

Now we can see (1.102) is an inhomogeneous linear wave equation for the three-dimensional dis-
placement field u(x, t) in a medium of spatially varying density and elastic coefficients.

Homogeneous Medium

In the simplest case, ρ , λ and µ are just constants. Then the right hand side of (1.102) contains only
the external force term:

∂ 2

∂ t2 u(x, t)− λ +2µ

ρ
∇(∇ ·u(x, t))+ µ

ρ
∇×∇×u(x, t) =

1
ρ

f(x, t) (1.103)

For a more explicit interpretation of the homogeneous equation we now consider the Helmholtz
decomposition of the displacement vector field:

u(x, t) = P(x, t)+S(x, t)
such that ∇×P(x, t) = 0

∇ ·S(x, t) = 0 (1.104)
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1. Theory of Elastic Waves in Granular Matter

The last two equalities are satisfied for

P(x, t) = ∇φ(x, t)
S(x, t) = ∇×A(x, t) (1.105)

We notice that the displacement vector has three components, one of which, P(x, t) being fully
determined by φ(x, t). Then S(x, t) can only have two linearly independent components. Therefore
A(x, t) has an extra degree of freedom left undetermined by the wave equation (1.103). To fix it, we
impose on it an arbitrary additional equation:

∇ ·A(x, t) = 0 (1.106)

This is called the Coulomb gauge condition, which is also known for its usage in electrodynamics.
After inserting P(x, t) and S(x, t) into the homogeneous part of (1.103) while using (1.105) and (1.106)
we get:

∂ 2

∂ t2 P(x, t)− λ +2µ

ρ
∆P(x, t) = 0

∂ 2

∂ t2 S(x, t)− µ

ρ
∆S(x, t) = 0 (1.107)

Here ∆ = ∂i∂i = ∇ ·∇ and we have used ∇×∇× S = ∇×∇×∇×A = ∇× (∇(∇ ·A)−∆A) =
−∇×∆A = −∆S. Each of P and S is a solution of the homogeneous wave equation. Solutions P are
called P-waves, pressure waves or longitudinal waves. They propagate at phase velocity

√
(λ +2µ)/ρ .

Solutions S are called S-waves, shear waves or transversal waves. Their phase velocity is
√

µ/ρ . Due
to both λ and µ being non-negative, P-waves are always faster than S-waves by at least a factor of

√
2.

As the wave equation is linear, any linear combination of P and S is also a solution. In general, the
full solution of the inhomogeneous equation will be a superposition of P- and S-waves which will be
important in later sections where we will examine inhomogeneities that lead to coupling between P-
and S-waves.

3D Schrödinger Equation

As we have seen already in section 1.2 it is useful to re-write the wave equation into a set of equations
of first order derivatives in time so we can treat multiple scattering problems in a perturbative approach.
Completely analogous to my treatment in 1D in section 1.2 the following definitions are found in the
literature[3]:

Ψ(x, t) =


√

λ (x)
2 p ·u√

ρ(x)
2 i ∂uk

∂ t
−i
√

µ(x)εi j

 (1.108)

which is a 13 component vector-valued wave function. Here p :=−i∇. However, since Tr(ε) = ∇ ·u
and εi j = ε ji this leaves only 9 independent components. In this definition Ψ is normalized such that
the norm induced by its scalar product equals the total elastic energy within the medium of volume V:
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1.3. The Dense Packing

〈Ψ|Ψ〉=
y

V

Ψ
∗(x, t) ·Ψ(x, t)d3x

=
y

V

1
2

ρ(x)
(

∂u
∂ t

)2

+
1
2

λ (x)(∇ ·u)2 +µ(x)ε∗i jε jid3x (1.109)

Using Li jk =
1
2

(
piδ jk + p jδik

)
we can define the time evolution operator:

H =


0

√
λ (x)pk

1√
ρ(x)

01×9

1√
ρ(x)

pk
√

λ (x) 03×3
1√
ρ(x)

Li jk
√

2µ(x)

09×1
√

2µ(x)Li jk
1√
ρ(x)

09×9

 (1.110)

Then Ψ satisfies the Schrödinger equation:

i
∂

∂ t
Ψ(x, t) = HΨ(x, t)+Ψ f (x, t) (1.111)

Here Ψ f (x, t) = (0, f(x, t)/ρ(x),01×9)
T contains the external force. A simple calculation shows that

(1.111) implies the wave equation (1.102).
As the careful reader may notice, H as defined in (1.110) and evaluated at constant density and Lamé

coefficients is symmetric and has 6 positive real eigenvalues plus the eigenvalue zero of multiplicity
7. The latter result from redundant components in our definition of Ψ given by (1.108). A similar
treatment in the literature by Ryzhik et al[2] based on an equivalent hydrodynamic theory as presented
here uses a definition of Ψ with only 10 components where only the 6 independent components of ε are
included. The related time evolution operator has only 10 eigenvalues, 4 of which are zero. As Ryzhik
argues, the latter correspond to non-propagating modes having frequency zero.

Now, one could think of omitting yet another redundant component of Ψ by splitting ε in its trace
and the remaining 5 independent components of its traceless symmetric part. Then only three zero
eigenvalues would be left. However, there is an even better treatment[25]:

Christo�el Equation

Instead of making up arbitrary redundant vector fields, we use (1.100) with a stiffness tensor that can
be arbitrarily anisotropic:

ρ(x)∂t ui(x, t) = ∂ jCi jklεkl + fi(x, t) (1.112)

It is convenient to define the gradient in Voigt notation:

[∇]ia =

∂x 0 0 0 ∂z ∂y
0 ∂y 0 ∂z 0 ∂x
0 0 ∂z ∂y ∂x 0


ia

(1.113)

Now we can write (1.112) in Voigt notation:

ρ(x)∂ 2
t u(x, t) = [∇] · [C(x)] : [∇]u(x, t)+ f(x, t) (1.114)
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1. Theory of Elastic Waves in Granular Matter

Then we take the spatial and temporal Fourier transform:

−ω
2
ρ(k)u(k,ω) =− [k] · [C(k)] : [k]u(k,ω)+ f(k,ω) (1.115)

It is convenient to split the wave-vector into its magnitude and a unit vector of its direction:

[k] = k · [I] = k ·

Ix 0 0 0 Iz Iy
0 Iy 0 Iz 0 Ix
0 0 Iz Iy Ix 0

 (1.116)

The homogeneous equation can now be written with Cartesian and Voigt indices:

ρ(k)ω2ui(k,ω) = k2IiaCab(k)Ib ju j(k,ω) (1.117)

After introducing Γi j = IiaCabIb j we can write simply:

(
k2

Γi j(k)−ω
2
ρ(k)δi j

)
u j(k,ω) = 0 (1.118)

This is called the Christoffel equation. In case of constant density and Lamé coefficients we realize
immediately that (1.118) is an eigenvalue equation for plane wave eigenfunctions u(x, t)=u(p)eiωt−ikI·x

where u(p) is the polarization vector:

k2
Γi ju

(k,p)
j (x, t) = ω

2
ρδi ju

(k,p)
j (x, t) (1.119)

Here the superscripts indicate u(k,p) is a plane wave of wave-vector k = k · I and polarization p.

1.3.2. E�ective Medium Theory

In the previous section only a linear continous medium was adressed which is not immediately appli-
cable to the behaviour of a granular packing. A continuum limit, in which stress and strain fields on
a length scale much larger than the particle size can be defined such that the usual concepts of linear
elasticity can be applied as an approximation for the system’s response to applied stress or perturba-
tions on that large length scale if some strong simplifying conditions are met: The packing is initially
in a jammed state where each bead is in contact with Z neighboring beads. The contact force between
neighboring beads is described by the Hertzian model[5], taking into account only normal forces, or
the Hertz-Mindlin model[26, 27] that also accounts for tangential forces. Only two-particle interaction
is considered i.e. the total force acting on one bead due to contacts to its Z neighbors is the sum of the
contact forces of Z bead pairs, which is not valid in general but may be a good approximation if the
bead remains approximately spherical under load. As the beads may be randomly but homogeneously
distributed in space, the contact number may vary from bead to bead. Here, we only consider the av-
erage contact number or coordination number Z. When a continous strain field εi j(x) is introduced, it
may affect the existing contacts by changing the distance of between bead center-point, and thus the
bead overlap, according to the displacement field, but no contacts are broken or newly created. Then,
it can be shown[28, 29, 30] that elastic moduli such as the effective Lame moduli λ ∗ and µ∗ or com-
pressional K∗ and shear moduli G∗ arise, that, under hydrostatic compression εi j = εδi j , or under the
equivalent pressure p, are proportional to φ 2/3Z2/3 p1/3 where φ is the volume ratio filled by the beads.
This approach is reffered to as effective medium theory (EMT). Special cases can be treated exactly,
such as random packings of monodisperse, infinitely rough or infinitely smooth Hertz-Mindlin spheres,
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1.3. The Dense Packing

for which longitudinal and transverse sound speeds cp =
√
(λ ∗+2µ∗)/(φρ) and cs =

√
µ/(φρ can

be calculated [29]:

cp,rough =

√
E
ρ

φ
−1/6Z1/3

( p
E

)1/6
√

1
10

10−7ν

2−ν

(
12
π

1
(1−ν2)2

)1/3

(1.120)

cs,rough =

√
E
ρ

φ
−1/6Z1/3

( p
E

)1/6
√

1
10

5−4ν

2−ν

(
12
π

1
(1−ν2)2

)1/3

(1.121)

cp,smooth =

√
E
ρ

φ
−1/6Z1/3

( p
E

)1/6
√

3
10

(
12
π

1
(1−ν2)2

)1/3

(1.122)

cs,smooth =

√
E
ρ

φ
−1/6Z1/3

( p
E

)1/6
√

1
10

(
12
π

1
(1−ν2)2

)1/3

(1.123)

Here, the bulk material density ρ , elastic (Young’s) modulus E and Poisson ratio ν are used. The
c ∝ p1/6 dependence results from the Hertzian force law F ∝ δ 3/2. The pressure dependence has
been tested with sound speed measurements and was confirmed for high confinement pressures ∝

100−1000 kPa in glass bead packings (for comparison: Eglass ≈ 50 GPa) but deviations are found at
lower pressures ∝ 10 kPa, where c ∝ p1/4, corresponding to λ ∗ ∝ µ∗ ∝ p1/2 is in much better agreement
with the data[31, 32, 33]. Further deviations from EMT are found in the non-constant ratio of effective
bulk and shear moduli, which may be related to non-affine deformations, leading to a non-constant but
pressure-dependent coordination number[34].

1.3.3. Jiang-Liu Elasticity

Analogously to the linear medium, for which the the Helmholtz free energy is given by Eq. (1.98), in
the granular medium we can use a similar expression, but it must take into account the dependency of
the elastic moduli on the compression of the packing ∆ = 1−ρ0/ρ =−Tr(ε), here expressed in terms
of the density. If we assume the compressional and shear moduli be proportional to some power of ∆

as proposed by Jiang and Liu[35, 36] then we get:

F =
1
2

K̃∆
b (Tr(ε))2 + G̃∆

asi jsi j (1.124)

The numerical value of the exponents a and b is not a priori clear. Several possible cases are of
special interest: for a = b = 0 we note that (1.124) reduces to the free energy of linear elasticity (1.98).
More generally, it can be shown[37] that a = b = 1/2, which arises from Hertzian contact forces, leads
to a pressure dependent sound speed cp ∝ p1/6

0 and a = b = 1 leads to cp ∝ p1/4
0 . The former case

is empirically found for packings at high confinement pressure while the latter case is found for low
pressure[33]. As pointed out by Trujillo et al[37] one could think of a general cp ∝ pν

0 power-law with
an exponent ν = b

2(b+1) that depends on the order of magnitude of p0. Based on the empirical data
available so far, however, it is not clear, how a and b and thus ν depend on confinement pressure when
the latter is varied by many orders of magnitude. In two-dimensional systems, a continous change
of ν with pressure was shown in [38] based on experiments in disordered monolayers[39], where it
the deviation from Hertzian behaviour was shown to originate from stress disorder which becomes
increasingly important as the pressure is decreased. For three-dimensional systems, measurements
of the sound speed at much lower pressure than previously reported in the literature could provide
necessary new insight here. In chapter 2 of this thesis such measurements are shown.
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1. Theory of Elastic Waves in Granular Matter

1.3.4. Disorder and Multiple Scattering

Based on the Jiang-Liu elasticity from the previous section 1.3.3 the perturbative treatment of scattering
on random disorder from section 1.2.7 can be used for a treatment of multiple scattering in the three-
dimensional granular medium. Following Trujillo et al[21, 14] we introduce a time-evolution operator
similar to (1.110) in section 1.3.1 that is consistent with the Jiang-Liu model:

H =


0

√
λ (x)pk

1√
ρ(x)

01×9

5
4
√

ρ(x)
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λ (x) 03×3
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ρ(x)

(
Li jk
√

2µ(x)− pk
1

2∆

√
µ(x)

2 εi j(x)
)

09×1
√

2µ(x)Li jk
1√
ρ(x)

09×9


(1.125)

As appropriate for Hertzian contacts, λ (x) = λ0
√

∆(x), µ(x) = µ0
√

∆(x). Compared to (1.110)
there is a new ∆-dependent term on the included in (1.125) as first introduced by Trujillo to account
for dilatancy, yield and stress anisotropy consistent with Jiang-Liu elasticity. After introducing ∆1 =
1+5∆(x)/(4δ0) and ∆2 = 1−∆(x)/δ0 we can write the perturbation operator:

δH =
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It is woth noting that in this approach, the disorder is fully defined by ∆(x) and is thus a scalar random
process which has only one correlation function, which is the simplest case that can be studied. In [21,
14] a delta correlated Gaussian process with zero mean is assumed, which, at least for isotropic granular
packings at high confinement pressure, is supported by measurements[40, 41]. In a more general
treatment, to be studied in the future, independent small fluctuations of ρ , λ and µ are possible, as long
as the Helmholtz free energy is kept convex so mechanical stability is ensured, as well as anisotropy.
For example, for two-dimensional packings under shear and anisotropic load there is already evidence
of a finite correlation length[42].

Radiative Transport Equation

In section 1.2.7 the Bethe-Salpeter (1.82) and irreducible vertex function (1.84) was introduced. While
it can often not be solved exactly, a radiative transfer equation for elastic waves in granular media can
be derived that describes transport of the wave intensity. A detailed derivation is found in [21]. The
resulting equation is:

(
∂

∂ t
+v j ·∇+

1
τ jk j

)
L jk j (x, t) =

∣∣∣S jk j (ω)
∣∣∣2 δ (x)δ (t)+ω

2
∑

i

∫
W ( jk j, iki)Liki (x, t)ni

d2̂ki

2π

(1.127)

In this notation jk j denotes the mode with wavevector k j on the branch j. Here L jk j (x, t) is the
specific intensity received at position x at time t after excitation at frequency ω from a source S jk j (ω)

at the origin. ∂

∂ t is the Lagrangian time derivative, v j ·∇ is a hydrodynamic convective flow term
and τ jkk =−1/(2Im(Σn(ω)) is the extinction time of the average amplitude (here n is the same mode
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1.3. The Dense Packing

as jk j). The W ( jk j, iki) term is derived from
〈
〈Ψn|δH|Ψm〉2

〉
and describes the scattering. Here,

ni(ω) = ki(ω)/vi is a spectral weight per unit surface in phase space with vi =
dωi
dki

being the group
velocity. For a realistic granular medium, inelastic absorption contributes to the losses, which can be
accounted for by replacing 1

τ jk j
by 1

τ jk j
+ 1

τa
with the absorption time τa.

Di�usive Transport

A particularly simple case arises for large sample thickness with low absorption such that the received
signal corresponds to a wave affected by many scattering processes, which can be described by a diffu-
sion approximation of (1.127). After many scattering processes, the incident wave energy is distributed
evenly along all accesible modes with largest contribution contained in the shear wave modes at a ratio
Es/Ep = 2(cp/cs)

3 ≥ 10 compared to the longitudinal modes due to cp/cs ≥
√

3 and two shear wave
polarizations in three dimensions[43, 44, 41]. Then a diffusion equation for the elastic energy density
U(x, t) arises[21]:

(
∂

∂ t
−D(ω)∇2 +

1
τa

)
U(x, t) = S(ω)δ (x)δ (t) (1.128)

Shock-Waves

Similar to the solitons in one-dimensional systems, as discussed in section 1.2.6, strongly nonlinear
waves are found in two- and three-dimensional granular packings. We assume that for plane wave
problems a quasi-one-dimensional model can be applied.

Let the potential energy due to the particle overlap δ be U ∝ δ α . The initial overlap and overlap in
front of the shock is δ0 and the overlap behind the shock-front is δs > δ0. It can be shown[45, 46] that
conservation of mass and momentum across the shock-front implies the shock velocity vshock depends
on δs according to:

vshock

cp
=

√
1

α−1
(δs/δ0)α−1−1

δs/δ0−1
(1.129)

For Hertzian contacts α = 5/2. Then the pressure in front and behind the shock-front is p0 ∝ δ
3/2
0

and pi ∝ δ
3/2
s . The shock velocity in terms of pressure is then given by

vshock

cp
=

√
2
3

pi/p0−1
(pi/p0)2/3−1

pi/p0→∞−−−−−→
√

2
3

(
pi

p0

)1/6

(1.130)

where the sonic vacuum limit is taken in the last step. When the shock has reached a stationary state,
the kinetic and potential energy are of the same order of magnitude[46], thus the particle velocity at
the shock-front is related to the overlap by v2

p ∝ δ
5/2
s . Then the amplitude dependence of the shock

velocity in the sonic vacuum can also be written in terms of the particle velocity: vshock ∝ v1/5
p .
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2. Acoustic Wave Measurements at Low
Con�nement Pressure

2.1. Introduction

When a jammed packing of granular material is kept under confinement pressure p0, it exhibits an
effective compressional modulus K and shear modulus G and acts as an effective medium for elastic
waves [1, 2] (see section 1.3.2). Then, for a packing of spheres with Hertzian contacts, the sound speed
of longitudinal waves is:

cp =

√
E
ρ

φ
−1/6Z1/3

( p
E

)1/6
√

1
10

10−7ν

2−ν

(
12
π

1
(1−ν2)2

)1/3

(2.1)

(2.2)

Here Φ is the volume fraction, Z is the coordination number, Em is the elastic modulus of the sphere
material, ν is the Poisson ratio of the sphere material and cm is the longitudinal speed of sound in glass.
We note that this effective sound speed can be orders of magnitude smaller than the sound speed of the
bulk material. Shear and compressional wave speeds according c ∝ Φ−1/6Z1/3 p1/6

0 for more general
granular materials such as sands and soils are well documented in the literature of soil mechanics,
geophysics and engineering[3, 4]. However, the p1/6

0 pressure dependence seems accurate only at
sufficiently high pressure such that Hertzian contacts between neighboring particles can be assumed in
good approximation, while for lower pressures a p1/4

0 power-law is found for packings of glass beads
and other granular materials[5, 4]. Experiments with glass beads, with bulk material elastic modulus
≈ 50 GPa, show a transition from the 1/4 to the 1/6 exponent in the p0 ∝ 1 MPa range[6]. Whether or
not the 1/4 exponent remains valid as the pressure is decreased much further is not a priori clear and
shall motivate measurements at the lowest experimentally feasible pressure.

As we increase the wave amplitude, the nonlinear terms in the expansion of the contact force become
increasingly important, as do opening and closing of contacts as well as hysteresis from fictional sliding
and viscoelastic damping[7]. For vanishing confinement pressure linear waves are no longer supported
but the equation of motion can still be solved, yielding solitons and shock-waves, that propagate at
amplitude-dependent velocity[8, 9] (see section 1.2.6). In packings of Hertzian beads close to jamming,
the wavefront of a shock-wave due to a jump from the initial pressure p0 to pi is found to propagate at
the velocity

vshock

cp
=

√
2
3

pi/p0−1
(pi/p0)2/3−1

pi/p0→∞−−−−−→
√

2
3

(
pi

p0

)1/6

(2.3)

The limit in the last step shows the power-law scaling due to the Hertzian contact force. Simulations[9,
10] show a cross-over from constant wavefront speed corresponding to the sound speed cp for small

pi to the p1/6
i power-law at a characteristic pressure ∝ p0. On the other hand, experiments with con-

tinuous harmonic excitation showed a drop in sound speed corresponding to elastic weakening at large
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2. Acoustic Wave Measurements at Low Confinement Pressure

amplitudes[7]. Thus, wave transmission at high amplitudes in terms of large dynamic to static pres-
sure pi/p0� 1 deserve to be investigated in more detail to identify under which conditions shock-like
behavior arises.

In experiments of glass bead packings impacted by a piston at various speeds, shock-waves were
found to be generated[11], whose wavefront speed matched Eq. (2.3) and whose dynamic pressure
decayed with a power-law, not exponentially with distance:

p(x) = p∗ ·
(

p(0)
p∗

)β

β = e−εx/d (2.4)

Here d is the bead diameter, p∗ ≈ 50 Pa and ε ≈ 0.02. The pressure scale in this empirical attenuation
model follows neither from the confinement pressure, which is in the range 1 - 10 kPa, nor from pi,
which is in the range 100 Pa - 1 MPa[11]. Experiments with shocks in the pi ∝ 10 Pa range and similar
or smaller p0 can give new insight into the attenuation behavior.

As measurements at low confinement pressure are obstructed by the hydrostatic gradient, it is worth
considering experiments in a microgravity environment, as provided by a drop tower, an aircraft under-
going parabolic flight or a sounding rocket. Previously, sound measurements in granular media were
conducted in a drop tower [12] but these experiments lacked any adjustment or even just measurement
of pressure during free fall.

In this chapter of the thesis measurements of acoustic or longitudinal waves under much lower
confinement pressure than previously reported are shown that were conducted in microgravity. For this
purpose, an experimental setup was developed for operation on-board the Mapheus sounding rocket
of DLR[13]. In June 2019, a flight was conducted, providing six minutes of measurement time under
microgravity, during which sound measurements at 20 - 400 Pa confinement pressure were conducted
to address the open questions mentioned above.

2.2. Preliminary Developments

Previous work at DLR on the measurement of elastic waves in granular media under microgravity
consists of several drop tower and parabolic flight campaigns. The experimental apparatus varied
from campaign to campaign but always included manual packing preparation under normal gravity
and acoustic excitation by a motor-driven or electro-magnetically driven hammer hitting a plunger in
contact with the packing. The technical limitations of these experiments led to inconsistent confinement
pressure and poor control of the wave amplitude and shape of the excitation signal. Those were the
main problems preventing meaningful elastic wave measurements.

As found by Peidong Yu (personal communication) the confinement pressure would often drop to
zero upon entering the microgravity phase within seconds even when the packing was kept under
compression by an adjustable piston. Such a piston could however only be adjusted manually before the
drop or in-between parabolas. During the microgravity phase itself the pressure was only monitored by
static force sensors without any means of performing readjustments. Various methods of preparation
protocols involving multiple compression cycles and tapping by manually hitting the sample cell on
all sides were used in an attempt to reach a packing configuration that would remain stable after the
transition to microgravity. These methods still showed inconsistent results with the packing often
getting completely unjammed even when the initial pressure after the preparation under normal gravity
seemed ’large’. No pressure value under normal gravity could be found as a consistent threshold for a
stable packing in microgravity.

The acoustic excitation based on a stepper-motor driven hammer suffered from limited accuracy in
terms of hammer hit strength. While the stepper motor provided high torque and angular velocity and
thus was well-suited for high-amplitude excitation, it lacked accuracy at the lowest amplitudes. At low
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velocity, the motion of the motor and hammer is no longer well-approximated as continuous motion
but rather step-like behavior with sharp corner acceleration. Additionally the absolute position of each
step was unknown. This could be marginally improved by calibration techniques. However, as the
absolute position changes each time the stepper-motor is power-cycled, such calibration would have to
be performed before each measurement campaign. Doing this immediately before a drop or catapult
shot in the drop tower without manual access to the experiment is difficult even though it has been done
by the author, with limited accuracy (by repeatedly power-cycling the stepper-motor controller via re-
mote control over a network connection until the desired signal amplitude was received). Additionally,
the stepper-motor itself creates vibrations that are small compared to hammer hits at the largest used
velocities but large compared to the hits at the smallest velocities. In the latter case, elastic waves are
excited in the packing by these vibrations, but in a poorly controlled way and with different signal
shape compared to the excitation by hammer hits. It can also be expected that the vibrations affect the
packing irreversibly as they are of similar strength as hammer hits typically used in tapping protocols.

Based on the experiences in these earlier experimental campaigns it can be concluded that a new
experimental apparatus must meet two requirements: firstly, the capability for not only monitoring
but readjustment of confinement pressure during the microgravity phase, and secondly, an acoustic
excitation system with more accurate control over the entire amplitude range without any ill-defined
additional vibrations.

2.3. The Grascha 2 Apparatus

2.3.1. Requirements

The constraints of the Mapheus module allow for a sample cell of 12 cm x 12 cm x 13 cm size (or at
least similar) which is used as the starting point for quantitative estimates.

Con�nement Pressure

The lowest possible confinement pressure that can be obtained in microgravity is determined by the
accuracy of the pressure control loop. A preliminary test was performed in the ZARM drop tower
facility in Bremen in July 2017, where 10 catapult shots were performed providing 9 s of time under
microgravity. The first successful algorithm for microcontroller-based re-adjustments of confinement
pressure provided an accuracy around 20 Pa. It was mainly limited by noise-related uncertainty in the
static force sensor readings. Based on that, an improved accuracy by one order of magnitude seemed
reasonable through the use of better shielding and high-resolution dataloggers.

The largest possible pressure is determined by the range of the static force sensors and the chosen
reference voltage for the ADC. As the ADC has a limited resolution (10 bit for the Arduino Uno and 24
bit for the Picolog ADC-24) a compromise must be found between high precision at low pressure and
maximum range at high pressure. Another constraint is the required time resolution during readjust-
ment of the piston. Even though high resolution measurements can be taken for later analysis, during
packing preparation the 10 bit resolution of the microcontroller limits the precision. This results in a
range of three orders of magnitude. We can choose the reference voltage such that the upper limit is
≈ 1 kPa, corresponding to a typical pressure in a ground-based experiment using a glass bead pack-
ing of 12 cm depth. Then the lowest pressure is ≈ 1 Pa. However, further measurement uncertainties
must be considered such as accuracy of the force sensors (stability of offsets, linearity) and noise. Test
measurements showed fluctuating readings within few Pa. Therefore the lowest reasonable pressure is
chosen as 5 Pa.
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Expected Sound Speed

We consider loose packings of volume fraction Φ≈ 0.63 and coordination number Z≈ 4. The packings
are composed of glass beads with elastic modulus Eglass = 68 GPa s and Poisson ratio ν = 0.24 as well
as longitudinal sound speed cglass = 5660 m/s. Then we expect the effective sound speed in the granular
medium according to (2.2) to be:

cp = 3300
m
s

( p0

7.7GPa

)1/6
(2.5)

Therefore on ground, at p0 = 1 kPa cp ≈ 230 m/s while in microgravity, at p0 = 5 Pa cp ≈ 100

m/s. However, cp could be even lower due to deviations from the p1/6
0 power-law close to the jamming

point.

Acoustic Excitation Amplitude

To reach the shock-wave regime, the excitation system must be capable of providing sufficient dynami-
cal pressure pi >> p0. This can be expressed in terms of acceleration: a calibration measurement using
a dynamical force sensor and an accelerometer of 1 cm2 cross-section area and 5 g mass embedded in
the same glass bead packing at the same distance from a vibrating wall shows a peak pressure of 245
Pa per 1 m/s2 acceleration for short pulses of few 100 µs duration, a typical signal shape for time-
of-flight measurements. This calibration result is used throughout this thesis whenever it is useful to
express peak acceleration in terms of an equivalent dynamic pressure. Then, based on (2.5) and (2.3), a
first estimate of the predicted wave-front speed as a function of amplitude for a variety of confinement
pressures can be given, as shown in Fig. 2.1. Here, the amplitude range accessible by a stepper-motor
driven hammer, a voice-coil and a single piezo transducer is also indicated, as measured in preliminary
tests with accelerometers as receivers within a glass bead packing.

Based on the obtainable static pressure range of 5 - 1000 Pa we arrive at a required amplitude range
of 0.02 - 4 m/s2 in terms of peak acceleration. This can be reached using a voice-coil driven vibrating
wall.

Frequency Range and Signal Shape

Furthermore, the capability of harmonic wave excitation is desirable for the measurement of frequency-
dependent behavior such as attenuation and dispersion. The relevant frequency range is determined by
the bead material, bead diameter, static pressure and overall sample cell size. The lowest frequency at
which we can meaningfully talk about travelling waves is given by the criterion that the wavelength be
much smaller than (twice) the sample cell length λ � 2L. The largest frequency is the cutoff frequency
of the granular medium fc = c/(πd) as given by the estimate using the granular chain as a simplified
model (see section 1.2.3).

The bead diameter must be at least several mm in order to avoid mechanical problems such as beads
getting stuck in any small gaps between moving parts. For a diameter of 3 mm the cutoff frequency in
a linear chain at 27 kHz at 1 kPa where c is given by Eq. (2.5) or, equivalently, by Eq. (1.54). To avoid
crystallization, a bidisperse mixture of 3 and 4 mm beads with mass ratio 1:1 is chosen, making the
experiments closely comparable to previous work in the literature at higher static pressures [11]. For
such a mixture, being a disordered system, no clear cutoff frequency is defined. An estimation based on
a bidisperse chain (see section 1.2.4) gives an estimated acoustic cutoff frequency of 15 kHz followed
by a band-gap with optical cutoff frequencies 23 and 28 kHz.

According to these estimates, approximately linear dispersion is expected at few kHz. At such fre-
quencies, pulses for time-of-flight measurements can be used, as only weak pulse-broadening will take
place. Here, the excitation system must provide the amplitudes required to probe strongly-nonlinear
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Figure 2.1.: Estimated wavefront speed based on (2.5) and (2.3) vs. peak amplitude in terms of dynamic
pressure and acceleration for different confinement pressures. Typical amplitude ranges
found attainable via piezo, voice-coil and stepper-motor driven hammer are also indicated.

wave propagation, as mentioned above. Higher frequencies, up to at least 30 kHz must also be acces-
sible, but much smaller amplitudes are required for measurements of transmitted bandwidth, weakly-
nonlinear effects and multiple scattering. Reducing the bead diameter further increases the cutoff fre-
quencies accordingly. The low frequency limit at 5 Pa is given, following the argument in the previous
paragraph, by flow = 100 m/s /2L = 400 Hz. As will be shown in section 2.3.4, this frequency range
can be reached with a voice-coil and power-amplifier electronics commercially available for audio
applications.

Finally it is required to have the capability of excitation various waveforms suitable for various types
of measurements, such as Gaussian or half-sinusoidal pulses, Gaussian tone-bursts of various width
and center frequency, continuous sinusoidal signals and white noise. All of them should be avail-
able individually or as a series of increasing amplitude or frequency. Then long waveforms covering
large parameter ranges can be measured at once to use the limited time in microgravity as efficiently
as possible. Superpositions of harmonic signals of different frequencies can also be useful to probe
weakly-nonlinear frequency mixing. Ideally, any arbitrary conceivable signal shape should be possible
to use. Then numerical techniques such as inverse filtering can be used to improve the frequency re-
sponse of the excitation system to make it at least as well-defined as piezo-based solutions at the high
frequencies. This is actually implemented, as will be shown in section 2.3.5.

2.3.2. Setup Overview

Based on the requirements in section 2.3.1, an experimental apparatus suitable for measurements in
microgravity on-board the Mapheus sounding rocket was built at DLR[14].

As shown in Fig. 2.2, the apparatus consists of two modular parts, each mounted either on top
or below a base plate, which, in turn, is mounted at the center of the module container. The upper
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part contains the sample cell with all sensors, the acoustic excitation system and a linear-motor driven
movable side-wall that provides adjustable confinement force. The lower part contains the power-
supply and Data acquisition electronics. In principle the two parts can be separated and arranged in a
different configuration suitable for other types of measurements campaigns. This was done at an early
stage of the development, where the module parts were used in a parabolic flight rack. This enabled
us to test the pressure control loop in March 2018 under parabolic flight on-board a modified aircraft
by Novespace. Afterwards, the module was rearranged into the configuration shown in Fig. 2.2 and
prepared for the sounding rocket flight.
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Figure 2.2.: Granular Sound module: (a) complete apparatus inside the module container for the
Mapheus sounding rocket. The upper part contains the sample cell, sensors, excitation
system and pressure control system. The lower part contains pre-amplifiers, data-logger,
oscilloscope and mini-PC as well as and batteries. (b) pressure control system with three
force sensors embedded in a side-wall, one force sensor on the top and a linear-motor
driven movable side-wall to compress the packing up to the desired confinement pressure.
(c) sound measurement system with voice-coil-driven vibrating wall, two accelerometers
inside the packing at 33 and 88 mm distance from the vibrating wall and two piezoelec-
tric sensors mounted at the side-wall opposite to the vibrating wall with different areas in
contact with the packing. Taken from [14].
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Upper Module Part

The upper part contains the sample cell of inner dimensions 12 cm x 12 cm x 13 cm. It is directly
mounted on the base plate, which forms the bottom plate of the cell. All sample cell walls as well as the
base plate are made from aluminium. The cell is closed from the top by an internal top plate mounted
to a strain-gauge static force sensor (Burster 8432-5050) which, in turn, is mounted on a structure
on top of the cell. This enables us to use the full cross-sectional area to measure the confinement
pressure in terms of the static vertical force. In measurements on ground, this pressure is close to zero
when the module is standing upright, or close to the hydrostatic pressure from the full weight of the
packing when the module is turned upside-down. Additional static force sensors (Burster 8432-5005)
are embedded in one of the side-walls. Three sensors are arranged in a diagonal pattern across the wall
to enable measurements of the vertical pressure gradient on ground and a possible horizontal gradient
in microgravity. Each sensor is in contact with the packing via a circular aluminium plate of diameter
43 mm. The pre-amplifier (Burster 9236) for all four force sensors is also mounted on the upper module
part.

The sample cell contains an inner movable side-wall (henceforth called pressure wall). Its position
can be moved inwards by up to 11 mm using a linear motor (Actuonix L12). This corresponds to a
maximum increase in volume fraction by 9 %. The motor driver is also mounted on the upper module
part along with circuit boards containing optocouplers that convert 28 V signals from the rocket’s
service module to 5 V signals as well as low-pass filters of 16 Hz corner frequency, used to filter
the static force signals from the pre-amplifier. The filtered signals are then fed to a microcontroller
(Arduino Uno) that is also mounted on the upper module part. The microcontroller also receives the
converted service module signals and controls the linear motor driver.

A voice-coil (Visaton EX 80 S) is mounted on the outside of one side-wall of the sample cell such that
it can drive a thin internal wall (henceforth called vibrating wall) for acoustic excitation (see section
2.3.4). The voice-coil is driven by a power-amplifier based on the TDA 7294 IC, a commonly used
audio amplifier.

The inner surfaces of the sample cell, including the surfaces contributing to static force measure-
ments but excluding the vibrating wall for acoustic excitation, are padded with 4 mm thick soft plastic
foam. In indentation tests where the foam was compressed between flat aluminium plates by steel
weights, we found a linear stiffness of ≈ 50 kPa for small indentations ∝ 10µm. At ≈ 2.5 kPa ap-
plied pressure the foam was found to yield abruptly but expand back to its original shape when the
pressure is released. Therefore, we deemed the foam useful in the planned pressure range < 1 kPa
for measurements in microgravity. Due to its stiffness which is smaller than the effective stiffness of
the granular packing, the foam provides boundary conditions of approximately constant pressure act-
ing on the packing, as opposed to constant volume. For a more quantitative estimate, we assume an
effective granular stiffness in the range 4 - 144 MPa, corresponding to a speed of sound of roughly
≈
√

EEMT/(Φ ·ρglass) between 50 and 300 m/s. Then we find that for the indentation of a granular
chain between two foam boundaries δchain = (120− 2 · 4mm) · p/EEMT and the foam indentation at
the same pressure p, δfoam = (2 · 4mm) · p/Efoam the ratio δchain/δchain ∈ [0.005;0.175]� 1 is small
in the entire plausible pressure range. The position of the adjustable wall for a given pressure is then
overwhelmingly determined by the foam indentation ∝ 10µm which is well under control in the exper-
iment, in contrast to the much smaller glass bead indentation. This shall help to reach a stable packing
at any of the specified pressure settings (see section 2.3.3).

Within the sample cell, two accelerometers (Brüel&Kjær 4508-B) are mounted at 33 and 88 mm
distance from the vibrating wall. They are located at the same height, in the center of the cell, but at
different transversal distance, i.e. 2 cm off-axis distance in opposite direction, to keep them far apart
from each other to avoid any interaction or shadowing. The sensors are kept in place by thin strings
that are transversally crossing the sample cell. The string diameter� 1 mm is much smaller than the
glass bead diameter to minimize any possible impact on sound transmission through scattering and to
minimize any effect on the packing structure. Each string is kept under constant tension by a pair of
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metal springs that are mounted on the outside of the sample cell. The string tension is sufficient to keep
each sensor reliably within 1 mm of its specified position. However, the tension is low enough to still
allow the sensor to vibrate along with the surrounding granular packing. To verify this, the restoring
force upon transversal elongation of 5 mm was measured. It is found to be 0.4 N. Then, for a plausible
elongation ∝ 1µm due to sound transmission, the restoring force would be ≈ 80µN, which is much
smaller than the force acting on the sensor due to the peak dynamic pressure of the sound wave. For
the latter we find ∝ 1 mN for a ∝ 100µs short pulse at the lowest amplitude setting at 88 mm distance
according to calibration experiments.

Two piezo-electric sensors are embedded in the side-wall opposite to the vibrating wall. Each con-
sists of a piezo-ceramic disk of 25 mm diameter, 2 nF capacitance and fundamental modes at 105 kHz
(radial) and 1.8 MHz (thickness). The disk is glued to a machined aluminium sonotrode width a circu-
lar area of either 12.5 or 25 mm exposed to the granular packing. The larger (smaller) surface area shall
provide enhanced sensitivity to the (in-)coherent part of the wave. The piezo disk itself and most of the
aluminium part are contained in a cylindrical housing outside the sample cell, with plastic foam filling
the space between the sonotrode or disk and the housing wall such that direct mechanical contact to
the aluminium structure is prevented in order to suppress (high frequency) sound transmission through
the structure to the piezo. If any adjustment of the sonotrode position is required (to prevent direct
contact with the structure) or in case any glass beads get stuck between the sonotrode plate and the
foam covering the sample cell wall, they can be shaken off by briefly but strongly agitating the piezo
with a holding magnet mounted on the outside of the cell. The distance between the exposed sonotrode
surfaces and the vibrating wall for acoustic excitation is 122 mm.

Lower Module Part

The lower module part contains the on-board power-supply containing a series of LiFePo batteries pro-
viding a nominal voltage of 24 V. The capacity of the batteries allows for up to 20 minutes of continuous
operation of the experiment, whereas 7 minutes are required between liftoff to reentry. Before launch,
they are charged the rocket umbilical. A second umbilical provides the ground-based power supply
which is used for payload checkout tests during the countdown or for ground-based measurements in
the laboratory. At liftoff, the umbilical cables are disconnected. To ensure uninterrupted power to all
devices, a diode-based circuit is used to switch from external to internal power when the voltage of the
external power-supply, typically at 28 V, drops below the battery voltage. The battery is connected to
the module through a relay that is switched on minutes before liftoff and switched off before reentry
by the SODS signal from the service module. During the countdown, this switching process between
external and internal power is tested during payload checkout tests.

Two CCLD-preamplifiers (Brüel&Kjær 1704-A-002), one for the two accelerometers and one for
the piezos, are mounted on the lower module part. For the accelerometers the constant current sup-
ply is used. The amplified sensor signals are recorded by an USB-oscilloscope (Picoscope 5442B).
The oscilloscope has four channels plus an extra channel for an external trigger source (EXT) and an
arbitrary wave generator (AWG) output. The AWG provides the input signal for the power-amplifier
driving the voice-coil. It is connected via a T-piece to the EXT channel which enables us to trigger
on the precisely known and reproducible electrical excitation signal. Therefore, even when measuring
waveforms of 200 ms duration we can trigger at µs accuracy. This trigger method is also unaffected by
noise or distortions that might affect the sensor signals. Due to the well-defined trigger point we have
an absolute reference time available which can be useful in time-of-flight measurements.

A 24 bit ADC and datalogger (Pico Technology ADC-24) is used to convert and record the static
force sensor signals. It allows for higher resolution but lower sample rate than the ADC of the micro-
controller. Also, its input voltage range includes negative voltages. This is relevant during ground tests
and laboratory measurements, where the force sensor on top of the sample cell is affected by the tensile
force from the weight of the top plate. In general, both ADCs are used in parallel.

Any recorded data from the oscilloscope, the high resolution datalogger and the microcontroller is
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sent to a mini-PC (Intel NUC i5) via USB. The NUC is equipped with a solid state hard-disk of 500
GB capacity, where data from all test runs and measurement campaigns is saved. The NUC has an
Ethernet port that is exposed as umbilical connection on the module container. This enables us to
have a network connection from the launch control room to the experiment just until liftoff. Similarly,
in laboratory measurements, any PC can be directly connected via Ethernet to provide access to the
measured data and software on the NUC. If the module is removed from its container, it is possible
to connect further peripheral hardware to the NUC such as input devices, an external hard-drive and
a monitor. This is however only necessary during setup of the operating system and network settings.
Under normal circumstances the experiment is operated from the remote computer via SSH/SCP, RDP
and a web-interface. A brief overview of the software is provided in appendix B.

As different input voltages are required for the various devices listed above, a number of DC-DC
converters (Traco) is in use. Two of the converters are connected in series on the output side to provide
the bipolar power-supply needed by the power-amplifier driving the voice-coil. The converters are
installed such that heat conduction to the base plate of the module is permitted. The entire module was
tested for 15 minutes in thermal vacuum using a realistic granular sound measurement protocol. All
critical parts such as ICs on the NUC, oscilloscope and ADC were monitored with a thermal camera to
ensure they don’t overheat during the flight.

2.3.3. Packing Preparation

To enable automatic adjustment of confinement pressure under microgravity, a control loop is imple-
mented on the microcontroller which uses the static force sensor readings as input and directs the linear
motor to drive the movable inner side-wall until a specified pressure is reached. The specific algorithm
for packing preparation was developed over the course of many test measurements on ground, in a drop
tower campaign and in a parabolic flight campaign.

Preliminary Test in ZARM Drop Tower

In July 2017 the first tests of packing preparation under microgravity were conducted during a drop
tower campaign at the ZARM facility in Bremen. Thanks to the pneumatic catapult of ZARM, nine
seconds of microgravity time were available during each flight in the drop tower. We used 10 flights to
test different implementations of the pressure control loop.

In the first attempts, the following problems were identified: Firstly, the required distance to move
the pressure wall inward until a jammed packing emerges is difficult to predict based on the fill height
of the sample cell. Even for a seemingly completely filled cell, once in microgravity, all static force
readings drop to zero when the pressure wall is driven to its outermost position. In one case, the wall
needed to be driven≈ 1 cm inwards until the set pressure of 50 Pa was reached, which took almost nine
seconds. In most other cases, after emptying and completely refilling the sample cell, the set pressure
was reached within one second. While in all cases the available range of displacement of the pressure
wall, as provided by the capabilities of the linear motor, was sufficient to reach a jammed packing, the
adjustment was too slow. This was caused by the second problem: the raw signals of the (amplified)
static force sensors contained noise such that averaging over 50 readings was necessary to get reliable
values with few Pa accuracy. As these readings were taken after each iteration of the loop, the entire
process of adjusting the pressure wall position could take seconds, leaving little or no time for sound
measurements. The main source of this noise was found to be the DC-DC converters which operate in
the 100 kHz range. Thus, all voltage measurements in the experiment (static force, acceleration, digital
input pins to trigger measurements, etc.) suffer from high-frequency noise which needs to be mitigated
by low-pass filtering and averaging. Proper grounding and shielding can marginally reduce the noise
level but not completely remove it.

In the final configuration, we introduced 16 Hz RC-circuit low-pass filters between the force sensor
preamplifier output and the ADC input. As a result, only two values were needed for averaging, yielding
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similar accuracy as previously achieved with 50 readings. Then, for each loop iteration 10 ms were
used, including 0.1 ms for the pressure measurement alone. The set pressure was then reliably reached
within several 10 iterations, within a fraction of a second. This enabled us to perform a series of sound
measurements and readjustments of confinement pressure during a single flight in the drop tower.

 400

 410

 420

 430

 440

 450

 0  1  2  3  4  5  6  7  8

a)
p a

vg
 [P

a]

Time [s]

 0

 50

 100

 150

 200

 0  1  2  3  4  5  6  7  8  9

b)

80 Pa

pressure readjusted

End of excitation

Pressure wall moved back

p a
vg

 [P
a]

Time [s]

Figure 2.3.: Evolution of packing pressure as measured by force sensors in a side-wall. (a) On ground,
at initial pressure 420 Pa, it increases by 15 Pa during repeated acoustic excitation. (b)
In microgravity, after the initial pressure of 80 Pa is reached at 2 s, the pressure decreases
during excitation of the same strength as in (a) until the lower threshold of the pressure
control loop is reached. Then the pressure is readjusted and the measurement is repeated
three times. Taken from [14].

In Fig. 2.3 the measured pressure acting on the side-wall containing three force sensors is shown.
The actual value of the pressure was determined from the average of the three sensor readings. After
the adjustment of the pressure wall was complete, the pressure was monitored under the effect of
strong acoustic excitation. In this early version of the experiment we still used a stepper-motor driven
hammer to generate ∝ 100µs long pulses of ∝ 1 m/s2 peak acceleration or several 100 Pa peak dynamic
pressure, as measured in the center of the packing. As can be seen in Fig. 2.3, the measured static
pressure did not remain stable during the pulse transmission. In ground-based measurements close to
500 Pa a slow rise in pressure was found during acoustic excitation. In microgravity, at ten time smaller
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pressure, a decrease in pressure was found during excitation at the same amplitude. Once the average
pressure dropped below a specified limit, the microcontroller stopped triggering the stepper-motor and
readjusted the pressure wall before continuing the sound measurement. In the drop tower flight shown
in Fig. 2.3 three such readjustments were performed. After performing 20 planned hammer hits, the
excitation was stopped, resulting in constant static pressure. Finally, one second before the end of
the drop, the pressure wall was driven back to its outermost position, resulting in loss of confinement
pressure.

Final Protocol for Mapheus sounding rocket �ight

During extensive testing in 2018, a new protocol was for packing preparation was developed that reli-
ably leads to packings exhibiting pressure that remains stable even under acoustic excitation. In Fig.
2.4 the final protocol is shown. Since a Mapheus sounding rocket flight provides much more time in
microgravity, around six minutes, than what is available in the drop tower, we can relax use a more
elaborate protocol involving multiple compression cycles and tapping, implemented by strong vibra-
tions using the voice-coil driven wall. The time constraints for the pressure measurement can also be
relaxed in favor of more accuracy. The latter is done by averaging over five readings, each taken every
10 ms.
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Figure 2.4.: Confinement pressure vs. time after packing preparation with two different protocols: a
side wall position is adjusted continuously with a linear-motor while the packing is vi-
brated by a voice-coil until the specified pressure is reached and remains stable within a
specified threshold. Within few minutes a continuous pressure drop is observed. When a
pressure overshoot is used (violet, upper curve) the drop is much smaller than in the case
of no overshoot (green, lower curve). The inset shows both protocols in detail. Taken from
[14].

At each iteration of the control loop the motor run time is adjusted between 5 and 50 ms, instead of
using just a constant value of 10 ms, as used in the drop tower campaign. Within this time range, the
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run time is proportional to the error of the actual pressure, again, determined from the average of the
three sensors in the side-wall, with respect to a set value. The set value is an exponentially decaying
(rising) pressure with time, that approaches a constant specified value that is larger (smaller) than the
initial actual value at the beginning of the readjustment. Thereby we impose a pressure overshoot
(undershoot) at the start of the packing preparation if the new desired pressure is larger (smaller) than
the previous pressure. An overshoot of 60 % is found to reliably result in a stable packing pressure
that remains constant under acoustic excitation such as strong pulses, as typically used for time-of-
flight measurements. Similarly stable packings are also found after few repetitions of the packing
preparation protocol without any overshoot, but this require two or three times as much time.

The readjustment is stopped once the pressure error is found in an interval of 5 Pa or when a max-
imum number of iterations of 180 is reached. To ensure convergence toward a final pressure, the gain
factor that multiplies the error is decaying exponentially with the number of iterations, resulting in
smaller readjustment steps towards the end of the packing preparation. This is found necessary if the
voice-coil based "tapping" or vibration is used simultaneously to the pressure wall position adjustment,
as in general, the vibrations will affect the actual pressure, especially in the beginning of the packing
preparation. To coordinate the tapping, the microcontroller sends a request for a series of strong pulses
to the NUC, which then sends the appropriate commands to the oscilloscope, which uses its built-in
AWG to generate the pulses, which are then fed to the power-amplifier driving the voice-coil. This
mode of operation is found more reliable than an alternative method, where the NUC alone controls
the timing of the pulses. The request is repeated every 200 ms until a minimum of 50 requests was sent
and either the packing is found to be stable or a maximum of 100 requests was sent. The packing is
considered stable if the pressure error is within 5 Pa. Until then, the pressure wall is being readjusted
according to the error, as described above, but without applying any overshoot.

The protocol described so far is used for measurements on ground and in microgravity. However,
extra steps and precautions are added for packing preparation in microgravity. First of all, to ensure
accuracy of pressure measurements around few Pa, it must be ensured that sensor offsets do not occur
or are precisely enough known. On ground, calibration measurements with force meters or known
weights are performed before the measurement campaign. In microgravity, an additional calibration is
performed by moving the pressure wall to its outermost position, such that the packing is unjammed
and the pressure drops to zero. Any remaining sensor voltages are then identified as offsets. The micro-
controller stores them in memory and subtracts them from further sensor readings. The offsets are also
sent to the NUC which stores them in a logfile. Independently of this, the high resolution datalogger
keeps recording the raw voltages during the entire measurement campaign. The offset calibration is
performed before the preparation of each new packing. It takes three seconds.

On top of the pressure readjustment implemented on the microcontroller there are additional pressure
checks implemented in the software running on the NUC, specifically sound-control (see appendix B).
It shall be pointed out, that the above protocol does not guarantee the pressure error to be < 5 Pa.
If the pressure wall readjustment was stopped due to one of the timeout criteria, sound-control has
to decide to either accept the actually reached pressure or to direct the microcontroller to repeat the
packing preparation. The pressure is accepted if the error lies within 100 Pa and the absolute pressure
is larger than 5 Pa. The latter ensures the packing is jammed at all. Additional pressure checks are
performed by sound-control before any sound-measurement i.e. before each waveform. Such a check
fails if the pressure error is larger than 20 Pa or if the absolute pressure is smaller than 5 Pa. Then
sound-control directs the microcontroller to repeat the packing preparation. In any case, no more than
three consecutive preparations are allowed, to prevent an endless loop.
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2.3.4. Acoustic Excitation

The voice-coil is driving a 2 mm thick glass-fibre reinforced plastic (GFRP) wall covering the full
internal cross-sectional area of the sample cell. The GFRP wall is mounted to the moving part of the
voice-coil exciter by four screws. In test measurements, where the wall is driven at different frequencies
and the response is measured with an accelerometer (Brüel&Kjær 4508-B) that is mounted on the GFRP
wall, the first fundamental frequency is found at 20 kHz. Thus, for smaller frequencies ∝ 1 kHz and
pulses of width ∝ 100µs, as used for time-of-flight measurements, every point on the vibrating wall
is in phase within ∆ϕ � π . Therefore plane waves can be excited in this frequency range in good
approximation.

Test Measurements of the wall motion were conducted with the entire experimental setup placed in
a vacuum chamber. Under vacuum the accelerometer signal was distorted compared to measurements
under atmospheric pressure because air was trapped in two internal sealed volumes within the voice-
coil. This was resolved by drilling millimeter-sized holes in the voice-coil case to let the air escape
during evacuation. New measurements with the modified voice-coil showed an improved signal shape.

The excitation signal is provided by the built-in signal generator of the oscilloscope which provides
elementary signal types such as sine, half-sine, steps and Gaussian pulses as well as white noise. In
addition it has buffer for arbitrary waveforms of 16 k samples. In most cases, we use the latter. The
software on the NUC (see appendix B) prepares several waveforms and loads the appropriate one for
the specific measurement into the AWG buffer. For the measurement of one waveform, the software
has to prepare the oscilloscope and AWG with the appropriate time-base, resolution, voltage ranges,
signal amplitude, frequency and trigger settings. Depending on the wave attenuation in the granular
packing and the frequency-response of the excitation system, all or many of these settings have to be
adjusted for each excitation signal according to its amplitude, frequency and width, in order to provide
a measurement at reasonable signal-to-noise ratio without clipping. To perform each measurement, the
software arms the oscilloscope trigger, sends a trigger command for the AWG and waits for the recorded
data to arrive, which is then stored to disk. For the AWG trigger command, a UNIX-timestamp with
millisecond precision is stored, which uniquely identifies each waveform.

2.3.5. Inverse Filtering

In the previous section it was pointed out that our excitation system exhibits a resonance at 20 kHz,
thus it can a priori can only provide well-defined signals at much lower frequencies. More generally,
multiple sources give rise to a nontrivial frequency-response: Firstly, the vibrating wall has vibrational
modes determined by its geometry. Secondly, the voice-coil, being an inductive load, exhibits increas-
ing impedance with increasing frequency, thus acting as a low-pass filter. Furthermore, the voice-coil
itself has a mechanical resonance due to the stiffness of elastic membranes providing the restoring
force for the coil upon displacement against the fixed magnetic core and due to any mass, such as the
vibrating wall, attached to the coil. Finally, the power-amplifier driving the voice-coil necessarily ex-
hibits nonlinear behavior as it relies on semiconductor junctions in transistors and diodes which have
nonlinear (such as exponential) voltage-current relationships. Clever circuit design with proper biasing
can mitigate nonlinear distortions and provide an effective linear voltage-current relationship close to
a working point in good approximation. However, signal distortions can never be completely removed
and they might become significant at sufficiently large amplitudes.

While all issues mentioned above leading to a non-trivial frequency response can be mitigated
through careful selection and optimization of hardware components, the extend to which this is feasible
is limited if a compromise is needed for engineering reasons or to provide access to a large parame-
ter space such as two orders of magnitude of amplitude range. In this section, another approach of
improving the excitation signal is shown, which is based on digital signal processing.

Here, we treat the entire chain of power-amplifier, voice-coil and vibrating wall as a linear system
with impulse response h(t) such that for a given input signal x(t), provided by the AWG, we obtain
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an output signal y(t) describing the motion of the vibrating wall, as measured by an accelerometer
mounted on the wall, such that:

y(t) = (x∗h)(t) =
t∫

−∞

x(t ′) ·h(t− t ′)dt ′ (2.6)

For convenience and to later allow faster numerical calculations, we use the convolution theorem:

(x∗h)(t) = F−1 [X(ω) ·H(ω)] =
1

2π

∞∫
−∞

X(ω) ·H(ω)eiωt dω (2.7)

where X(ω) = F [x(t)] denotes the Fourier transform of the input signal and H(ω) = F [h(t)] is the
frequency response related to the impulse response. Then (2.6) is simply a product in the Fourier
domain:

Y (ω) = X(ω) ·H(ω) (2.8)

To get the desired excitation signal y(t), we wish to find the input signal x(t) that solves (2.6), thus
we need to calculate the inverse convolution of y(t) with h(t). Before we can do that, the impulse
response needs to be estimated from the measurement of a probe signal x0(t) (input) and y0(t) (output).
In the Fourier-domain we can naively write the empirical transfer function estimate (ETFE) as:

H(ω) =
Y0(ω)

X0(ω)
(2.9)

In real measurements we have a finite signal-to-noise ratio (SNR) as well as zeros in X0(ω). The
latter lead to isolated singularities at frequencies ωi where X0(ωi) = 0, which seem like resonances of
the system but are only artifacts of a particular probe signal. Both issues can be mitigated by using a
better estimate. Before we continue, we express (2.9) in terms of the auto- and cross-correlations or
rather the respective power-densities RXX (ω) = X∗(ω) ·X(ω) and RY X (ω) = X∗(ω) ·Y (ω):

H(ω) =
RY X (ω)

RXX (ω)
(2.10)

To reduce the impact of isolated zeros of X0(ω) we smoothen the power-densities by apply a Gaus-
sian convolution kernel:

Hsmooth(ω) =
(RY X ∗W )(ω)

(RXX ∗W )(ω)
=

b∫
−b

RY X (ω−ω ′) ·W (ω ′)dω ′

b∫
−b

RXX (ω−ω ′) ·W (ω ′)dω ′
(2.11)

Here, b is the width of the Gaussian kernel W (ω). In addition to regulating the divergent ETFE, we
achieve a noise reduction of ∝ 1/

√
Nb if Nb frequency bins are contained in the interval [−b;b] and the

noise contributing to y0(t), such as white noise originating from the electronics, is uncorrelated with the
input signal x0(t). We also note that, as convolution with W (ω) in the Fourier-domain corresponds to
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2. Acoustic Wave Measurements at Low Confinement Pressure

multiplication in the time-domain with an envelope function that decays for large positive and negative
time, we get a suppression of anti-causal contributions (that might arise from signal artifacts and noise)
to the impulse response for t�−1/b.

In test measurements we heuristically found that introducing a term NX , resembling a constant
power-density for the input signal noise, to lead to a more accurate estimate of the frequency response:

Hsmooth,noise(ω) =
(RY X ∗W )(ω)

NX +(RXX ∗W )(ω)
(2.12)

If the output noise bandwidth is larger than the input signal bandwidth, the ETFE (2.10) suffers
from large or infinite noisy contributions outside the input signal bandwidth. The NX term in (2.12)
suppresses such contributions.

To verify the estimated impulse response, the forward convolution of the input signal with the im-
pulse response is calculated and the result is compared to the output signal. In addition, a visual
inspection should show that h(t) is roughly concentrated around t = 0.

All numerical calculations are implemented in quick (see appendix C) which uses a FFT algorithm
for all Fourier-domain calculations.

Possible probe signals x0(t) are short pulses, chirps or white noise. In principle the probe signal
can be of arbitrary but precisely known shape. Its bandwidth, and the bandwidth of the corresponding
output signal y0(t), must be at least as large as the bandwidth of any desired excitation signal y(t).
In the simplest case, y(t) itself is used as probe signal. An initial measurement is taken to obtain the
impulse response. Then the desired signal is inversely filtered i.e. inversely convolved by the impulse
response and the result is used as the new input signal, resulting in a new output signal, the motion
of the vibration wall, being a much better approximation of the desired signal. In Fig. 2.5 the result
is shown for a short pulse and harmonic excitation in the form of a linear chirp signal. It is shown
that the inverse filtering method not only mitigates the low-pass filter and 20 kHz resonance of the
excitation system but it provides an effective flat frequency response up to 40 kHz. The cost of this
effective increase in accessible bandwidth is a reduction in signal amplitude. Therefor it is not suitable
for excitation of strongly nonlinear waves but can be potentially useful for measurements of linear and
multiply scattered waves (see chapter 3).
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2.3. The Grascha 2 Apparatus
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Figure 2.5.: Desired (a,d) and measured excitation signals without (b,e) and with (c,f) inverse filtering
before applying the waveform to the signal generator. The narrow pulse (a) is distorted by
the excitation system (b). A much cleaner pulse (c) is obtained using inverse filtering by
the system’s transfer function. A similar improvement is shown for a linear chirp (d-f). The
flat spectrum of this signal (g) is lost due to the system’s resonances and its low-pass filter
behavior (h) but can be almost recovered using the inverse filtering method (i). Taken from
[14].
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2. Acoustic Wave Measurements at Low Confinement Pressure

2.3.6. Measurement Sequence in Microgravity

During the Mapheus 8 flight, six minutes were available for measurements in microgravity. To make
optimal use of the time, it was planned to prepare packings at confinement pressure settings of 100,
200, 400, 50 and 20 Pa with an optional setting at 10 Pa. Additionally, a packing at 800 Pa was prepared
during payload checkout tests before the launch, and again, during the flight, to prepare for reentry after
the six minute period in microgravity was over.

At each pressure setting, a list of sound measurements with different signal types is conducted. To
determine the speed of sound and the propagation speed of possible shock-waves, an excitation signal
containing eight short pulses within 200 ms is used. In each waveform the amplitude increases by
integral powers of two from pulse to pulse, spanning in total a factor of 128. This measurement is
repeated 15 times for each pressure setting. The signal shape of each pulse is a half-sine of frequency
550 Hz, which is found to result in a much shorter pulse at the leading edge of the received wave,
corresponding to 1.5 kHz. For a given packing configuration, the received signal shape is up to noise
independent of the amplitude, with small distortions only noticeable at the largest or the largest two
amplitudes. In any case, a clear pulse of 100 - 300 µs width is always received at both the close and far
accelerometer in the packing. This makes the half-sine signal suitable for time-of-flight measurements.

Additional measurements are performed with serieses of Gaussian tone-bursts of fixed amplitude but
increasing center-frequency of 2 - 11 kHz (40 bursts) and 10 - 29 kHz (20 bursts). Each 200 ms long
series is measured four times. Additionally a 200 ms long series of eight 4 kHz Gaussian tone-bursts of
increasing amplitude is measured three times. In contrast to the half-sine signal, where the oscilloscope
triggers on the AWG signal that is fed to the external trigger channel, a less accurate trigger method is
used for the tone-burst measurements. During the preparations of the Mapheus 8 mission, no reliable
trigger settings for the AWG signal were found, as the signal contains no dominating peak but rather
many oscillation cycles of similarly strong bursts. Therefore a software-based trigger method was used
(see appendix B) that provides only ms accuracy, thus no absolute reference time is available here.

All types of sound measurements are tested before launch using the initial packing at 800 Pa. The
pressure readings and measured waveforms are plotted and made available for a quick preview on the
web-interface. More detailed inspection of the data is possible with command-line tools over SSH.
Once the test measurements are complete and proper operation of all devices, such as the microcon-
troller, the oscilloscope and the high-resolution datalogger, is verified, the software enters a waiting
period during which the status of all devices and the status of the signals from the service module is
monitored. If necessary, additional measurements can be performed or settings for the flight can still
be changed at this point. During the waiting period, and later during the flight, the software keeps all
devices and related programs in a well-defined state according to the settings files. If any deviation
occurs, such as a temporary loss of USB-connection or an unresponsive program, it will be corrected
without the need of human intervention. Once the rocket launch occurs and the Liftoff signal is sent
from the service module, the software anticipates the SOE signal within 72 s. When SOE is received
(whether or not Liftoff has been received earlier) or when the timeout is reached, the preparation of the
first packing in microgravity is initiated.

Each packing is prepared and measured within a time slot of 90 s. All planned waveforms must be
measured within this time limit, which is feasible unless multiple readjustments of the pressure wall are
necessary due to an unstable packing. Once all measurements are complete or the timeout is reached,
the next packing will be prepared. If the global timeout of 366 s is reached, the software directly jumps
to the last pressure setting. Therefore the optional 10 Pa setting is skipped unless much less time is
needed for packing preparation and readjustments in microgravity than on ground. That setting file also
contains instructions to move and compress all measured data, stop all programs and cleanly shutdown
the NUC computer in preparation for reentry and landing. At 9 minutes after SOE the NUC is turned
off, before battery power to the entire Grascha 2 module is it cut off when the SODS signal is turned
off by the service module.
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2.4. Results

2.4. Results

2.4.1. Force Distribution on Ground

Any granular packing prepared on on ground shows force anisotropy due to the hydrostatic gradient
as well as the Janssen effect[15, 16]. To quantify it we mounted the Grascha module in its module
container and turned it upside-down such that the large static force sensor attached to the top wall of
the sample cell was at the bottom. As it covers the full cross-sectional area of the sample cell the sensor
measured the full weight of the packing apart from a fraction carried by the sidewalls through frictional
forces. The cell was filled with a bidisperse mixture of 3 and 4 mm glass beads at volume ratio 1:1
resulting in a total mass of 2.846 kg for the entire packing, as determined by weighing the beads with a
separate scale. The force sensor in the module however showed only 20.1 N vertical force or 1.27 kPa
pressure on the bottom. Therefore 28% of the packing’s weight was carried by frictional forces. The
average of the readings of the three static force sensors in the side-wall gives 0.45 kPa or 0.35 times
the vertical force per area, compared to 1

2 as expected for a perfect fluid.
Further measurements showed varying side-wall pressure results for newly prepared packings of the

same total mass. The average side-wall pressure was found to vary between 400 and 600 Pa yielding a
ratio of vertical to horizontal forces between 2 and 3.

2.4.2. Wavefront Speed on Ground

The test measurements of glass bead packings on ground showed wavefront speeds in the range 200
- 250 m/s with a slight increase at the largest amplitudes, as shown in Fig. 2.6. Due to the force
anisotropy (see section 2.4.1) a quantitative analysis is difficult. If the pressure values are used that
were obtained by averaging over the side-wall force sensors, the wavefront speed seems to roughly
follow a p1/4

0 power-law, rather than p1/6
0 . However, repeating the measurements after refilling the

sample cell leads to different numerical values for the wavefront speed differing by several 10 m/s, and
the minimum obtainable pressure, ranging from 400 to 600 Pa.

The group velocity for tone-burst waves, as obtained with the deconvolution method, is found in
good agreement with the wavefront speed of short pulses, as obtained from the first maxima.

Further tests measurements were performed in a vacuum chamber, as shown in Fig. 2.7, where
a consistent wavefront speed is found for a loose packing under atmospheric air pressure and under
vacuum. Therefore the influence of interstitial air in the packing is negligible in our elastic wave
measurements.
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Figure 2.6.: On-ground measurement of wavefront speed vs. amplitude for packings of glass beads at
different static pressure as measured in the side-wall. Taken from [14].
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2. Acoustic Wave Measurements at Low Confinement Pressure

2.4.3. Force Distribution in Microgravity

In microgravity, the confinement pressure is determined from the normal force acting either on the
side-wall, containing the three small static force sensors, or on the top wall, connected to the large area
static force sensor. The resulting pressure after offset subtraction is shown in Fig. 2.8. The average
of the three small sensors is in good agreement with the readings from the large sensor, indicating a
much more isotropic force-distribution than in the ground-based experiments. The ratio of the pressure
obtained from the top- and side-wall is shown in Fig. 2.9. In contrast to the ground-based measurement
in section 2.4.1, where the ratio was close to 2.8, it is much closer to 1 for the packings prepared in
microgravity.

However, the readings of the three side-wall sensors did not match exactly. In particular, one sen-
sor close to a corner of the wall showed consistently lower force readings than the other two. The
normalized standard deviation is given by:

σp

pavg
=

1
pavg

√√√√√ 3
∑

n=1

(
pn− pavg

)2

2
(2.13)

The standard deviation is shown in Fig. 2.10.

2.4.4. Wavefront Speed in Microgravity

Results based on time delay between the two accelerometers are shown in Fig. 2.11. Here, three
analysis methods are used for comparison. Firstly, the time of arrival is obtained from the maxima of
the first peak above a threshold of 0.3 relative to the maximum of each sensor signal within a region
of interest of few ms around the peak. Here, the peaks are identified independently for each sensor by
looking for the first local maximum of three successive data-points. Then the time difference is taken.
In the second method the first peak above a relative threshold of 0.75 is identified. Here, a peak is
identified as the point in a series of five points such that the average slope of the preceding two points
is positive and the average slope of the remaining points is negative. The peak of the second sensor
signal is obtained accordingly but with the additional condition that the peak position of the first sensor
must precede the second. This method, which was found more robust against noise during ground
tests, yield practically the same results as the first method, as can be seen in Fig. 2.11. Finally, a third
method is used which determines the time of arrival not by the peak maximum but by a threshold for
the sensor signal after DC-removal. In Fig. 2.11 a threshold of 1/e was used.The choice of the threshold
in terms of a fraction of the signal maximum with a region of interest of several ms slightly influences
the numerical value of the wavefront speed but it is always close to the result of the first two methods
based on the peak maxima.

Ambiguities in the signal shape for different pressure settings and signal-to-noise ratio for different
amplitude settings lead to uncertainty in the time-of-arrival. This affects all analysis methods men-
tioned above. The obtained wavefront speed is affected by uncertainties from both sensor signals.
This can however be avoided by considering the time-of-arrival for each sensor separately and taking
the difference with respect to a fixed reference time. In the measurements the oscilloscope used the
precisely known electrical excitation signal as trigger source. Therefore a such a fixed reference time
common to all waveforms is available. If we now take the fixed, known sensor positions into account,
we can obtain estimates of the wavefront speed at each sensor position. In Fig. 2.12 the result is
shown for the two accelerometers and one of the piezos embedded in the wall opposite to the vibrating
wall. Here, the first peak maximum above a threshold of 0.75 of the signal maximum within a region
of interest of few ms was used for each sensor. The obtained wavefront speed is similar to the result
obtained from two sensors, but it suffers from much less spread for any given pressure and amplitude.
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the force sensor at the top of the sample cell covering the full cross-sectional area of the
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the side-wall (green crosses). The different pressure settings can be clearly distinguished:
100, 200, 400, 50 and 20 Pa. At the end of the microgravity phase a high pressure setting
of 800 Pa was used in preparation for reentry. During the measurement phases, a few
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Figure 2.9.: Force anisotropy in microgravity in terms of the ratio of pressures measured at the top and
side wall. At the top wall the large static force sensor covering the full cross-sectional area
of the sample cell was used, while at the side wall the average over the three sensors of
smaller area was taken. Similar measurements on ground in an upside-down configuration
yielded a ratio around 2.8 (see section 2.4.1).
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2. Acoustic Wave Measurements at Low Confinement Pressure

It is noteworthy that, at low pressure, the obtained speed at the closest accelerometer is smaller than
for the far accelerometer. For the ground base measurement the opposite is true. For all pressures the
speed determined from the far accelerometer and the piezo are in good agreement except at 20 Pa at
the largest amplitudes.

Pressure Dependence of Sound Speed and Pulse Width

For further analysis, all received signal peaks at the wavefront were fitted by a Gaussian using the ampli-
tude, peak position and full width at 1/e of the peak amplitude as fit parameters. This was implemented
as a least-squares fit in the analysis software (see appendix section C). To keep the amplitude and width
positive, only their logarithms were used in the fit algorithm. From the resulting peak positions and
pulse widths an analysis of the wavefront speed was conducted resembling either the previously men-
tioned method using the peak maximum or the threshold method. Here the threshold 1/e is chosen,
matching the value of the Gaussian at the time of the peak minus half the full width. The results from
the Gaussian fit (see appendix A) are in good agreement with the above mentioned results of the signals
themselves. Therefore we can treat the results from the Gaussian fit as equivalent to the results from
the other methods.

The wavefront speed measurements clearly show a consistent trend of increasing speed with in-
creasing confinement pressure. For a more quantitative analysis we shall focus on the lower amplitude
settings, where the wavefront speed does not change with amplitude and can be identified with the
sound speed. For highest accuracy we use the single sensor data with the peak maximum method and
take advantage of the absolute timestamps of each waveform in order to determine the measured con-
finement pressure for each waveform separately. In Fig. 2.13(top row and bottom left) the results for
second-lowest to fifth-lowest amplitude settings are shown. The lowest amplitude is omitted to avoid
noise-related artifacts. The results for each of the sensors shows a pressure dependence steeper than
p1/6 and much close to either p1/4 or p1/3. The latter power-law fits the accelerometer data even better
than the p1/4 law, which in turn seems more accurate for the piezo data. However, to clearly distinguish
between the two exponents, these measurements are not accurate enough.

The small but noticeable discrepancy in the wavefront speed determined either from the threshold or
peak maximum implies a change of signal shape, more specifically, the pulse width, as a function of
propagated distance. In Fig. 2.13(bottom right) the width is plotted against the confinement pressure.
To focus only on weakly nonlinear wave propagation and also avoid noise-related artifacts, only the
second-lowest to fifth-lowest amplitude settings are shown. If the pulse broadening is related to wave
dispersion then it must scale like the cutoff frequency and the sound speed. For comparison with the
power law behavior of the sound speed fits for hypothetical pressure dependency p1/4 and p1/3 are
shown also in Fig. 2.13 (bottom right).

Amplitude Dependence of Wavefront Speed

If the amplitude is normalized by the static pressure and the wavefront speed is normalized by the linear
sound speed for low-amplitude waves, all points should be described by the dimensionless shock-wave
speed given by Eq. (2.3). In Fig. 2.14 the results are shown in case of a linear sound speed of 125 m/s
·(p0/400Pa)1/3 at the close accelerometer and 160 m/s ·(p0/400Pa)1/3 at the far accelerometer. For
each sensor the peak position relative to the fixed reference time from the trigger point was used. The
normalized data points do not fully collapse on the prediction (2.3. Deviations arise especially at the
higher pressure settings, where the wavefront speed at high amplitudes is found to drop below its value
at low amplitudes.
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2.4. Results

2.4.5. Attenuation of Wavefront

In Fig. 2.15 the attenuation of the wavefront is plotted in terms of the peak amplitude at the close
and far accelerometers. The amplitudes are expressed as dynamical pressure with pdyn ≈ 245. Pa

m/s2 ·a.
A fit of the power-law attenuation model (2.4) to data points from all pressure settings shows good
agreement for p∗ = 10 Pa and ε = 0.02 while using an average particle diameter of 3.5 mm and the
distance 56 mm between the close and far sensors.
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Figure 2.10.: Standard deviation of static force at different positions at the side-wall in microgravity as
given by Eq. (2.13).
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Figure 2.11.: Wavefront speed determined from two accelerometers within the packing. Using the either
the first peak position for each sensor signal or the first two successive peak position for
the two signals gives the same result. Using a relative threshold of 1/e instead results
in slightly lower speed especially at the highest pressure settings. All three methods
suffer from inaccuracy due to uncertainties of the close accelerometer signal, especially
effecting measurement of higher speeds.
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Figure 2.12.: Wavefront speed determined from peak of each single sensor signal relative to fixed refer-
ence time given by the oscilloscope trigger point on the AWG excitation signal. Shown are
results for the accelerometers at 33 and 88 mm distance from the vibrating wall as well
as one of the piezos at 122 mm. For the lowest pressure setting and the highest amplitude
settings an increase of speed with amplitude is found as indicated by a power-law fit of
exponent 1/6 according to the shock-wave model.
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Figure 2.13.: Top row and bottom left: Linear wave speed vs static pressure as determined from ampli-
tude settings ∝ 2−6 to 2−3 relative to maximum amplitude. The speed wave determined
from the peak position of each sensor relative to the fixed reference time. To make the
peak position more accurate and robust against noise and distortions, a Gaussian was
fitted to the signal. For comparison, power-law dependencies on the static pressure with
exponents 1/3 and 1/4 are shown as is characteristic for low-pressure elastic behavior
of granular packings. Bottom right: Pulse-width vs. static pressure as determined from
Gaussian fit of accelerometer signals as amplitude settings ∝ 2−6 to 2−3 relative to max-
imum amplitude. Similarly to the power-law behavior of the low-amplitude wave speed,
an exponent between 1/4 and 1/3 fits the data.
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Figure 2.14.: Top row: Normalized wavefront speed from peak position of Gaussian fit relative to ref-
erence time is plotted against normalized amplitude. Bottom row: Results for the edge
(1/e threshold) based method of the same Gaussian fits. The linear sound speed is as-
sumed to follow a pressure power-law of exponent 1/3 and its prefactor is taken from the
low amplitude fit shown in Fig. 2.13 and similar fits for the edge-based method. De-
spite considerable spread of the measured data around the prediction of the shock-wave
model (dashed line, following Eq. (2.3) ) the lowest two pressure settings show the onset
of the strongly nonlinear regime characterized by rising wavefront speed at the largest
amplitude settings.
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Figure 2.15.: Attenuation of wavefront amplitude in terms of peak dynamical pressure that is propor-
tional to peak signal of accelerometers within the packing at different static pressure
settings. The peak was determined from the Gaussian fits. Most of the amplitude range
exhibits a constant attenuation factor (dashed line of slope 1). Only the highest ampli-
tude settings show a deviation, as indicated by the dashed line of slope e−0.02x/d ≈ 0.726
similar to the power-law behavior postulated by v.d. Wildenberg et al.[11].
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2. Acoustic Wave Measurements at Low Confinement Pressure

2.5. Discussion

2.5.1. Linear Regime

For Hertzian contacts the sound speed follows a cp ∝ pν
0 power-law dependence with exponent ν = 1/6.

The ground-based measurements of the low-amplitude wave speed in section 2.4.2 show a stronger
pressure dependence close to ν ≈ 1/4. An even stronger pressure dependence with ν ≈ 1/3 appears
at the smallest pressures as measured in microgravity in section 2.4.4. When we also take into account
literature values for ν measured at much higher confinement pressure[6] we find that all results are
well-described by

ν(p0) = ν(pre f )−β0 · log
(

p0

pre f

)
(2.14)

such that in any small pressure range the sound speed is approximated by a power-law, so its loga-
rithmic derivative is given by

d(log(cp))

d(log(p0))
= ν(p0) (2.15)

from which we obtain for any pressure p0:

cp(p0)

cre f
= e

νre f log( p0
pre f

)− 1
2 β0

(
log( p0

pre f
)

)2

(2.16)

where νre f = ν(pre f ) = 1/6 corresponds to the exponent resulting from Hertzian contact forces,
which is known to be valid at sufficiently high pressure pre f . Equivalently, the pressure p0 and exponent
ν(p0) at that pressure can be inserted in (2.16) if it is known from measurements, while β0 remains
unchanged. In Fig. 2.16 a fit is shown that indicates the slope dν(p0)

d(log(p0))
= β0 ≈ 0.012± 0.002 is

constant across at least five orders of magnitude of confinement pressure. The equivalent fit of (2.16)
to the sound speed, taking into account the low-amplitude results from the close and far accelerometers
(see Fig. 2.13) as well as literature results (see Fig. 4 in [6]), is shown in Fig. 2.17.

This fit model can be interpreted in terms of the Jiang-Liu elasticity (see [17] and section 1.3.3) if we
assume a and b in (1.124) and thus also ν to be monotonous functions of p0. Then, for a given reference
pressure scale log10(pre f ) we get an effective theory of elasticity. Small deviations of the confinement
pressure p0 lead to deviations of the effective elastic moduli proportional to (p0/pre f )

ν where ν is given
by (2.14). For large deviations the power-law is modified by terms arising from the non-constant ν .
The continuous pressure dependence of the exponents ν or a and b at any pressure implies a continuous
transformation between any effective Jiang-Liu theories defined at different reference pressures. Then,
if one assumes the exponents a = b = b(p0) and uses ν(p0) = 1/(2+2/b(p0)) as in [17] then (2.14)
leads to

b(p0) =
1

1
1

1+ 1
bre f

+2β0log( p0
pre f

)
−1

(2.17)

which tends to zero at high pressure ∝ 10 GPa, comparable with the elastic modulus of the bulk
material (glass), implying linear elasticity, and to infinity at small pressure� 1 Pa, implying cp ∝ p1/2

0
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at the jamming point. If pre f is arbitrarily chosen close to the bulk material elastic modulus, then
bre f = 0 and (2.17) reaches its simplest form.
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Figure 2.16.: Exponent ν for cp ∝ pν
0 pressure dependence vs logarithm of confinement pressure. The

points show the exponents obtained from measurements in microgravity (see section 2.4.4)
and on ground (see section 2.4.2) as well as the smallest and largest values obtained by
Jia et al.[6]. The line shows a fitted trend according to Eq. (2.14) corresponding to a
constant slope (see Eq. 2.15).
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local power-laws of exponents 1/6, corresponding to Hertzian contacts at high pressure,
as well as 1/4 and 1/3 at low pressure (dashed lines). The heuristic model denoted cp(p0),
given by Eq. (2.16), fits the entire pressure range (solid line). A hypothetical 1/2 power-
law is also shown (yellow dashed line).

2.5.2. Nonlinear Regime

The results in Fig. 2.14 are not as clear as in previous measurements on ground reported in the
literature[11]. Qualitatively, a transition from near constant wavefront speed at low pi/p0 to rising
speed at pi/p0 is found. The fit of the shock-wave speed based on Hertzian contacts (2.3) corresponds
to a p1/6

i dependence at high amplitudes. However, a similar fit can be applied to the data in Fig. 2.14
based on the amplitude in terms of particle velocity, which is obtained from integrating the measured
acceleration signals. Then the high amplitude asymptotic would be v1/5

particle, assuming a constant ra-
tio of kinetic and potential energy for Hertzian contacts (as in Eq. (1.63) in section 1.2.6). However,
examining the peak acceleration, used to estimate pi, and the peak particle velocity (see Fig. A.3 in
appendix A) shows they can not be distinguished from the available data.

Deviations from (2.3) at the highest two pressure settings are found, especially when the analysis
considers only the signals from the close accelerometer in Fig. 2.14, where the wave amplitude is about
five times larger than at the far accelerometer. There, a drop in the wavefront speed occurs at the highest
amplitude settings. An analysis of the resemblance of successively measured waveforms, which could
provide evidence for microscopic changes of packing configuration related to elastic weakening[7],
was attempted (see Fig. A.1 in appendix A) but found inconclusive.

68



2.5. Discussion

2.5.3. Attenuation

The results shown in Fig. 2.15 show a constant attenuation factor for most amplitude settings but
increased attenuation at the largest amplitudes. This behavior is in agreement with the power-law
attenuation model (2.4) proposed by v.d. Wildenberg et at[11] if p∗ = 10 Pa and ε = 0.02 are used
for the fit. In v. d. Wildenberg’s work p∗ is found at 50 Pa. The discrepancy could be attributed
to the uncertainty in the transition between constant and increased, amplitude-dependent attenuation.
At sensor-sensor distances ≈ 50 mm the exponent β = exp−εx/d ≈ 0.77 is still close to 1, making it
difficult to distinguish the two attenuation regimes. Further measurements at larger distances could
provide more accuracy. At least the order of magnitude is clearly the same for the data presented here
and in [11].

For the coefficient ε (or εs in [11]) the value 0.020±0.005 is found. The coefficient in [11] is clearly
the same, even though the numerical value reported in [11] is wrong. Repeating the fit of (2.4) to the
data shown in Fig. 4 and 5 in [11] yields εs = 0.021±0.05, in agreement with the result of this thesis.
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2. Acoustic Wave Measurements at Low Confinement Pressure

2.6. Conclusion and Outlook

Measurements of acoustic waves in glass bead packings at low confinement pressure p0 from 20 to
400 Pa were conducted in microgravity on-board the Mapheus sounding rocket. A stable packing was
reached at each planned pressure setting and the normal force distribution was found close to isotropic,
in stark contrast to ground-based experiments. The low-amplitude wave-front speed was found to be
independent of amplitude. Its pressure dependence is well approximated by a cp ∝ p1/3

0 law, in con-

trast to the Hertzian prediction of p1/6
0 , known to be valid at high pressure, and the widely-reported

low-pressure behavior ∝ p1/4
0 . However, literature values and the results of this thesis, measured at

much lower pressure can be described by a continuous transition of the exponent from 1/3 to 1/6,
corresponding to a constant logarithmic derivative across at least six orders of magnitude of p0. Qual-
itatively, this is similar to the continous transition found for two-dimensional systems in [18]. In the
future, studies of the contact force law across as many orders of magnitude could lead to insight of the
microscopic mechanism of this transition. However, if stress disorder is the origin of the transition,
as argued in [18], then studies of wave scattering (see chapter 3 of this thesis) could provide valuable
insight. Further sound measurements with additional pressure settings could also make our knowledge
of the pressure dependence more quantitatively accurate. If the accuracy of the pressure control loop
could be increased by a factor of ten, e.g. by using the existing sensor with large surface area instead
or in addition to the average of the smaller sensors, then even a direct test of the cp ∝ p1/2

0 behavior
predicted at p0 ≈ 1 Pa could become feasible with the existing experimental apparatus.

The high-amplitude behavior is found to show shock-like behavior, characterized by rising wave-
front speed with increasing amplitude, at the lowest pressure settings. However, at higher confinement
pressure the results for the largest amplitudes can not be unambiguously interpreted. A drop in wave-
front speed indicates elastic weakening due to the strong acoustic excitation. Further measurements
with different signal shapes could provide insight into possible microscopic changes in the packing
configuration. A new set of signals with different alternating low and high amplitude signals is cur-
rently being tested for use in a future campaign. This would enable us to compare the resemblance of
repeated measurements at different amplitudes to probe the onset of rearrangements in the force-chain
network.

The attenuation of short pulses is mostly well-described by a constant attenuation factor. At the
largest amplitudes the attenuation is found to be stronger. It is well-described by the power-law model
proposed by v.d. Wildenberg et al.

In this chapter, even the behavior of low-amplitude waves was found to be non-trivial. Therefore
elastic waves shall be studied further beyond the effective medium theory, e.g. by taking the effect of
nonlinear contact-forces and disorder as scattering sources into account. In the next chapter this will
be attempted by considering multiple scattering and diffusive transport of elastic waves.
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3. Measurement of Multiple Scattering

3.1. Introduction

The previous chapter was only concerned with measurements of the wavefront, determined by the first
arrival or peak of a sensor signal, as a result of a short pulse-like excitation. The wavefront speed
for low-amplitude elastic waves in jammed granular packings is well-described by Effective Medium
Theory(EMT)[1, 2, 3] in terms of the volume fraction Φ, coordination number Z and confinement
pressure p0 as c ∝ Φ−1/6Z1/3 p1/6

0 if the particles constituting the packing are interacting via Hertzian
contacts. The latter is a good approximation at sufficiently high confinement pressure, whereas for
lower pressure a different pressure dependence c ∝ p1/4

0 arises[4, 5]. In all cases, an effective Jiang-
Liu elasticity[6, 7] describes the wavefront speed in a given pressure range. However, these effective
medium approaches neglect the microscopic structure of the packing and thus can not be entirely ac-
curate. Indeed, apparent discrepancies are found when the full received signal beyond just the first
arrival of the wave is taken into account. Determining the group velocity from either the time-of-flight
as vto f = δx/δ t, taking into account the first arrival after propagation of the distance x, or from the
frequency-derivative of the phase-shift vg = 2πδx/( dφ

d f ), taking into account the entire signal, was
found to yield different results vto f ≈ 280 m/s and vg ≈ 60 m/s [8]. Furthermore, vg was found to be
very sensitive to small bead rearrangements while vto f remained unaffected.

More insight is gained from studying a large ensemble of packings that are independently prepared
with the same preparation protocol at the same volume fraction and confinement pressure, but which
differ microscopically. The average or coherent signal is well-described by EMT and well reproducible,
while the configuration-specific or incoherent contribution of the signal is dominated by larger times of
arrival[9]. After excitation by a short pulse or burst, the received signal is a superposition of a pulse-
like coherent signal and an incoherent signal of much longer duration. The latter is highly irregular
in time but reproducibly measurable for the same packing configuration. The incoherent signal gives
the main contribution to the total signal after the initial coherent pulse has passed, hence it is often
identified with the tail or coda that follows the initial or ballistic signal[10, 11], reminiscent of the long-
duration coda of seismic waves studied in geophysics[12]. For wave measurements at small sample
thickness or source-receiver distance, the coherent and incoherent signals can substantially overlap,
which affects especially the shear wave, which propagates at smaller sound speed than the longitudinal
wave. Thus, a conveniently appearing identification of the ballistic signal with the coherent signal,
and of the coda with the incoherent signal, only applies to sufficiently large systems where the two
are clearly separated in time. It is also interesting to note that the ballistic signal, often found to be
dominated by low frequencies even after excitation with a high frequency burst, results from nonlinear
demodulation within the first layers of beads close to the source, instead of being generated directly
from the excitation source itself[11].

The highly irregular but reproducible configuration specific nature of the incoherent signal along
with its long duration, compared to the excitation signal and to the coherent signal, suggests that it
results from the interference of waves propagating through the packing along various paths of different
length, possibly involving multiple reflections until it is dissipated by inelastic absorption[9]. Increas-
ing the surface area of the receiving sensor relative to the bead size results in a suppressed incoherent
signal in favor of the coherent signal[9], similar to the effect that ensemble averaging has on the signal.
The incoherent signal thus seems to probe the random inhomogeneities in the granular elastic medium
analogous to how optical speckle patterns probe optical (dielectric) inhomogeneities[13]. This be-
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3. Measurement of Multiple Scattering

havior can be treated as multiple scattering in a random (but still continuous) medium [14], which has
been studied for many different types of waves (acoustic, elastic, electromagnetic, quantum-mechanical
wave functions of electrons in solids)[15, 16, 17, 18, 19, 20].

For the granular packing, the question arises, what is the medium and what are the inhomogeneities
acting as scatterers, as the measured sound wave is not transmitted by an interstitial homogeneous
medium but by the particles, such as glass beads, which constitute the packing, and the force-carrying
contacts through which they are interacting with each-other. Different types of disorder in the form
of random distributions of particle positions, bead diameter, elastic modulus and density of the beads
are possible, which could give rise to inhomogeneous terms added to an otherwise homogeneous wave
equation. Inhomogeneities of a larger length scale are known as the force-chains, linear but branched
structures consisting of the force-carrying contacts between beads that are established under applied
stress[21, 22, 23], which are thought to provide preferred paths for sound propagation, as implied by
stress-optical experiments [24]. Studies on the influence of disorder on sound propagation were al-
ready conducted in two-dimensional systems, where the force-chains were directly observable with
stress-optical methods [25, 26], however, only the coherent signal was measured. Measurements of
multiply scattered waves in packings of such stress-birefringent particles tend to be severely obstructed
by absorption from viscoelastic damping in the particle material[24] (as I have also found in various
experimental attempts). For large three-dimensional packings the force-chains are not yet directly re-
solvable in experiments, although some initial developments have been made [27]. Three-dimensional
packings have been studied in simulations [28] where the effect of disorder on dispersion and attenu-
ation, resulting in the packing acting as a low-pass filter, was shown. In experiments, the microscopic
configuration of a packing is not known, thus one must rely on the sound measurements to extract the
moments or correlation functions of the random distribution that leads to the multiply scattered wave.
In appendix E.2 the dependence of the scattering mean free path `s on `c is illustrated by explicit cal-
culation for the simplest examples. The correlation length can then be compared to the micro- and
mesoscopic length-scales of the packing such as bead diameter and force-chain correlation length.

Measurements of the incoherent intensity of elastic waves in the diffusive limit showed that the
transport mean free path `T ≈ d is close to the bead diameter[10, 29], implying the correlation length
of the elastic medium is much shorter than the correlation length of force-chains. These experiments
were conducted in three-dimensional glass bead packings at high confinement pressure p0 ∝ 100 kPa at
small wavelengths, comparable to the bead diameter, such that k ·d ≈ 2.9, and sufficiently large sample
size L� `s of many scattering mean free paths, ensuring randomization of the phase and equiparti-
tion of energy in all (but predominantly shear) modes. This is in contrast to what could have been
expected based on the experiments with monolayers of stress-birefringent particles that showed sound
propagation predominantly along the force-chains[24]. The question arises how general this result is,
or if and how the correlation length of the elastic medium and the transport and scattering mean free
paths depend on experimentally accessible properties of the packing (or ensembles of macroscopically
equivalent packing configurations). For example, it is known that the correlation length of the force
chains increases when the packing is sheared or put under anisotropic load[30], suggesting a similar
increase in the correlation length of the elastic medium, which could be probed by sound measure-
ments. Another interesting case arises for packings at low confinement pressure. Simulations show
diverging correlation lengths when the unjamming transition is approached[31, 32]. In this chapter,
measurements of the transport mean free path (section 3.3) and the scattering mean free path (section
3.4) at low confinement pressure ∝ 1 kPa are shown.

As mentioned above, the incoherent signal is sensitive to microscopic changes in the packing config-
uration and conversely thus may be used to experimentally probe reversible and irreversible rearrange-
ments. Strong excitation may lead compaction of the packing and elastic strengthening, or to buckling,
slipping and loosening of the bead packing resulting in elastic weakening[33], affecting the coordina-
tion number Z. While the latter is not directly accessible in experiments, it influences the sound speed
according to EMT as c ∝ Z1/3, which is extracted from measurement of the coherent signal. The in-
coherent signal provides evidence of the rearrangements in the from a drop of a resemblance function
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according to Eq. (3.1) measuring the similarity of successively measured signals[33]. In appendix A
such an analysis is shown for the sound measurements in microgravity from chapter 2, but the incoher-
ent signal was not strong enough to provide meaningful results, except when the packing configuration
was intentionally changed by repeating the packing preparation.

Γi,i+1(τ) =
Ci,i+1(τ)√

Ci,i(0) ·Ci+1,i+1(0)
with Ci, j(τ) =

∫
xi(t) · x j(t + τ)dt (3.1)

In section 3.5 of this chapter, other methods of potential use for extracting evidence for microscopic
rearrangements from sound measurements are tested which rely on extracting the impulse-response
relating the excitation signal and the measured sound signal. When the full duration of the signal
is taken into account and a large-bandwidth excitation signal is used, the received signal is mostly
incoherent and thus affected by multiple-scattering. Using the signal-processing technique of section
2.3.5 in a different experimental setup that allows for higher confinement pressure and less inelastic
absorption than the Grascha 2 apparatus of chapter 2, wave-focussing after inverse-filtering or time-
reversal is measured. The peak of the focussed wave drops for repeated measurements under tapping.
Experiments of this type, with time reversal mirros[34] consisting of large arrays of transducers, were
already conducted in granular matter[35]. Here, a much simpler version, involving one two transducers,
is shown to provide similarly robust and sharp focussed peaks.

3.2. Setup Overview

For the multiple-scattering experiments both the apparatus from chapter 2 and a dedicated sample-cell
with adjustable fill height were used. Both experimental setups are described here:

3.2.1. Grascha Setup

The GRASCHA apparatus, as described in section 2.3.2 is used with accelerometers embedded within
the packing at different distances, 33 and 88 mm from the vibrating wall, but at the same height in
the center of the sample-cell, as well as piezos at the wall opposite to the vibrating wall, at 122 mm
distance. The accelerometers have cross-sectional areas of 1 cm x 1 cm in contact with the glass
beads. The piezos have machined aluminium sonotrodes of 10 and 20 mm diameter cross-sectional
area exposed to the granular packing. The large one is mounted at 2/3 of the sample cell height, the
small one at 1/3. The total length of the sample cell of 122 mm is fixed. The transverse dimensions of
15 cm width and 12 cm height are also fixed in good approximation, apart from small adjustments of
the pressure wall position in the range of millimeters.

During the measurements with GRASCHA it became clear that some flexibility regarding the sam-
ple cell length is desirable. Also, the almost cubic geometry of the GRASCHA-cell deviates from the
boundary conditions assumed in section 3.3 because reflections from the side-walls can not be ne-
glected. Finally, beads smaller than 3 mm in diameter are unsuitable as they can get stuck between
moveable parts in the cell, specifically between the pressure wall and the outer cell walls. To overcome
these limitations, another setup solely for manual measurements on ground was built.

3.2.2. 3D-printed Sample Cell

The sample cell is shown in Fig. 3.1. It has a cylindrical geometry of 12 cm diameter and similar
height. The sidewall is made from 3D-printed photo-resin. The bottom plate is a rigid aluminium plate
with circular hole at its center. In the hole, a longitudinal piezo transducer (Olympus VS 103, 15 mm
diameter, center frequency 1 MHz) is mounted. It is possible to lead additional wires through this hole
to enable usage of additional sensors, such as the bender element shown in Fig. 3.2 (Johnson Matthey)
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3. Measurement of Multiple Scattering

to enable measurement or excitation of transversal waves. In this case, the bender is mounted on the
bottom plate beneath the piezo at the center. It protrudes into the packing by 12 mm and is located
off-axis at a radius of 20 mm from the center. The top plate is a circular aluminium plate that loosely
fits into the cylindrical cell so it can be used to close the cell at arbitrary fill height. The plate has
four holes that permit feeding through cables to sensors mounted on the inside of the plate. Usually
another longitudinal piezo (a cheap piezoceramic disk of 25 mm diameter, ca. 2 nF capacitance and
fundamental modes at 105 kHz and 1.8 MHz, supplied by Conrad) is mounted at the center of the
plate. Additionally or alternatively, another bender element is mounted on the plate. Additionally,
accelerometers (Brüel&Kjær 4508-B) can be placed within the packing as shown in Fig. 3.9.

Figure 3.1.: Left: Overview of 3D-printed cylindrical sample cell containing a longitudinal piezo
(Olympus VS 103) mounted at the bottom plate as well as another piezo mounted on the in-
side of the removable top plate. Both bottom and top plates are grounded. The bottom plate
is rigidly mounted on a heavy aluminium structure that is also grounded. Right: Filled and
closed sample cell with steel weight on top for providing adjustable confinement pressure.

Figure 3.2.: Bender Element with wires.

Apart from the sensors, the measurement chain consists of a USB oscilloscope (Picoscope 5442B
series), CCLD preamplifier (Brüel&Kjær 1704-A-002) and a power amplifier (Cosinus HSA 4011, 0 -
1 MHz, 1 Arms, 150 Vp−p) as shown in Fig. 3.3. The oscilloscope contains an arbitrary signal generator
(AWG) that provides any desired excitation signal. The signal from the AWG is amplified by the power
amplifier by up to a factor of 100 in voltage in order to drive any of the piezos. As the piezos have
large impedance in the range of 10 kΩ - 1 MΩ in the relevant frequency range of 1 - 100 kHz in my
experiments, the current consumption is much lower than what the amplifier can provide. For piezos
used as receiver, the piezo impedance is much closer to, but still lower than the input impedance of
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the oscilloscope. Therefore, in principle one can connect them directly to the oscilloscope, as they
approximately act as a voltage source. However, it has proven beneficial to use the preamplifier which
provides an adjustable voltage gain (1, 10 or 100). Then the oscilloscope records the amplified received
signal in up to 4 channels at adjustable resolution and sample rate. Usually 14 bit and 65536 samples
for 200 ms of recording time is chosen which is well suited for the 10 - 50 kHz signals measured
in these experiments here. The grounds of oscilloscope, preamplifier and power-amplifier output are
connected. This ground is also connected to the bottom and top plate of the sample cell as well as to
the aluminium structure on which the cell is mounted.

Figure 3.3.: Left: Power amplifier (Cosinus HSA 4011) to drive the piezos. Right: USB oscilloscope
(Picoscope 5442B) and CCLD preamplifier (Brüel&Kjær 1704-A-002) for piezos and ac-
celerometers. Also a small, convenient keyboard was used next to the experimental setup.

3.3. Incoherent Intensity Pro�le

In this section the transport mean free path `T for elastic waves in glass bead packings is determined
from the incoherent intensity profile ofdiffusively scattered waves. Compared to previous measure-
ments in the literature [9, 10, 11] which were conducted at confinement pressure of p0 ∝ 100− 1000
kPa, here p0 ∝ 1 kPa is used, potentially rendering the results sensitive to effects of unjamming such as
to an increase of the correlation length `c of the elastic medium[31, 32] and a resulting increase in `T .

We use the diffusion model (1.128) from section 1.3.4. In the experiments with the cylindrical
sample cell the length 38 < L < 74 mm is always much smaller than the diameter 120 mm whereas
the emitter and receiver are mounted on or close to the symmetry axis of the cell, far away from the
sidewall. Thus we can use the approximation of wave propagation through a slab of infinite transversal
extent. The longitudinal central axis of the cylinder is denoted z, while x and y correspond to the
transversal axes. If a point source at z = x = y = 0 emits a pulsed wave at time t = 0 into a medium
of infinite transversal dimensions and longitudinal size L, the time-dependent intensity of diffusely
scattered waves along the z-axis is given by: [36, 37]

I(t) =−D
∂U
∂ z

∣∣∣∣
z=L

=
e−r2/(4Dt)e−t/τa

2πL2t

∞

∑
n=1

Ane−Dβ 2
n t/L2

(3.2)

Here r =
√

x2 + y2 and D = 1
3 vT `T is the diffusion coefficient. We also have to include the inelastic

absorption time τa = Q/(2π f ). The extrapolation length z0 is well approximated by `T for diffusive
scattering in the slab geometry[38]. The coefficients An that arise from the boundary conditions are[37]:
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3. Measurement of Multiple Scattering

An =
βn (βnKsin(βnz/L)− cos(βnz/L))(sin(βnz0/L)+βnKcos(βnz0/L))

1+2K +β 2
n K2 (3.3)

Here the βn satisfy the transcendental equation

tan(βn) =
2βnK

β 2
n K2−1

(3.4)

where K depends on the reflection coefficient R of the top and bottom boundaries:

K =
2`T

L
1+R
1−R

(3.5)

R is determined by the acoustic impedance mismatch of the top/bottom plates and the granular
medium as well as the angle of incidence. The aluminium plates have a density of 2700kg/m3 and a
sound speed of 6400m/s (longitudinal)[39], therefore the impedance is ZAl = c ·ρ = 17 ·106 Rayl. In
the granular medium, as prepared in these experiments here, longitudinal sound speeds around 350m/s
were measured. Here packings of d = 4mm glass spheres of volume fractions φ ≈ 0.66 were prepared.
The glass density, as measured for the spheres used here, is 2519kg/m3. Then the granular acoustic
impedance is ZG ≈ 0.58 ·106 Rayl. Thus we can estimate the reflectivity at normal incidence as:

R =

∣∣∣∣ZAl −ZG

ZAl +ZG

∣∣∣∣2 ≈ 0.87 (3.6)

For a nonzero angle of incidence R will be even larger. For multiply scattered waves the angle of
incidence will be randomly distributed. Thus the average reflectivity will be close to 1, which we now
insert in (3.5) thus taking the limit K→ ∞. Then (3.4) is solved by β0 = 0, β1 → 0 and βn → nπ for
n > 1. Then the resulting intensity is:

I(z, t) =
e−r2/(4Dt)e−t/τa

2πL2t

∞

∑
n=1

cos(nπz0/L)sin(nπz/L)e−Dt(nπ/L)2
(3.7)

After convolution with the applied excitation signal intensity, this expression can be fitted to the
measured incoherent intensity at a detector at position z = L as used in the cylindrical sample cell. In
case of similar measurements using the GRASCHA apparatus we have to use slightly different bound-
ary conditions. First of all, the emitter covers the entire cross-sectional area of the cell, resulting in
plane-wave excitation. Therefore we have to integrate (3.7) over the x-y-plane. Second of all, for mea-
surements with the accelerometers embedded into the packing, we have to insert their known positions
at z = 33mm or z = 88mm. The resulting intensity is given by:

I(z, t) =
νeU0

2L
e−t/τa

∞

∑
n=0

1
δn

cos
(nπz

L

)
cos
(

nπ`T

L

)
e−tD(nπ/L)2

(3.8)

Again, the a convolution with the excitation pulse is applied (numerically) before fitting.
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3.3. Incoherent Intensity Profile

3.3.1. Measurement Procedure with Grascha

The cell was filled with glass beads and closed. Then alternating high and low pressure settings were
applied and several sound measurements taken using the command-line interface in order to find the
most suitable measurement parameters. Depending on the amount of granular material in the cell dif-
ferent minimum and maximum pressures were found attainable, thus the pressure settings for the actual
measurement campaign had to be adjusted accordingly. For the oscilloscope and signal generator sim-
ilar fine tuning was done whenever a new signal type was used. For example, as the frequency was
increased, the attenuation in the granular medium as well as the limited bandwidth of the voice-coil
became more apparent and needed to be compensated by adjusting the preamplifier gain and oscillo-
scope ranges as well as the signal generator output voltage. Another concern was the pulse duration.
As the received intensity profile is the convolution of (3.8) with the pulse intensity, the pulse duration
had to be kept as short as reasonably possible while still providing a well-defined center frequency.
Here, not only the desired excitation signal has to be taken into account, but also the response of the
voice-coil and its driving electronics. A systematic way to suppress any artifacts from this response
such as extended ringing due to its fundamental frequency of 20 kHz was the method of inverse filter-
ing as described in section 2.3.5. Attempts to fine-tune the parameters for inverse filtering often took
several hours of heuristic work. Oftentimes the inverse filtering was omitted as the "raw" signal was
deemed good enough.

Once the measurement parameters were fixed, they were used in a fully automated campaign which
was defined in few configuration files. In each campaign the pressure was readjusted to alternate be-
tween a low setting, typically at 500 Pa, and a high setting, typically at 900 Pa. These values correspond
to normal forces acting on sensors in a side wall. It must be noted that in control measurements with
different orientation of the sample cell a highly anisotropic force distribution was found with vertical
forces about twice as high as horizontal forces. Also a Janssen effect[40, 41] was found, reducing the
effective weight on the bottom of the cell by about 27%.

To prepare the packing for sound measurements the protocol described in section 2.3.3 was applied
twice to ensure a stable packing. Then a series of measurements of identical tone-burst pulses was
performed. Usually 16 repetitions were recorded to provide a means of averaging out noise artifacts
from the electronics or random mechanical vibrations. Any incoherent signal resulting from such
artifacts would be averaged out, while the random but deterministic scattering signal for one given
packing configuration would remain. Then an effectively new packing was prepared by changing the
pressure setting by applying the preparation protocol, again, twice. By alternating between high and
low pressures it was attempted to change the packing configuration as violently as possible without
the need of manual intervention involving opening and refilling the sample cell. 64 configurations per
pressure setting were prepared, or 128 in total. Such a campaign lasted typically one hour. Afterwards
the settings could be changed or the sample cell could be refilled in preparation of a new campaign.
Usually two or three campaigns were run per day where different particle sizes were used, including
monodisperse 3, 4 and 10 mm spheres and bidisperse mixtures. Signal types were 3 - 5 cycle Gaussian
tone-bursts of 4 - 30 kHz center frequency.

An alternative measurement protocol consisted of a series of 20 or 40 tone-bursts of increasing
center frequency from 2 to 11 kHz or from 10 to 29 kHz separated by 5 ms intervals between bursts.
The series was implemented as a single waveform that was sent to the signal generator. Such a series
was measured 16 times for each configuration. Again, 64 configurations were prepared per pressure
setting or 128 in total. The advantage was that here many frequencies were measured in one campaign
within one hour instead of 20 or 40. The disadvantage is that the oscilloscope and other device settings
had to be a compromise suitable for the entire frequency range. Also, in hindsight, the interval between
pulses should have been extended to at least 10 ms if not 20 ms to avoid any residual vibrations in
any interval resulting from excitation during the previous interval. For such increased interval lengths
it would be necessary to split the series into several waveforms as the signal generator resolution is
limited. But even with the 5 ms interval the main part of each signal was still mostly cleanly measured
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with low frequency ringing present mostly after the low frequency excitation signals.
The data analysis was performed mainly with the tool QUICK described in the appendixC. Addition-

ally, an averaging tool was written. The overall analysis was organized in a Makefile, where the targets
correspond to the various stages of the analysis. The dependency handling via Makefile provided a great
amount of automation without which any meaningful analysis would be practically impossible. The
individual stages were implemented in shell-scripts. First, preprocessing of the recorded waveforms
was necessary i.e. conversion from the GRASCHA 2 oscilloscope file-format to the generic QUICK file-
format, DC-removal, resampling or downsampling and bandpass-filtering and/or white-noise removal
via Gaussian smoothing. Then averaging over all waveforms for each configuration was performed to
get rid of electronic or other noise that could otherwise be mistaken for an incoherent signal. Then
the average waveform over all configurations was calculated. This average signal which represents the
coherent wave was then subtracted from each configuration-specific waveform. Then the intensity was
calculated for each subtracted waveform. Finally, the average over all these intensities was calculated.
The analysis includes all four oscilloscope channels, usually corresponding to two accelerometers and
two piezos.

It shall be noted that in early versions of the experiment the trigger point of the oscilloscope was
unreliable, especially when the protocol with a series of many bursts in each waveform was used. In
an attempt to correct the resulting time offsets between waveforms the following method was imple-
mented: the first waveform was picked as a reference to which the time-shift of each of the remaining
waveforms was estimated. This was done by finding the highest peak of the cross-correlation using
the full duration of the waveforms. Each waveform was then time-shifted back accordingly. Then
a 2 - 50 kHz bandpass filter was applied to remove any noise outside the relevant bandwidth of the
measurement. Then a small region-of-interest containing only the first few oscillation cycles of one
burst was selected as only the beginning of the signal can be meaningfully compared between different
configurations. Within this region-of-interest the cross-correlation was calculated to get an estimate
for the remaining time-shift according to which each waveform was then shifted back. While this
procedure worked in general, the precise result was found to depend on the parameters for preprocess-
ing such as filter frequencies, Gaussian kernel width and the selection of the region-of-interest for the
cross-correlation. A visual comparison of random selections of waveforms often showed remaining
time-shifts of several waveforms. It was concluded that no unambiguous way of finding the correct
preprocessing parameters for removing all time-shifts can be found, rather all measurements had to be
redone. Eventually better trigger settings were found such that the excitation signal from the AWG as
detected in the external trigger channel could be used. The result was a reliable trigger point with µs
accuracy i.e. practically no time-shift within the accuracy of these measurements presented here.

3.3.2. Measurement Procedure with 3D-printed Cell

The cell was filled with glass beads and closed. From the fill height and the total weight of the glass
beads the volume fraction was obtained. In this initial state no transmission of high frequency sound
in the range of several 10 kHz was possible, even after adding a steel weight on the top plate to add
confinement pressure. To prepare a packing for sound measurements manual force was exerted on
the top plate for 5 seconds in addition to the force from the steel weight. This resulted in a packing of
much higher transmission of low frequency waves of few kHz but rapidly repeated sound measurements
showed strong fluctuations between successive measurements. At this point tapping was applied to the
packing by repeatedly knocking on the aluminium structure. As a result, the received sound signals
began to look increasingly similar, including the high frequency part. Finally, a series of high frequency
pulses, as used for the proper measurement, was transmitted until the received signals looked identical,
which was used as criterion for a stable packing. This was often reached after 30 pulses but sometimes
not even after 60, in which case a completely new packing was prepared.

The excitation signals were usually 1 - 3 cycle bursts of 20 - 60 kHz center frequency. Then the
received signals at the longitudinal piezo showed a leading low frequency pulse followed by a high
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frequency signal. The leading pulse amplitude was found roughly proportional to the squared excitation
amplitude, suggesting it results from nonlinear demodulation. As it was always the earliest arriving part
of the signal it can be assumed the demodulated pulse is a P-wave, independent of whether a bender
or longitudinal piezo was used for excitation. Given the assumption that this demodulated wave was
emitted within few layers of beads close to the emitting piezo or bender, as demodulation from layers
far away from the emitter carry random phases and thus are expected to interfere destructively, it can
be assumed to have travelled the linear distance between emitter and receiver. Then its time of arrival
can be used to determine the longitudinal speed of sound in the packing. This time of arrival was used
as criterion for ’equivalently’ prepared packings, as all macroscopic properties (φ , p0, cp and thus Z)
were the same for all packings prepared this way.

The time of arrival of the high frequency part of the received signal at the bender element was used
to determine the S-wave speed of sound. This measurement was highly inaccurate compared to the
measurement of the demodulated wave as the high frequency signal was much more spread out in time
with no clear leading edge. Comparison of the received signal with the time-shifted 3-cycle excitation
signal shows it is roughly consistent with cs ≈ 1√

3
cp in all cases. Therefore it is assumed that the

measurement using the bender element is mostly sensitive to S-waves.

For each packing a series of 32 identical tone-burst measurements was conducted. Then a new
packing was prepared by opening the sample cell, manually stirring the beads in the cell, closing it
and repeating the above mentioned procedure. For each type of packing characterized by fill height,
confinement pressure and bead diameter 16 configurations were prepared and measured which took
about one hour.

3.3.3. Results from Grascha

The measurements shown here were taken at a pressure setting that resulted in 200 Pa at the uppermost
sensor and 1200 Pa at the lowest sensor in the sidewall.

In Fig. 3.4 a typical raw signal is shown, along with the square-root of the average incoherent
intensity, in this case after excitation with a 12 kHz tone-burst. In Fig. 3.5 the intensity profiles for
both accelerometers along with the diffusion fit according to Eq. (3.8) using the known accelerometer
positions is shown. The absorption is very high with Q ≈ 30, limiting the signal duration to 3 - 4 ms,
at which point the signal becomes comparable to the noise. The diffusion coefficient D is fitted to 0.77
m2/s. To get an estimate of the transport mean free path `T , first the transport velocity vT is needed,
which is estimated by the shear wave speed, as is appropriate in the diffusion limit. However, in these
measurements only the longitudinal sound speed is obtained from the ballistic signal. Here we estimate
cs ≈ cp/

√
3, according to the approximate ratio found at similar pressure with the same glass beads

in the cylindrical sample-cell, and get 144 m/s. Then, `T ≈ 3D/vT ≈ 5d is found. Similar results are
found for other center-frquencies.
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Figure 3.4.: Raw signal of transmitted tone-burst (green) and square-root of averaged incoherent in-
tensity of 64 configurations is shown here. Taken from [42].
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Figure 3.5.: Incoherent intensity after 4 cycle tone-burst at 12 kHz measured on ground with GRASCHA.
The intensity was averaged over 64 configurations after subtraction of the average signal.
Results from the close (violet) and far (green) accelerometer within the packing are shown
as well as the fit to the diffusion model (3.8) with z = the position of each accelerometer.
The fit gives D = 0.77 m2/s and Q = 30. Taken from [42].

3.3.4. Results from 3D-printed Cell

First, it should be noted that the pressure in these experiments is higher and more well-defined than in
the GRASCHA setup. Due to the steel weight on top, the minimum pressure is limited to 1.4 kPa. The
maximum pressure, as estimated from the mass of the glass bead packing and the weight, is between 2.0
and 2.7 kPa. From this estimate, an unknown fraction has to be subtracted due to the Janssen effect, but
as the beads are the same as in the GRASCHA experiments, where the Janssen effect contributed≈ 27%,
it can be assumed to be a similar but likely smaller contribution, since the cylindrical sample-cell has a
larger aspect-ratio. As expected based on this higher pressure, a larger sound speed is determined from
the ballistic signals around ≈ 350 m/s for all fill heights.
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In Fig. 3.6 the average incoherent intensity is shown together with the fitted diffusion profile for two
different sets of measurements in terms of fill height and center-frequency. For a summary of different
fill heights, the intensity profiles for 38 - 75 mm are shown in Fig. 3.7. In all cases, the transport mean
free path is found between 1.55 and 1.8 particle diameters and the quality factor is between 65 and 80.
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Figure 3.7.: Incoherent Intensity for different sample thicknesses from 38 to 75 mm. For each thickness
results for the average intensity of 16 configurations after subtraction of the average signal
are shown for measurements using the bender element. As the thickness increases, the
intensity peak broadens and shifts to later times but the diffusion coefficient stays almost
constant. The transport mean free path `T is found within 1.55 - 1.80 particle diameters
and Q is fitted to 65 - 80.

3.3.5. Discussion

The results for `T from various sample thicknesses and frequencies as measured in the printed cell are
all very similar. The GRASCHA-Result shows more absorption and 2.5 times larger `T . In all cases
Q is much lower than literature values measured at several 100 times larger pressure[10, 29] and `T is
almost twice as large in the printed cell and five times as large in the GRASCHA setup than in [10, 29],
where `T ≈ d. This large transport mean free path could be the result of anisotropy from the hydrostatic
gradient, leading to a large correlation length similar to what was found in two-dimensional packings of
stress-birefringent particles [30]. While the hydrostatic gradient is negligible at the large pressures used
in [10, 29], it leads to a large pressure difference in the experiments shown here, most significantly in
the GRASCHA cell due to the lack of a weight on top. The low pressure itself could also be responsible,
as the packing is closer to the jamming point than in the high pressure experiments reported in the
literature, which is thought to be related to an increase in the correlation length[31, 32]. Those two
proposed sources for large correlation lengths can not be distinguished here.

3.4. Coherent Attenuation

Due to multiple scattering at random disorder, the ensemble-averaged Green’s function (1.72) contains
a self-energy term which leads to dispersion and attenuation. Under the assumption that the coher-
ent signal is attenuated mainly by scattering instead of inelastic absorption, its attenuation length can
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be used to estimate the scattering mean free path `s. For this purpose, frequency-dependent sound
transmission is measured here in glass bead packings within the cylindrical sample-cell.

3.4.1. Procedure

To get an estimate of the effective transfer function in the far field, measurements at two large sample
thicknesses, 47 and 70 mm, were conducted that were chosen such that for the largest thickness it
was still possible to receive a high frequency signal that could be distinguished from noise. For each
thickness 16 packings were prepared with the procedure as in section 3.3.2. The excitation signal for
the sound measurements was an exponential chirp ranging from 5 - 80 kHz, covering more than the
entire passband. According to the power density spectrum of the received signals, a cutoff frequency
at about 50 kHz was found for all packings. For each configuration 32 waveforms were recorded. As
always, the analysis was conducted with QUICK.

To probe the coherent wave only, the analysis conducted here uses only the average of all waveforms
for a given thickness. After averaging, two different methods of extracting the transfer function were
used. In the first method, for each sample thickness L1 = 47 mm and L2 = 75 mm the impulse response
hL(t) satisfying yL(t) = (x∗h)(t) for the known excitation signal x(t) and the measured coherent signal
yL(t) was calculated numerically by and FFT-based inverse convolution. Then, for both hL1 (t) and
hL2 (t), a region of interest of few milliseconds starting at t = 0 was selected to remove potential arti-
facts from anti-causal contributions or reflected waves. Then the ratio of intensities at L1 and L2 was
calculated as the power-density of the impulse response h(t) defined by yL2 (t) = (yL1 ∗ h)(t), where
h(t) was calculated by inverse convolution of hL2 (t) with hL1 (t). Written in the Fourier domain this is
equivalent to:

H(ω) =
IL2 (ω)

IL1

=
HL2 (ω)

HL1 (ω)
=

(
YL2 (ω)

X(ω)

)
/

(
YL1 (ω)

X(ω)

)
(3.9)

Then, using Lamber-Beer’s law, the scattering mean free path is given by:

`s =−
L2−L1

log(|H(ω)|2
(3.10)

In second method, the analysis was done in the time domain. The measured coherent signals were
decomposed into 1024 sine and cosine components at frequencies up to 80 kHz as s(ω)=

∫ t+T
t y(t+t ′) ·

sin(ωt ′)dt ′/
∫ T

0 sin(ωt ′)dt ′ and analogously for the cosine. Here, the signal was divided into periods
of duration T containing a full sine/cosine period of angular frequency ω , then the average over all
periods was taken for the final result. At each frequency the signal amplitude was determined from the
sine and cosine components. The scattering mean free path was then obtained as in Eq. (3.10) but from
the amplitude ratio substituted for H(ω).

3.4.2. Result from 3D-printed Cell

In Fig. 3.8 the scattering mean free path is shown, as obtained from the chirp measurements in the
3D-printed cell. The results from both methods agree well with each other, despite each being sensitive
to different types of artifacts. In the frequency range up to 50 kHz, where clear sound signals were still
received, `s is found between one and two particle diameters.
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Figure 3.8.: Scattering mean free path obtained from attenuation of coherent wave. The excitation sig-
nal was a 5 - 80 kHz exponential chirp. At ca. 50 kHz the cutoff frequency limits the
accessible measurement range. Results from lock-in method (violet crosses) and transfer
function method (green crosses) after averaging over 16 configurations are shown in com-
parison with the result from incoherent scattering measurements(center dashed line) from
section 3.3.4. For reference, the bead diameter d and 2 · d is also shown (top and bottom
dashed lines).

3.4.3. Discussion

The obtained scattering mean free path d < `s < 2d is similar to the transport mean free path 1.55d <
`T ≈< 1.80d obtained from the incoherent intensity in the previous section, suggesting they can be
identified with each-other. Although inelastic absorption was found to severely limit the duration of
the incoherent signal in the previous section, with τa ≈ 0.2 ms, the time-of-flight between 47 and 75 mm
is even smaller at the longitudinal ballistic wavefront speed 380 m/s, making it plausible that scattering
still dominates the attenuation in this measurement. The result is consistent with the treatment of
multiple scattering in section 1.3.4.

3.5. Wave Focussing and Time Reversal

3.5.1. Introduction

If one tries to focus a travelling wave of center frequency ω = 2πc/λ on a point at distance L from
the source then due to diffraction the focal spot is limited to a minimum width ≈ λL/a where a is the
aperture of the source. In a inhomogeneous medium multiple scattering leads to an increased resolution
i.e. it gives rise to an effective aperture ae > a [43]. Experiments with time reversal mirrors[35]
consisting of arrays of transducers that measure the elastic wave resulting from excitation with a point-
like source, electronically i.e. numerically reverse the recorded signals in time and transmit it back,
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found a finer focal spot of the refocussed wave when the full signal, including the long-duration coda,
was used. It was demonstrated, that for a given granular packing configuration, the focussed signal
was reproducible until deviations were found when the amplitude was increased such that microscopic
rearrangements in the packing were triggered. The measurement of such focussed waves thus appears
to be a promising diagnotic method to probe the time-evolution of granular matter under excitation. In
this section, simple versions of similar wave focussing techniques based on only a pair of transducers
are tested.

3.5.2. Setup Overview

As in the previous measurements using the 3D-printed sample cell, usually one longitudinal piezo or
bender was used as emitter, while one piezo or bender was used as receiver. Both were mounted on the
central axis of the cell on the top and bottom plate, facing each other directly.

As can be seen in Fig. 3.9 sometimes accelerometers were used as receivers as alternative to the oth-
erwise used configuration with a longitudinal piezo and a bender element at the bottom of the sample-
cell. The accelerometers were placed in the packing within close proximity to check if after inverse
filtering a focussed signal could be obtained at one but not the neighboring sensor. This indeed worked
even for the smallest obtainable sensor-sensor distance (ca. one bead in between).

All signal processing, as described in section 2.3.5, was done with the tool QUICK which is descibed
in appendix C.

Figure 3.9.: Accelerometers (Brüel&Kjær 4508-B) placed in glass bead packing within close proximity
to each-other. In the experiments even closer proximity was used while still being able to
focus the signal at one of the two sensors.

3.5.3. Focussing in Air and in Granular Matter

The measurement took place in two steps. First, a probe signal was recorded from which the impulse
response, relating the received sound signal to the excitation signal, was determined according to Eq.
(2.12). Then the original excitation signal, a short sinusoidal burst, was inversely convolved with this
impulse response and the result, a signal of much longer duration and of irregular structure in time, was
transmitted. It was found to be feasible and convenient to combine the two calculations into one step,
as is implemented in QUCK.

In Fig. 3.10 the probe signal is shown for two packing configurations illustrating the effect of
tapping.
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Figure 3.10.: Probe Signal. Top: Excitation signal. Center and bottom: received signal after propaga-
tion through glass bead packing shown for two different configurations. The exact shape
of the highly fluctuating signal is configuration dependent as it changes after tapping.

A comparison of wave focussing in air and in granular matter is immediately feasible as both air
and the packings of 4 mm glass beads at ≈ 2 kPa exhibit nearly the same longitudinal speed of sound
around ≈ 330 and ≈ 380 m/s. In both cases, a single cycle sine at 20 kHz was used as probe signal. In
Fig. 3.11 the resulting focussed signal after propagation in air vs. granular matter is shown.
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Figure 3.11.: Received signal at accelerometer within the sample cell after inverse filtering of excitation
signal. Results are shown for the empty i.e. air-filled sample cell (top) and the full cell
containing a packing of glass beads of diameter 4 mm (top). In both cases, the same probe
signal was used. Direct comparison of the focussed signal shows increased temporal
resolution and higher contrast for the result in granular matter compared to air.

3.5.4. Evolution under Tapping

In Fig. 3.12 the resulting focussed signal after wave propagation through the glass bead packing is
shown for repeated measurements during tapping. After many tapping hits (or one very violent hit) the
focussed pulse is lost. To regain it, a new probe signal must be measured and the inverse filtering must
be repeated.

88
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-1

-0.5

 0

 0.5

 1

-1  0  1  2  3  4  5
Am

pl
itu

de
 [a

.u
.]

Time [ms]

after 0 tapping hits

-1

-0.5

 0

 0.5

 1

-1  0  1  2  3  4  5

Am
pl

itu
de

 [a
.u

.]

Time [ms]

after 5 tapping hits

-1

-0.5

 0

 0.5

 1

-1  0  1  2  3  4  5

Am
pl

itu
de

 [a
.u

.]

Time [ms]

after 15 tapping hits

-1

-0.5

 0

 0.5

 1

-1  0  1  2  3  4  5

Am
pl

itu
de

 [a
.u

.]

Time [ms]

after 30 tapping hits

Figure 3.12.: Received signal at accelerometer within granular packing after repeated tapping. For
the same inverse filtered excitation signal the focussed signal gets progressively weaker
compared to the fluctuating background and is eventually lost. Similarly, a single violent
tapping hit leads to loss of focus (not shown here).

3.5.5. Time Reversal

In the first step of the measurement a short probe signal, specifically a single cycle 30 kHz sine, was
transmitted by the first transducer. The received signal at the second transducer was time-reversed
and filtered to remove noise from electrical interference and transmitted back from the second trans-
ducer. The first transducer, this time acting as receiver, recorded a focussed signal resembling the
time-reversed original probe signal, as shown in Fig. 3.13. Similar to the focussed pulse after inverse
filtering shown in Fig. 3.12 it was also found to get progressively weaker under repeated or strong
tapping and can then only be restored after measuring a new probe signal.
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Figure 3.13.: Time reversal experiment. From top to bottom: original excitation signal, received probe
signal, numerically calculated time-reversed probe signal, received signal after exchang-
ing emitter and receiver using the time-reversed probe signal as new excitation signal.
The received signal after propagation through the disordered glass bead packing (bot-
tom) closely resembles the time-reversed original excitation signal. It is highly symmetric
around t = 0.

3.5.6. Discussion

The direct comparison of temporal resolution for the focussed pulse after inverse filtering of the exci-
tation signal shows a smaller focal width by a factor of ca. 3. This is consistent with an increase of the
effective aperture due to multiple scattering in granular matter. The focussed signals are found sensitive
to external perturbations such as tapping, but more detailed studies of the amplitude dependence are
necessary.
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3.6. Conclusion and Outlook

The transport mean free path `T was determined from the average incoherent intensity. In the measur-
ments in the cylindrical sample-cell at p0 ≈ 1.8 kPa `T is found between one and two bead diameters.
This resuts is in well agreement with the scattering mean free path `s obtained from the attenuation of
the coherent signal in the same experimental setup, suggesting `T ≈ `s. Measurements of the incoher-
ent intensity with the GRASCHA 2 apparatus, at p0 ≈ 1 kPa but at a much larger pressure gradient show
`T close to five bead diameters. In all cases `T is considerable larger than reported previously[10, 29]
which could be explained by either stress anisotropy, leading to a large correlation length `c of the
elastic medium[30] or by a similar increase of `c due to unjamming[? 32]. To investigate this fur-
ther, studies of the force distribution using stress-birefringent particles combined with sound measure-
ments similar to [24] could in principle provide insight. However, with currently available materials
the inelastic absorption due to viscoelastic damping severly limits measurements of multiply-scattered
waves. For a more accurate analysis of the sound measurements themselves, theoretical treatments
need to be developed that include anisotropy and finite correlation lengths. Such a treatment could pos-
sibly be based on the Christoffel equation (1.118) which can easily account for the anisotropy. Finally,
to unambiguosly distinguish the effects of anisotropy from the effects of jamming, experiments in mi-
crogravity should be considered, where arbitrarily low confinement pressure without any hydrostatic
gradient can be reached.

The experiments with wave-focussing after numerically applied inverse filtering or time-reversal
of the excitation signal demonstrate techniques that can be used to probe microscopic changes in the
packing configuration. Further work is necessary to study the width of the focussed peak, which is
related to an effective aperture that results from multiple scattering, and the evolution of peak height
during repeated mechanical excitation or tapping.
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Figure 3.6.: Top: Incoherent intensity after 3 cycles of excitation at center frequency f = 50 kHz after
propagation through L = 50 mm sample thickness of 4 mm glass beads at confinement
pressure 1.6 kPa. The intensity was averaged over 16 configurations after subtraction of
the average signal. Results from the bender element (upper, green line) and the piezo
(lower, violet line) are shown as well as fits of the diffusion model (3.8) with z = L are
shown. The fit gives D = 0.47 m2/s and Q = 75. Bottom: Similar measurement for f = 40
kHz and L = 70 mm sample thickness resulting in D = 0.47 m2/s and Q = 50.
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4. Conclusion and Outlook

In this thesis experiments were conducted to investigate elastic waves in granular packings. The sound
speed at low confinement pressure was measured in the experiment GRASCHA 2[1] on-board the sound-
ing rocket MAPHEUS 8 of DLR launched in 2019. During six minutes of microgravity, mechanically
stable granular packings were prepared at pressure settings from 20 to 400 Pa. The force distribution
was found much more isotropic than on ground. The sound measurements conducted showed wave-
front speeds from 60 to 160 m/s, implying a pressure dependence cp ∝ pν

0 deviating from the literature
value of ν = 1/4 for low pressures[2, 3] but much closer to≈ 1/3 and in stark contrast to the prediction
of EMT, 1/6, based on Hertz-Mindlin contacts[4, 5, 6]. However, in good agreement with measured
values at high pressure in the literature[7] and at low pressure in this work, a continuous increase of the
exponent with pressure described by a constant logarithmic derivative over at least five orders of mag-
nitude was found, qualitatively similar to a previously reported finding in two-dimensional systems[8].
Further work is required to investigate its microscopic origin. Measurements with the GRASCHA ap-
paratus at even lower pressure seem feasible and should be considered. Additionally, studies of the
contact force of glass beads over many orders of magnitude of force could provide insight as well as
studies of the role of disorder close to unjamming.

The results for the high-amplitude behavior show the onset of shock-waves at the lowest pressure
settings. At the highest amplitudes, increased attenuation was found, in accordance with the results
and proposed model in [9]. For the highest pressure settings, no shock-like behavior is found. Instead
a drop in wavefront speed occurs, which might suggest elastic weakening due to the strong vibrations.
Clearly, more data is needed, potentially with different excitation signals.

In ground-based measurements, multiple scattering of elastic waves was investigated at low pressure
≈ 1 kPa, firstly in the GRASCHA sample cell, then in a dedicated new experimental setup. From the
average incoherent sound intensity in packings within the GRASCHA cell, which suffer from a large
hydrostatic gradient, a transport mean free path `T close to five bead diameters was found. Similar
measurements in the dedicated new sample-cell affected by a much weaker gradient resulted in `T ≈ 1.6
- 1.8 bead diameters. In the same setup, attenuation of the coherent wave was measured to extract the
scattering mean free path `s which was found in the same range. In contrast to literature results[10, 11],
where `T ≈ 1 diameter, suggesting vanishing correlation length, the present results suggest a finite
long correlation length which could be due to anisotropy[12] or to unjamming[13] due to the low
pressure. Further work is necessary to investigate scattering in packings with stress anisotropy, possibly
combined with stress-optical studies of the force-chain network.

Test measurements of wave focussing in granular media by application of inverse-filtering and time
reversal were conducted. The focussed signal was found three times narrower in the granular packing
than in in a air filled cell at the same parameters and similar sound speed, suggesting an increased ef-
fective aperture due multiple scattering. The focussed signals were weakened by tapping and external
perturbation. More detailed studied with varying excitation strength are necessary, but such meth-
ods seem promising for studying microscopic rearrangements of the force-chain network, as found in
previous work[14].

The combined efforts of wave speed measurements, diffusive transport measurements or other forms
of multiple scattering measurements, stress-optical measurements and simulations could further pro-
vide insight into the effect of disorder, anisotropy and jamming on wave propagation, and the latter
provides insight into elasticity of granular matter in general.

[1]
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A.1. Results from Sound Measurements

Packing Evolution over Time

To examine possible irreversible changes of the packing configuration during repeated acoustic excita-
tion, the resemblance Γi,i+1(0) of successively measured waveforms i and i+1 is analyzed according
to:

Γi,i+1(τ) =
Ci,i+1(τ)√

Ci,i(0) ·Ci+1,i+1(0)
with Ci, j(τ) =

∫
xi(t) · x j(t + τ)dt (A.1)

In Fig. A.1 the resemblance, the wavefront speed for low amplitudes and the confinement pressure
are shown as measured during the six minute microgravity period. The sound measurement was in-
terrupted when three readjustments of the pressure wall were performed. Each time when the sound
measurement resumed, a drop in Γi,i+1 occurred, as expected. Further analysis of the resemblance is
difficult since the signals contained only few kHz bandwidth, which limits the ability to detect any
microscopic rearrangements in the packing, and for the lower pressure settings the attenuation was
high, increasing the effect of noise which reduces the resemblance considerably even if the packing is
unchanged. For further measurements in the future, alternative signal shapes might be considered that
are more suitable to detect small rearrangements in the packing.
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Figure A.1.: Top: Resemblance of successive waveforms according to Eq. (A.1). Center: Low ampli-
tude wavefront speed. Bottom: Confinement pressure vs time. The arrows indicate when
the sound measurement resumed after a short pause due to automatic pressure readjust-
ment. At these points the resemblance drops visibly.

Degree of Coherence

Further measurements were conducted with a 200 ms signal containing 40 tone-bursts with center-
frequencies from 2 - 11 kHz. This signal type was used three times for each pressure setting. Analysis
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A.1. Results from Sound Measurements

of the received signal at the accelerometers shows a drop in transmitted bandwidth as the static pressure
is decreased. To quantify the coherent transmission within the granular packing we use the coherence
function:

C(ω) =
|〈X∗(ω)Y (ω)〉|2

〈X∗(ω)X(ω)〉〈Y ∗(ω)Y (ω)〉
(A.2)

Here X(ω) = F [x(t)] is the Fourier transform of the signal measured by the close accelerometer.
Accordingly, Y (ω) represents the far accelerometer. If the two signals are related by a linear response
then C(ω) is close to 1. For uncorrelated noise or nonlinear distortions C(ω) will be much lower
than 1. To compute the coherence function, the recorded waveform was split into N segments with
50% overlap. The ensemble-averages in (A.2) were calculated over the N segments. The FFT-based
implementation of the algorithm used in the analysis program (see section C) requires N to be a power
of two. To get a good compromise between number of frequency bins and samples, N was chosen to be
64. The result, as shown in Fig. A.2 clearly shows an overall decrease in transmitted bandwidth with
decreasing packing pressure. For the ground test at 1 kPa (determined by the average of the side-wall
force sensors) and for the in-flight measurement at 400 Pa essentially the entire range from 2 - 11 kHz
is transmitted from 33 to 88 mm depth into the packing. As the pressure is lowered towards 20 Pa, only
few narrow frequency ranges seem to be transmitted linearly.
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ground (top) and in microgravity at 400 Pa a linear response is seen for almost the entire
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ing to linear transmission.102



A.1. Results from Sound Measurements

Peak Velocity vs. Peak Acceleration

After integrating the accelerometer signals and comparing the peak amplitudes, an approximately lin-
ear relationship between peak velocity and peak acceleration at the wavefront is found for the entire
amplitude range as shown in Fig. A.3.
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Figure A.4.: Wavefront speed determined from relative threshold of 1/e of each single sensor signal
relative to fixed reference time given by the oscilloscope trigger point on the AWG excita-
tion signal. Shown are results for the accelerometers at 33 and 88 mm distance from the
vibrating wall as well as one of the piezos at 122 mm. For the lowest pressure setting and
the highest amplitude settings an increase of speed with amplitude is found as indicated
by a power-law fit of exponent 1/6 according to the shock-wave model.
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A.2. Raw Signals
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Figure A.5.: Acceleration signal at largest amplitude setting for different static pressures. The piezo
signal amplitude is scaled to units of acceleration for better comparison.
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Figure A.6.: Acceleration signal at second-smallest amplitude setting for different static pressures. The
piezo signal amplitude is scaled to units of acceleration for better comparison.
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Figure A.7.: Velocity in terms of integrated acceleration signal at largest amplitude setting for differ-
ent static pressures. The piezo signal amplitude is scaled to units of acceleration and
integrated for better comparison.
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Velocity at small amplitude
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Figure A.8.: Velocity in terms of integrated acceleration signal at second-smallest amplitude setting for
different static pressures. The piezo signal amplitude is scaled to units of acceleration and
integrated for better comparison.
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Displacement at largest amplitude
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Figure A.9.: Displacement in terms of twice-integrated acceleration signal at largest amplitude setting
for different static pressures. The piezo signal amplitude is scaled to units of acceleration
and integrated twice for better comparison.
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Displacement at small amplitude
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Figure A.10.: Displacement in terms of twice-integrated acceleration signal at second smallest ampli-
tude setting for different static pressures. The piezo signal amplitude is scaled to units of
acceleration and integrated twice for better comparison. No useful displacement signal
is found for the far accelerometer and the piezo due to low-frequency artifacts.

110



B. Overview of Grascha 2 Experiment Software

111



B. Overview of Grascha 2 Experiment Software

B.1. Overview

The Grascha 2 experiment operation and data acquisition is implemented by software on the Intel NUC.
In addition, there is an Arduino Uno microcontroller on which monitoring and adjustment of packing
pressure is implemented. The software running on the NUC is responsible for coordinating the simulta-
neous operation of the oscilloscope (Picoscope 5000 series), the high resolution ADC (Picolog ADC-24)
and the microcontroller as well as the overall measurement campaign consisting of many pressure and
acoustic signal settings.
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Figure B.1.: Schematic diagram of programs running on the NUC and their interactions.

The operating system on the NUC is Open Suse Linux. We make extensive use of its automation,
logging and remote control features through usage of shell scripts, custom-written systemd services,
ssh and a custom written HTTP-server and web-interface. The software is divided into several con-
currently running programs dedicated to specific tasks. They are communicating with one-another via
FIFO-pipes, named pipes, shared memory and TCP-sockets. Bidirectional communication between
NUC and Arduino is implemented via virtual serial port over USB. Remote control and user interac-
tion is possible via LAN connection as long as the Ethernet umbilical cable is attached. The general
software architecture is highly modular in order to simplify maintenance, debugging and development.
In most cases, any program can be recompiled and restarted without affecting the operation of other
programs and the overall measurement campaign. In the most extreme case, a software update is still
feasible minutes before liftoff without interrupting the countdown. The modular design is inherently
failure tolerant i.e. the crash of any program does not affect any other program. Each program is being
continuously monitored and checked for nominal operation by other programs and systemd services.
If non-nominal behavior is detected, an attempt to restore a well-defined state of the program is made.
If this fails, the program is restarted. In case of the Arduino, it is reset by resetting the serial connection
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if necessary. Such error handling takes up to 10 seconds for the Arduino and much less than a second
for most programs on the NUC. At all times the parameters defining the state of the experiment (device
settings, measurement parameters, current state of the campaign) are tracked by Sound-Control and
stored in memory such that in the event of a crash of any programs (including Sound-Control itself)
the state of all affected programs and devices can immediately be restored. This makes the Grascha 2
software suitable for microgravity and long-duration ground-based measurements where user interac-
tion is restricted or not possible.

B.2. Low-Level Programs

B.2.1. Picoscope and Picolog programs

The manufacturer of the oscilloscope and data-logger provides drivers for Linux and documentation
of the API, along with example code in C. Based on the programs ps5000acon for the oscilloscope
and picohrdlcon for the data-logger, command-line programs were prepared that are suitable for
automated measurements. To enable supervision of these programs by sound-control as shown in
Fig. B.1, interprocess-communication had to be implemented for each program.

In order to receive commands, the program reads from a named pipe. Tho provide immediate feed-
back to the sender of such command, indicating whether the command was successfully received, two
shell scripts are used. The first script calls the second script with a list of commands as arguments.
The second script writes these arguments to the named pipe, one-by-one. The write blocks until the
pipe was read by the oscilloscope/data-logger program. If the second script exits within a time limit
of five seconds, then the first script exits normally and writes "OK" to stdout. If the time limit is
exceeded i.e. the write operation is still blocking because the pipe was not entirely read and closed
by the oscilloscope/data-logger program, indicating a problem with the program, then the first script
terminates the second script, exits with an error code and writes "NO RESPONSE" to stdout. The
mechanism can be tested without sound-control by calling the first script from the command-line
with a list of commands as arguments. This also provides a rudimentary keyboard interface to the
oscilloscope/data-logger programs for testing and debugging.

In order to write status and error messages, a form of shared memory is used. Each program writes
its status and error messages to a file in /dev/shm/, which represents a ram-disk or filesystem in
memory. It is not written to the hard-disk, which helps reduce number of read/write operations on the
SSD that would otherwise unnecessarily consume time and wear the SSD down over time. The files are
accessible to other programs. The oscilloscope/data-logger program writes a message to /dev/shm/

and immediately closes the file. The program is then ready to receive new commands from the name
pipe.

The different mechanisms are chosen such that sound-control can at any time send a command
to the oscilloscope/data-logger program and get an immediate confirmation that the command was
received or not. In the latter case sound-control can take measures to handle the problem, otherwise
it can take care of all other programs it has to supervise. On the other hand, the messages sent by the
oscilloscope/data-logger program are not read immediately by sound-control, but at a later time,
when sound-control is ready to receive the message and not busy handling the other programs.

For the oscilloscope program an interface to set up and trigger the signal generator was implemented.
The latter has to be possible during a time when the oscilloscope is armed and waiting for the trigger
or when it is in the process of recording a signal. In a typical sound measurement, first the scope is
armed by a non-blocking call to the API, then the program waits for a call-back to a function that stores
any data received from the scope buffer to disk. During this waiting period, the program waits for one
or many commands from the named pipe to trigger the signal generator upon request. If a waveform
is successfully measured and saved to disk, the program writes a UNIX-timestamp with millisecond
precision to the file header, representing the time when the last trigger for the signal generator was
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sent. For the recorded waveforms, each reading contains the time in nanoseconds and the voltage for
each channel in millivolt (as float).

The data-logger program is operated by starting and stopping a continuously running measurement.
A UNIX-timestamp with millisecond precision is provided for each reading. The channel readings are
converted from counts to millivolts after analog-digital conversion.

B.2.2. Arduino Code

The Arduino Uno microcontroller maintains a virtual serial port through which it communicates with
the NUC. The port remains connected through the entire runtime of the microcontroller code. Closing
the port from the NUC-side resets the microcontroller, which can be done on purpose if the microcon-
troller malfunctions or needs to be re-flashed to update the code. The microcontroller reads commands
from the serial port, such as requests for pressure readjustment to a specific target pressure, or for off-
set calibration. Further possible commands force the microcontroller to continuously report pressure
readings or to continuously readjust the pressure wall position in order to keep the pressure at a specific
value despite external perturbation. It is also possible to change the control loop parameters via com-
mand, such as the maximum acceptable pressure error, maximum number of iterations and minimum
runtime of the linear motor during one iteration of the pressure control loop. The magnets used to shake
the piezos to prevent glass beads from getting stuck between the piezo and the sample cell wall are also
activated and deactivated via command over the serial port.

The nontrivial part of the packing preparation protocol is implemented in the microcontroller code.
Upon command, or when in continuous readjusting mode, the requested pressure is compared with
the actual pressure, determined from the average of the three side-wall force-sensors. If the maximum
allowable error is exceeded or the actual pressure falls below the allowable absolute minimum, then
a readjustment is initiated. Otherwise, the microcontroller refuses to readjust the wall and reports
"ok, pressure reached" to the serial port. The readjustment itself is implemented as described in
section 2.3.3, with an initial over-/undershoot applied to the set pressure and a continuously decreasing
error multiplier. To help the packing reach a stable state, strong vibrations are applied as a form of
tapping. For this purpose, the microcontroller repeatedly sends requests for "hammer hits" over the
serial port, which are then handled by sound-control and the picoscope program.

It is possible to compile the microcontroller code and flash it using only a command-line interface
(via SSH-connection to the NUC) without the Arduino IDE. For this purpose two shell scripts were
written. Before re-flashing, the serial port must be made available by closing any program that uses it
to communicate with the microcontroller (see next section).

B.2.3. Arduino Serial Communication Program

To provide mechanisms for communication between the microcontroller and sound-control analo-
gous to the mechanisms used for the oscilloscope and data-logger programs, a dedicated serial commu-
nications program was implemented in C++. It concurrently reads from the virtual serial port connected
to the microcontroller and writes the result to a file in /dev/shm/ while reading from a named pipe
and writing the result to the serial port.

This program also adds UNIX-timestamps with millisecond precision to each pressure reading re-
ceived from the microcontroller before writing it to /dev/shm/. The timestamp represents the time
when the reading was taken by the microcontroller. It is based on a millisecond timestamp sent by the
microcontroller, which represents the time since the last reset. To relate it to the UNIX-time according
to the system clock of the NUC, a time synchronization is necessary. This is implemented within this
serial communications program, by repeatedly sending requests for single pressure readings to the mi-
crocontroller and measuring the time of request and response to estimate the offset between the NUC

system clock and the microcontroller clock. The synchronization is performed each time the serial
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communications program is restarted and thus the virtual serial port connection to the microcontroller
and the microcontroller itself is reset.

B.3. High-Level Programs

B.3.1. Sound-Control

This program is mainly responsible for coordinating the operation of the programs for the oscilloscope,
data-logger and microcontroller. It keeps track of all device settings at all times. It supervises the
mentioned programs i.e. it ensures they are in a known, well-defined state by checking their status and
responsiveness. If any deviation, crash or unresponsive state occurs, sound-control restores the well-
defined state by sending appropriate commands to the affected program or by restarting it if necessary.
sound-control also acts as an interpreter of high-level commands issued by measurement-monkey,
or by user-input. The program must be run as systemd service. Then, if sound-control itself
crashes, it is automatically restarted. The program is implemented in C++.

Inter-process communication is implemented in three different ways: via /dev/shm, via named pipe
and via FIFO-pipe. Additionally, background processes can be spawned. sound-control reads com-
mands from /dev/shm/grascha.cmd and status messages from the microcontroller, oscilloscope and
data-logger from /dev/shm/arduino.out, /dev/shm/picoscope.out and /dev/shm/picolog.out.
It writes its own status messages to stdout. For errors and major events, such as successful or failed
sound measurements, device reset or the SOE signal, messages are written to /dev/shm/grascha.err.
When sound-control runs as a systemd service, then its output is logged by journald.
sound-control continuously reads messages from the above-mentioned /dev/shm/ files and in-

terprets them. Any incoming commands are written to a list, implemented as a double-ended queue,
from which they are executed one-by-one. Some commands are available that alter the list itself to
facilitate high-priority commands, repetition of previous commands or to abort one or a list of many
measurements. There are high-level commands such as CheckAll, SetPressure and Measure that
automate procedures that consist of many steps involving device-specific low-level commands for mul-
tiple devices (microcontroller, oscilloscope, data-logger) or filesystem operations. Such commands,
are implemented as functions within sound-control. In these functions, often many checks of de-
vice status and readiness with different timeouts are implemented (such as: is the pressure acceptable
for the planned sound-measurement ? is the oscilloscope armed? is the time to send the AWG trig-
ger reached? was the AWG trigger received within a certain time window? etc.). It is possible to
send device-specific low-level commands to sound-control, which then relays them to the appro-
priate device via an external "interpreter". For commands to the microcontroller, the oscilloscope or
the data-logger, the shell-scripts mentioned in the previous sections are called synchronously i.e. the
interpreter script is spawned by sound-control, which keeps a pipe open until the interpreter process
exits. Any status or error message from the interpreter, such as "OK" or "NO RESPONSE" is read by
sound-control through the pipe.

The interpreters for the devices are the scripts mentioned in the previous sections about the programs
for the oscilloscope, data-logger and microcontroller. Commands, intended for these interpreters must
be preceded by the interpreter name, here either picoscope, picolog or arduino. Additionally, the
system shell can be used as an interpreter. It can be used to executes commands either synchronously,
by specifying the interpreter name cmd, which will force sound-control to send the specified com-
mand to the system shell and wait until it returns before continuing with the next command, or by
specifying cmda, which will lead to asynchronous execution i.e. sound-control will not wait but
immediately continue with the next command. For (most) internal commands, implemented within
sound-control, the interpreter sndctrl must precede the command. To execute a list of com-
mands read from a specified file, the command sndctrl CallScript followed by the filename is
used. Such a file (or "Grascha-script") may contain any of the mentioned commands including further
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CallScript commands.
The main loop repeats the following three steps: firstly, sound-control reads new status messages

from the other programs as well as new commands. The messages are interpreted and the status of
each device is noted. Then, if the command-list is not empty, the oldest command in the list is exe-
cuted. If the command specifies a change of device settings, then in the new desired setting is stored
in /dev/shm/grascha.set and it is then applied to the respective devices by sound-control by
sending low-level commands to the device-specific programs via the interpreters.

The more complex commands SetPressure and Measure involve several waiting periods of differ-
ent duration during which sound-control waits for feedback from a device-specific program. During
such a waiting period, sound-control continues to check for new messages from all programs as well
as for new commands. The latter are not executed but stored in the command list for later execution,
unless an ABORT command is issued.

If at any point a problem is detected, e.g. by feedback from an interpreter, by a specific timeout or
a message indicating a problem, then an exception is triggered. Several exception handlers are used
to handle problems related to the device-specific programs. The latter are checked for readiness and
responsiveness, and reset if necessary. Then sound-control resumes running the main loop. During
execution-handling, triggering of further executions is disabled.

The detection of SOE is implemented in sound-control in the following way: the last com-
mand in the initial script .../settings/000.cmd, which is called sndctrl WaitForSOE forces
sound-control to delay further execution of commands in the command list until SOE is detected.
During this waiting period, sound-control continuously checks for new messages and, additionally,
conducts repeatedly status checks of all devices. If a device problem triggers an execution, it is han-
dled and the main loop is resumed. The waiting status is noted in /dev/shm/grascha.err along
with all settings, such that, if sound-control is restarted by human intervention or automatically in
case it crashes, it fully remembers the last state. In any case sound-control continues to wait for
SOE. Then, once a LO (lift-off) message is received from the microcontroller, which sends it after de-
tecting the lift-off signal from the MAPHEUS service module, then sound-control waits 72 s for a SOE
message from the microcontroller. If the SOE message is received, regardless of whether the LO mes-
sage was previously received or not, or if the timeout is reached, then sound-control writes SOE! to
/dev/shm/grascha.err and to stdout and resumes execution of commands.

Several compile options exist. In the flight-version, sound-control checks the confinement pres-
sure before measurement of each waveform. During the MAPHEUS 8 mission, this lead to three pressure
readjustments between sound measurements, as the pressure was found outside a 20 Pa specified tol-
erance. In another version, sometimes used in ground-based measurements, these repeated pressure
checks are omitted. This enables long-duration measurements (of several days) involving irreversible
changes in the packing configuration under acoustic excitation, without intervention of the pressure-
control loop, unless explicitly demanded by a command in a script file.

B.3.2. Measurement-Monkey

measurement-monkey reads major status messages from sound-control via /dev/shm/grascha.err
and writes its own status messages to /dev/shm/monkey.info. This program, implemented in
C++, reads commands containing pressure settings and parameters for sound measurements from files
contained in ../settings/ and sends them to sound-control by appending them in blocks of
lines to /dev/shm/grascha.cmd. A block may contain at most one sndctrl Measure command,
after which measurement-monkey waits for confirmation by sound-control that the requested
measurement was conducted successfully or that it failed. In the latter case the measurement will
be requested again (this is currently disabled). If multiple measurements are requested by a single
sndctrl Measure command followed by the number of measurements, measurement-monkey will
wait until all requested measurements are performed or until a measurement fails before continuing
with the next command block.
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The time limit for each pressure setting as well as the time limit for the entire measurement cam-
paign are implemented in measurement-monkey. Once the initial settings and tests, as written in
../settings/000.cmd, are completed, measurement-monkey waits for the confirmation of the SOE
signal. It must be found in /dev/shm/grascha.err and is written by sound-control as described
in the previous section. Then, measurement-monkey loads and processes each settings file as de-
scribed above. If the timeout per pressure setting is reached, then whatever commands remain in the
current setting file will be skipped and the next setting file will be loaded. If the time limit for the cam-
paign is reached then measurement-monkey jumps to the final file, ../settings/999.cmd, which
contains instructions to prepare a final (high) pressure setting, stop all programs, move and compress
the datafiles and safely shutdown the NUC in preparation of reentry and landing.
measurement-monkey is run as a systemd service so its output is logged by journald.

B.4. User Interface

B.4.1. Hypersound HTTP-Server and Web-interface

As shown in Fig. B.2, there is a rudimentary web-interface providing a live-view of recently measured
data from all sensors, including static-force sensors, oscilloscope, and CPU temperature sensors. Status
messages from sound-control as well as further status messages, as selected by the human user, are
continuously displayed. The most critical commands are also exposed here, such as starting/stopping of
most GRASCHA programs, triggering a measurement, simulating the LO and SOE signals for test purposes
and shutdown/reboot of the computer. Device problems can be simulated here by stopping a device
program during a measurement or during the SOE waiting period, to test how fast sound-control can
correct the problem.

On the low-level side, this is implemented with a custom-written HTTP-server called Hypersound

which is written in C++. It also acts as a parser for HTTP-requests, which are compared to a list
of known requests and interpreted accordingly. One simple textfile is sufficient to configure it. If
a known command is received, a shell-command is executed, as specified in the configuration file,
or a notification is written to a file in /dev/shm/. This design make Hypersound unsuitable for
exposure to the public Internet. It must only be used within a local network such as the LAN-connection
between the experiment on-board the rocket and the computer in the launch control room. Commands
that require root-privileges, such as shutdown/reboot of the computer, are not directly executed by
Hypersound, which only has normal user-privileges. Instead, a request for shutdown etc. is written
to a file in /dev/shm/ and parsed/executed by a dedicated shell script running as a systemd-service
with root-privileges. All traffic related to the web-interface, such as plots and audio files, is handled
by Hypersound. For large files of several GB, other methods of file transfer are recommended that
provide higher speed, such as SCP.

The website itself is implemented as a combination of static HTML and shell-scripts. The latter take
’drafts’ of HTML pages containing placeholders and replace those placeholders by status messages
or data provided by journald and files in /dev/shm/ containing the output of the device-related
programs. A list of stored data files can also be provided using ls -lth. The plots, shown in the web-
interface, are created on the NUC after HTTP request using GNUplot. They are provided as .svg vector
images, enabling zooming in the browser-window on the remote computer without blurring the image
due to limited resolution. To provide a seemingly continuous live-view, requests for new plots are
sent from the remote computer once per second. This is implemented in JavaScript, its only usage
in the web-interface. Audio files providing an audible preview of the oscilloscope data are generated
on HTTP request using quick (see section C) in combination with SoX. The resulting .ogg files are
available for playback, as implemented per HTML5 capability.

During a nominal countdown, no human intervention is required, but a human operator must monitor
the status of the service module signal during the payload checkout test. In the GRASCHA web-interface
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this is done using the user-configurable status display in the center of the screenshot in Fig. B.2, which
has be set up to show the "Latest Arduino Readings".

B.4.2. Command Line Interfaces

Full access to all GRASCHA debugging and test functionality is available via command-line using a SSH
connection. Apart from the Linux shell, which provides access to all above mentioned programs and
scripts, there is a dedicated GRASCHA shell through which the human operator can send commands to
sound-control according to the same syntax as used in the scripts or settings for the measurement
campaign. All programs can be re-compiled using gcc or g++ and restarted. In case of the microcon-
troller, its serial connection has to be reset to flash new code as described in section B.2.2.

Special caution is necessary if measurement-monkey is restarted, as it does not store its exact
execution state (or which settings file it is currently interpreting) in a non-volatile manner. Therefore,
it starts always with the file containing the initial settings and test measurements. To enable a clean
restart, the file /dev/shm/grascha.err needs to be cleaned. This is done in the GRASCHA shell with
the commands sndctrl ForgetLO and sndctrl ForgetSOE or with the respective commands in
the web-interface.

From the Linux command line, the device command interpreters can be directly addressed to send
commands directly to the microcontroller, oscilloscope and data-logger, bypassing sound-control

entirely. This is useful for testing these programs individually.

118



B.4. User Interface

Figure B.2.: Screenshot of Grascha 2 web-interface. Top row: Live-plots of static force-sensor read-
ings with offset-correction (left) and raw voltage values (center left) and waveforms most
recently measured by the oscilloscope (center right) with a close-up view showing inter-
esting parts of the signal (right). Bottom row: Status messages from sound-control (left),
list of frequently used commands for easy access (center left), further status messages from
a user-selected program or list of stored data files (center), further status messages and
commands as well as audio-preview of sound measurements converted from oscilloscope
data (right). 119



C. Overview of quick (Grascha 2 Analysis
Tool)

This is quick, the analysis tool for Grascha 2.

A list of all possible command line arguments can be generated by running arglist.sh which
reads them directly from the source code and presents them in a more readable format.

To build quick and install it in /home/USERNAME/bin/ run make.sh which uses gcc to compile
three binaries:

quick

The debugging version containing additional information for debugging with gdb

quick_O3

The optimized version, compiled with optimization level 3. If speed matters, use this one.

The binary /home/USERNAME/bin/quick should be equivalent to quick_O3.

Even a Windows binary, quick_w64.exe, is also compiled.

General operation of the program:

quick reads data from one or two text files. For each file the number of columns must be specified.
Columns are seperated by tabs, spaces or commas. Any lines that do not contain the specified number
of columns will be ignored. Binary data is not supported. If more than one column exists, the first
column is assumed to contain time or frequency (common x-axis) while further columns are assumed
to contain real signal (e.g. signal voltage) or the spectrum modulus (e.g. transmission) for each channel.

All arguments are optional. The first few arguments, if provided, must be in this order:

quick [filename] [number of columns] [start time] [stop time]

All other arguments can be given in arbitrary order.

If the maximum of the first column is larger than 1e5 then quick assumes it contains time in nanosec-
onds (as used in Picoscope raw data). This unit is inconvenient for most Grascha analysis. Therefore
quick will convert the time from nanoseconds to milliseconds before attempting any further analysis.

Calculations are performed on data stored in memory. For FFT-based calculations, extra memory
will be used temporarily, several times the size of the original data.

Finally, results are written to a new file. Its name is the original filename plus an extension.
Example:
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input_file.csv -> input_file.csv.res

Additionally, status messages and warnings are printed to stdout containing some selected results
from the analysis. They can be easily parsed with grep and cut when quick is run in a shell script, as
is often the case.

Common examples:

quick

(no arguments provided) This will generate an example file called test.res which contains 4 columns:
x-values from 0 to 100, y-values representing a Gaussian centered at x=50, a Gaussian at x=50.5 and a
Delta function at x=50.

quick file.txt 5 0 200

This will read the file file.txt into memory, parse its content assuming column 1 is the x-axis and colums
4-5 are y-axis channels. A region of interest from x=0 to x=200 will be selected. The data will be nor-
malized and analyzed for global maxima and the first significant local maxima. A simple time-of-flight
analysis will be performed to get the speed of sound from measured oscilloscope data. The normalized
data will be saved to disk as file.txt.res

quick file.txt 5 0 200 nonorm

same as above, but no normalization is performed
Note: without normalization, many types of analysis will be skipped, such as time-of-flight and all FFT
based calculations. If you need such analysis but do not want the result to be affected by normalization,
use unnorm instead of nonorm

quick filte.txt 5 0 200 smooth .1 down 10

the data is downsampled by a factor of 10, normalized, convolved with a Gaussian kernel of width 0.1
and the result is saved to disk as file.txt.res
Note: This convolution is calculated in the time-domain. Only small widths shall be used to keep
computation time within acceptable limits. This method is useful for removing white noise without
introducing any shifts or ringing artifacts. For more elaborate filtering, the FFT-based filters shall be
considered (see further below).

quick file.txt 5 0 200 nonorm differentiate

differentiates each column (2-5) with respect to column 1 and saves result as file.txt.dif

quick file.txt 5 0 200 nonorm integrate

integrates each column (2-5) with respect to column 1 and saves result as file.txt.int

quick file.txt 5 0 200 time .1 nonorm

applies linear time shift by adding 0.1 to each x-value (first column) while the y-values (other columns)
remain unchanged. x=0 is shifted to x=0.1 and x=200 is shifted to x=200.1. Result is saved to disk as
file.txt.res
Note: linear shift is performed before any further analysis and only affects first data file, not the ref
data file.

quick file.txt 5 0 200 rotate .1 nonorm

applies circular time shift of 0.1 by changing to order of rows in all columns. x-range remains un-
changed at 0..200 but row at x=0 is moved to x=0.1 while row at x=199.99 is moved to 0.09. Result is
saved to disk as file.txt.res
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Note: circular shift is performed before any further analysis and only affects first data file, not the ref
data file.

quick file.txt 5 0 200 fft

the two-sided fourier transform will be calculated using radix-2 Cooley-Tukey FFT with sufficient
zero-padding to avoid wrap-around artifacts and the result will be saved to disk as file.txt.fft

quick file.txt 5 0 200 filter identity

The forward fourier transform will be calculated as mentioned above. Then the inverse transform of
the result will be calculated and the result will be written to disk as file.txt.fil
Note: while the y-axis will not be changed (apart from normalization and possible artifacts), the x-axis
will be shifted such that the origin corresponds to half the x-scale. The sample count will be increased
to be a power of 2

quick file.txt 5 0 200 filter identity high .1 low 10 notch 2 window 100 gaussian

same as above, but a high-pass filter of corner frequency 0.1 will be applied as well as a low-pass filter
with corner frequency 10 and a notch filter at center frequency 2. Prior to this, the data is windows by
a Gaussian of width 100.

quick a.txt 5 0 200 ref b.txt 5 1 filter correlation

Five columns will be read from a.txt and the second of five columns will be read from b.txt. The cross-
correlation of column 2 (=channel 1) of b.txt and each column of a.txt (column 1-5 or channel 1-4)
will be calculated. The highest correlation peak for each channel pair will be printed to stdout. A file
containing all four correlation functions will be saved to disk as a.txt.cor

quick a.txt 5 0 200 ref b.txt 5 1 filter convolution

same as above, but convolution instead of correlation is calculated and saved to disk as a.txt.con

quick a.txt 5 0 200 ref b.txt 5 1 filter inverse

same as above but inverse convolution (a∗b−1) is calculated

quick output.txt 5 0 200 ref input.txt 5 1 filter response

assuming output.txt is the measured output of a linear system to an input given by input.txt, quick will
estimate the impulse response and save it to disk as output.txt.resp

quick output.txt 5 0 200 ref input.txt 5 1 filter response causal

same as above, but here only the minimal-phase impulse response is calculated by imposing Kramers-
Kronig relations

quick file.txt 2 0 200 picoscope

column 2 (channel 1) of file.txt will be used to create a single channel csv file to be used for the Pico-
scope AWG

quick file.txt 5 0 200 audio 200 4

column 5 (channel 4) of file.txt will be converted to a csv file representing 200 milliseconds and saved
as file.txt.dat which can be converted to wav or ogg audio files using sox

quick file.txt 5 0 200 wigner 1 .2

quick will take channel 1 (column 2) of file.txt and calculate its Smoothed Wigner-Ville distribu-
tion using a Gaussian window of 0.2 milliseconds in time and a corresponding Gaussian window in
the frequency domain where the width is chosen to satisfy the Gabor-Heisenberg uncertainty. This will
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consume a lot of memory (proportional to N2 for N samples in the original data). The resulting Wigner-
Ville distribution will be saved as a grayscale picture in PGM format under the name file.txt.wig and
the first moments of the distribution will be saved under file.txt.mom

quick file.txt 5 0 200 nonorm env

calculates envelope of data via Hilbert transform and saves result as file.txt.env

quick file.txt 5 0 200 nonorm intensity

calculates intensity envelope of data via Hilbert transform and saves result as file.txt.inten

quick file.txt 5 -10 10 fit gauss 1 -.123 .2

A region of interest from -10 to 10 will be chosen from file.txt, then quick will fit a Gaussian to the
data in each channel (1-4) using the parameters amplitude, position and width with initial values of 1.0,
-0.123 and 0.2. The results will be written to stdout. No output is written to disk.

It is encouraged to run N instances of quick in parallel if N cpu cores are available and if sufficient
memory is available to permit analysis of several data files in parallel.

If you want to contribute to quick development, get an up-to-date local copy of the master branch
from the git repository (on mp-cummins or on the MP gitlab server), make sure your changed code
actually builds and send me a diff. If i approve your changes, i will then merge them into the master
branch.

E-mail for questions, suggestions, etc:
karsten.tell@dlr.de
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D.1. FFT

In QUICK the FFT is implemented according to a radix 2 Cooley-Tukey algorithm[1] in the following
way:

First of all, in QUICK, up to two data-files are loaded into memory. The first data-file, called ’original
data’, may have multiple columns where each column represents an oscilloscope channel and the first
column representing time. The second file, called ’reference data’, may contain a different number
of columns but only one user-specified column is used for further analysis. All columns share the
same time axis. Before any FFT-based operation can be performed, QUICK makes sure the columns
from both the original and reference data have the same number of rows, which is not required for the
raw data provided in the input files. If the reference data has fewer rows than the original data, then
zeros are inserted at the end. If the original data has fewer rows than the reference data, then values
corresponding to the mean of the respective channel are inserted at the end of each channel. In that
case, additional time-values are inserted at the end of the time column.

As the FFT algorithm requires the sample count to be an integral power of two, which is not required
for the raw data in the input files, it may be necessary to add or remove rows. For this purpose, QUICK
inserts zeros at the end of each channel column in both the original and reference data until the new
sample count satisfies two conditions: firstly, it is a power of two. Secondly, it is twice the old sample
count if the old sample count was already a power of two or four times the largest power of two that
is still smaller than the old sample count. This ensures that there are at least as many zero samples as
original samples. This is found necessary to avoid artifacts from the FFT. The time column is extended
by inserting additional time values at the end to match the number of rows of the channel columns.

The frequency column is created with the same number of rows as the time column but with the
frequency f ∈ [− fmax; fmax] with fmax = the number of rows divided by twice the total time interval
length. This is done as the result of the FFT will yield the Fourier transform for both negative and
positive frequencies.

The FFT itself is calculated for each channel column using the function RecurseFFT(interval)

of some specified index interval within the column. Initially, the function is called with the full range
of rows specified. It then recursively calls itself with smaller and smaller intervals specified. Once
the interval length is smaller than two, it simply returns. Otherwise, it executes the following steps:
firstly, it calls the function SortEvenOdd(interval). This function rearranges the rows in the spec-
ified interval. It copies each even row one after the other into a new column, then each odd row.
Finally, it overwrites the specified interval in the original column with the rows from the new column,
containing the re-arranged rows. To make this process memory efficient, dynamic memory allocation
must be avoided or reduced to the absolute necessary minimum. For this purpose, SortEvenOdd uses
a statically allocated vector which is initialized, triggering the internal dynamic memory allocation of
std::vector only once, when SortEvenOdd is called for the first time. Here, the full number of rows
of the interval, specified at the initial call of SortEvenOdd(interval), is used. After SortEvenOdd
returns, RecurseFFT calls RecurseFFT(first half of interval), then it calls RecurseFFT(second
half of interval). Finally, each row gets a value assigned according to
column(k) = even + eiωt odd

column(k + interval / 2) = even - eiωt odd

for k ∈ first half of interval, where
even = column(k), odd = column(k + interval/2), ω · t =k / interval

The computation time for an FFT of N samples is proportional to N · logN, which is an advantage
for large data-files, where a naive, integral-based calculation would require time proportional to N2.

Once the FFT is calculated, various filters can be applied in the frequency domain. For a single data-
file, high-/low-/band-pass or notch-filters can be applied. For two data-files, cross-correlation, convo-
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lution and inverse convolution of any original data channel with one reference data channel can be cal-
culated. In QUICK, there are dedicated deconvolution filters for the calculation of the impulse response
and for inverse filtering. Compared to the straight-forward inverse convolution they include frequency-
smoothening, a noise-term (see section 2.3.5) and optional application of the Kramers-Kronig relations
to ensure a causal impulse-response (see section D.3).

To return to the time domain, the FFT is inverted by applying the function RecurseFFT on each
previously Fourier-transformed column and then applying complex conjugation. The time column is
calculated based on the frequency range of the Fourier transformed data such that the total time interval
is the sample count divided by fmax.

For more details, see the source-code of QUICK, specifically the files:
grascha-analysis.h and grascha-analysis.cpp.

D.2. Time-Frequency-Analysis

By measuring the group velocity of Gaussian tone-bursts at different center frequencies, we can obtain
the dispersion relation of a given granular packing. The signals consist of approx. 5 cycles. The
frequency is varied from 500 Hz to 40 kHz. To save time while in microgravity during the flight, we
record 8 successive bursts of different frequency in one waveform. As in chapter 2, we use signals
of the two accelerometers within the packing, separated by a fixed distance. To obtain the dispersion
relation we use the following methods:

For each burst the phase velocity vφ is determined by peak-fitting under the constraint that the signal
peak of the close sensor precede the peak of the far sensor. Alternatively we determine the global
maximum of the cross-correlation of both signals. The group velocity vG is then obtained by the
relation:

vG =

(
dk
d f

)−1

=

d f
vφ

d f

−1

(D.1)

This was found to be the most reliable method for all packings.
Alternatively we calculate the group velocity from the cross-phase spectrum δφ( f ) using the rela-

tion:

vG = 2π ·δx ·
(

dδφ( f )
d f

)−1

(D.2)

δφ( f ) is obtained either by subtracting the phase spectra of both sensor signals, or, by first calcu-
lating the transfer function by inverse convolution of the two signals and then calculating the phase
spectrum of the transfer function. In the former case phase unwrapping is required to remove jumps
resulting from the 2π-periodicity of the phase. This is not necessary for the latter method. However,
calculation of the transfer function relies on proper handling of noise- and bias-induced artifacts. These
methods use heuristically chosen parameters as described in section Pulse Shaping.

Furthermore, the group velocity can be determined more directly by analysis of the signal envelope
time-of-flight. First, we determine the analytic signal s(t) of the measured real signal x(t):

s(t) = x(t)+ i ·H [x(t)] (D.3)

where we use the Hilbert transform:
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H [ f (t)] =
1
π

p.v.
∫

∞

−∞

f (ξ )
t−ξ

dξ (D.4)

In practice, the analytic signal is calculated in the Fourier domain using:

x(t) FFT−−−→ X(ω)
H−→ S(ω) =


2 ·X(ω) ω > 0
X(ω) ω = 0
0 ω < 0

IFFT−−−→ s(t) (D.5)

Then ‖s(t)‖ is the signal envelope. We use peak-fitting to obtain the time-of-flight between the
maxima of the two sensor signal envelopes. Alternatively, we use the cross-correlation peak.

In practice, the received signals contain a variety of frequencies other than the burst frequency. To
isolate the proper burst, we apply a lock-in filter. It is implemented by first dividing the captured
waveform into intervals of period T , determining the in-phase and out-of-phase coefficients

ai =

∫ T
0 x(ti + t)cos(2πt/T )dt∫ T

0 cos(2πt/T )dt
(D.6)

and

bi =

∫ T
0 x(t + ti)sin(2πt/T )dt∫ T

0 sin(2πt/T )dt
(D.7)

for each interval i, linearly interpolating the coefficients for time ti < t < ti + T , smoothening the
interpolated coefficients with a Gaussian Kernel of width T and finally reconstructing the filtered signal
as

xLock−in(t) = ai · cos(2πt ′/T )+bi · sin(2πt ′/T ) (D.8)

with t = ti + t ′ and 0≤ t ′ < T .
Another complication is the appearance of reflected signals in the measurements, visible as sec-

ondary peaks in the envelope. To make sure the analysis is sensitive to the first peak only, we determine
the time of arrival of the leading edge using a threshold of 0.1 relative to the global maximum in the
region-of-interest. The result for a series of test measurements is shown in figure D.1 where we also
show the predicted dispersion relation for a monodisperse chain of particles with diameter d according
to vG = dω

dk = c · cos(q) with q = arcsin
(

ωd
2c

)
and with the speed of sound c. We assume a Pseudo-

Brioullin zone at k = π/d. The experimentally obtained dispersion relation does not correspond to this
simplified model where polydispersity, disorder in terms of contact stiffness and contact number as
well as nonlinear behavior are neglected.

The methods described above are based on knowledge of the signal shape in terms of burst fre-
quency and duration. A more general method that is applicable to signals containing a large variety of
frequencies at different times is analysis of distributions that represent the signal as a function of both
time and frequency. We use the smoothed Pseudo-Wigner-Ville distribution of the measured coherent
signal after a series of bursts or (inverse-filtered) white exponential chirp excitation to obtain dispersion
relations of different packing configurations. The Wigner-Ville distribution is given by:

W (t,ω) =
1

2π

∫
∞

−∞

s(t + τ/2)s∗(t− τ/2)e−iωτ dτ (D.9)
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Figure D.1.: Group delay of Gaussian tone-bursts with center frequencies from 2 - 30 kHz, obtained
through the time-of-arrival of the leading edge of the Lock-in filtered signal’s envelope
(open and filled squares). For comparison, the prediction for a linear chain is shown
(dashed line).

Then for any given time t the instantaneous frequency fi is given as the first order moment:

fi(t) =
∫

∞

0 fW (t, f )d f∫
∞

0 W (t, f )d f
(D.10)

Analogously, for any frequency-component f the group-delay tg is given by:

tg( f ) =
∫

∞

−∞
tW (t, f )dt∫

∞

−∞
W (t, f )dt

(D.11)

However, in practice these definitions can not be used directly due to interference terms of different
frequencies present at the same time (as the Wigner-Ville transform is quadratic) as well as reflected
and distorted signals leading to shifted group-delay.

To get rid of the interference terms we convolute the Wigner-Ville transform with Gaussian kernels
both in time and frequency. If the kernel widths δ t and δ f satisfy the Heisenberg-Gabor uncertainty
relation

δ t ·δ f ≥ 1
4π

(D.12)

then the interference terms vanish [2].
To avoid the group-delay shifts we use peak fitting at the global maximum for each frequency instead

of the first order moment.
All methods described in this section are sensitive to the selection of the region-of-interest in the

data due to distortions with respect to the ideal Gaussian shape resulting from reflection of the wave at
the cell wall and signal distortion by the granular medium. To obtain reproducible results we restrict
the region of interest to few oscillation cycles at the beginning of the burst, which is always the cleanest
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Figure D.2.: Smoothed Pseudo-Wigner-Ville distribution of the transfer function between sensors at
different distances from the voice-coil after excitation with a series of 40 bursts with in-
creasing center frequency from 10 to 20 kHz: (a) same sensor, (b) accelerometers 56 mm
apart, (c) accelerometer and upper piezo, 88 mm apart, (d) accelerometer and lower piezo,
88 mm apart. Due to the height difference of 54 mm the piezos are exposed to different
static pressure, resulting in shorter delay as measured by the lower sensor.

part of the signal. While this works well for the phase velocity determination by peak-fitting or cross-
correlation, it is more difficult to apply to the other methods as they require a larger time interval.
Extending the region-of-interest beyond the undistorted part of the signal yields nonsensical results.
Additionally, if the time-of-flight changes significantly with frequency, the region of interest has to be
changed accordingly, making the analysis unreliable and badly reproducible for all but the first method
described here.

D.3. Causal Time-Frequency-Analysis

The time-frequency analysis shown in the previous section is prone to artifacts that are difficult to filter
out. To get more accurate results it is helpful to impose constraints on the physical quantities under
investigation, such as causality (effects do not preceed their causes) which we apply in this section to

the transfer function H(ω) =
A f ar(ω)

Aclose(ω) for the sensor signals aclose(t) and a f ar(t) measured within the
granular packing at different distances close and far to the excitation source.

Given a minimal-phase transfer function H(ω)=G(ω)eiθ(ω). Then its complex logarithm Log(H)(ω)=
log‖G(ω)‖+ iθ(ω) is analytic. Its inverse Fourier transform, the cepstrum, is causal, i.e. it is zero for
negative times. The real and imaginary parts form a Hilbert pair related through Kramers-Kronig rela-
tions:
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D. Analysis Methods

θ(ω) =
1
π

p.v.
∫

∞

−∞

log(G(ξ ))dξ

ω−ξ
=

(
log(G)∗ 1

πω

)
(ω) (D.13)

and

log(G)(ω) =− 1
π

p.v.
∫

∞

−∞

θ(ξ )dξ

ω−ξ
=−

(
θ ∗ 1

πω

)
(ω) (D.14)

Now we can calculate the phase spectrum eiθ(ω) from the known amplitude spectrum G(ω) based
on equation D.13. In practice, the Hilbert transform is calculated with a FFT-based implementation
where we use

FT
(

1
πω

)
=−i · sgn(τ) =


−i τ > 0
0 τ = 0
i τ < 0

(D.15)

and the empirical transfer function is Gauss-smoothed and regularized with a noise-term as described
in section 2.3.5 via equation 2.12 to ensure the absence of isolated poles and zeros and h(t) = 0 for
t < 0.

D.4. Sensor Response

The sound measurements are affected by the finite size of the sensors. Our accelerometers are of cubic
shape with L = 10 mm edge length, so each side is in contact with 6 - 11 beads. The wavelengths are in
the range 7 - 100 mm. While a simple treatment of the sensors as point-like receivers seems reasonable
at the largest wavelengths, a more detailed analysis is needed for the smaller wavelengths.

The net force acting on an accelerometer is the sum of contact forces between it and its neighboring
particles. For simplicity we assume the accelerometer can be treated as a probe particle within a
continuous elastic medium through which pressure waves p(x, t) with well-defined phase speed vφ can
propagate without being scattered by the accelerometer. Also we neglect tangential forces. Then the
net force is given by the pressure difference acting on opposing sides of the sensor, leading to the
acceleration:

a(t) =
L2

ma
[p(x0 +L, t)− p(x0, t)] (D.16)

Here ma = 5.0 g is the sensor mass. For long wavelengths L/λ → 0 we can approximate the pressure
difference by the pressure derivative along the sensor axis:

a(t) =
L2

ma

∂ p
∂x

∣∣∣∣
x0 ,t
·L+O(‖L‖2) (D.17)

For p = p(t− x/vφ ) we can use ∂x p =−(1/vφ )∂t p to get:

a(t)
L
λ
→0
−−−→− L2

ma

L
vφ

∂ p
∂ t

∣∣∣∣
x0 ,t

(D.18)

130



D.4. Sensor Response

Therefore the accelerometer acts as a differentiating or high-pass filter on the signal representing the
local pressure acting on its surface at x0. The original signal can be obtained simply by integrating the
measured sensor output.

In the more general case, applicable to all wavelengths, the accelerometer signal is given by convo-
lution of p(t) with the impulse response h(t):

a(t) =
L2

ma0
(px0 ∗h)(t) (D.19)

with

h(t) = δ (t)−δ (t−L/vφ ) (D.20)

=
1

2π

∫
∞

−∞

(
1− e−iωL/vφ

)
eiωt dω (D.21)

Then the original signal can be obtained by inverse convolution:

p(x0, t) =
ma

L2 (a∗h−1)(t) (D.22)

=
ma

L2
1

2π

∫
∞

−∞

â(ω)eiωt

1− (1− ε)e−iωL/vφ
dω (D.23)

Here we introduced ε ∈ (0;1] to regularize the integral which otherwise suffers from infinitely many
isolated poles. Physically this corresponds to attenuation along the length of the sensor. In experiments
with two accelerometers separated by distance x in packings of glass beads we found a(x)≈ a(0)e−x/la

with la ≈ 30 mm for low amplitude waves at 1 kPa confinement pressure, as is common in our ground-
based experiments. Therefore ε ≈ 0.3 is a realistic value.

It is obvious that if a linear-phase low-pass filter term is used to restrict the bandwidth to small
frequencies, Eq. (D.23) will approximate an integrating filter as suggested above as treatment for the
long-wavelength case.

An FFT-based filter according to Eq. (D.23) is implemented in our data analysis code.
The piezo sensors are not affected by finite-size affects analogous to the accelerometers because

only one flat side is exposed to the granular packing while the sensor body is embedded in the cell wall
within a dedicated housing. We found the piezo acts as a differentiating filter acting on a force signal
such that

1
kpiezo

∫ t

0
Vpiezo(t ′)dt ′ = p(t)− p(0) (D.24)

where kpiezo ≈ 39 nV ·s
Pa was determined in a calibration measurement, where known weights ∼ 1 kg

were carefully repeatedly placed on and removed from the piezos on a flat surface.
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E.1. Displacement Field Theory

Instead of starting from Newton’s second law of motion we start with the Lagrangian density:

L
(
u(x, t),∂t u(x, t),∂ ju(x, t)

)
=

1
2

ρ(x)(∂t u(x, t))2− 1
2

λ (x)(∇ ·u(x, t))2−µ(x)εi jεi j (E.1)

Its functional derivatives are:

δL

δ (ui)
= 0

δL

δ (∂t ui)
= ρ(x)∂t ui(x, t)

δL

δ
(
∂ jui

) =−λ (x)δi j∂kuk(x, t)−µ(x)
(
δikδ jl +δilδ jk

)
εkl(x, t) (E.2)

Now we demand the action be stationary under variation of u and its derivatives:

dS
[
ui,∂t ui,∂ jui

]
= d

T∫
0

y

R3

L
(
ui,∂t ui,∂ jui

)
d3xdt !

= 0 (E.3)

If the displacement and its derivatives vanish at the boundary then (E.3) is satisfied if the Euler-
Lagrange equation is satisfied:

δL

δui
= ∂t

δL

δ (∂t ui)
+∂ j

δL

δ
(
∂ jui

) (E.4)

which leads immediately to:

0 = ρ(x)∂ 2
t ui(x, t)−λ (x)∂i∂kuk(x, t)−2µ(x)∂ jεi j(x, t)

+(∂iλ (x))(∂kuk(x, t))+2
(
∂ jµ(x)

)
εi j(x) (E.5)

which is identical to the wave equation (1.102) in section 1.3.1.

E.2. Calculation of Scattering Mean Free Path

E.2.1. Operator Potential and Correlation Functions

Baydoun et al[1] derived an operator potential and related correlation functions from linear hydro-
dynamics. A similar operator potential follows immediately from the Schrödinger equation without
additional assumptions:

We recall from section 1.2.2 Eq. (1.18) that in the monochromatic case but now with varying µ(x)
and ρ(x) we have
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E.2. Calculation of Scattering Mean Free Path

HΨ(x, t) = ωΨ(x, t)

ic(x)
∂

∂x

 √
µ(x)

2
∂

∂x

−iω
√

ρ(x)
2

v(x) = ω

−iω
√

ρ(x)
2√

µ(x)
2

∂

∂x

v(x) (E.6)

which immediately yields the inhomogeneous Helmholtz equation

(
∂ 2

∂x2 + k2
0

)
v(x) = k2

0

(
α(x)− 1

2
1
k2

0

1
µ(x)

∂

∂x
µ(x)

∂

∂x

)
v(x)

(E.7)

or more conveniently written:

(
∂ 2

∂x2 + k2
0

)
v(x) = k2

0

(
α(x)− 1

2k2
0

∂

∂x
β (x)

∂

∂x

)
v(x)

(E.8)

where we have used

c0 =

√
µ0

ρ0
and k0 =

ω

c0

α(x) = 1−
c2

0
c2(x)

and β (x) = ln
µ(x)
µ0

(E.9)

Thus, the effect of disorder is expressed as a scalar potential depending on α(x) and an operator
potential depending on β (x). The self-energy will then contain four correlation functions:

Cαα (x− x′) = 〈α(x)α(x′)〉
Cβα (x− x′) = 〈β (x)α(x′)〉= 〈α(x)β (x′)〉=Cαβ (x− x′)

Cββ (x− x′) = 〈β (x)β (x′)〉 (E.10)

Here we have assumed that the processes α and β be jointly stationary, isotropic and homogeneous
thus the correlation functions depend only on |x− x′|.

E.2.2. Calculation based on Helmholtz Equation

3D Green's function

To get the Green’s function of the homogeneous equation, we first apply the Fourier transform:

(
∆+

ω2

c2
0

)
G(x) = δ

3(x)

F−→
(
−k2 +

ω2

c2
0

)
G(k) = 1 (E.11)
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Then we solve for G(k) and apply the inverse transform, taking advantage of the spherical symmetry
of (E.11). We also apply a small imaginary part to regularize the integral by analytic continuation and
contour integration over the real-axis plus a half-circle in the upper complex half-plane:

G(x) = F−1
[

1
(k−ω/c0)(k+ω/c0)

]
=

1
(2π)3

y

R3

eikx

(k−ω/c0− iε)(k+ω/c0 + iε)
d3k

=
1

(2π)3

2π∫
0

∞∫
0

π∫
0

eikrcos(θ)

(k−ω/c0− iε)(k+ω/c0 + iε)
k2sin(θ)dθdkdφ

=
1

(2π)2

∫
∞

0

−1∫
1

−k2eikrcos(θ)

(k−ω/c0− iε)(k+ω/c0 + iε)
d(cos(θ))dk

=
1

ir(2π)2

∞∫
−∞

keikr

(k−ω/c0− iε)(k−ω/c0 + iε)
dk

=
2πi

ir(2π)2 Res
k=ω/c0+iε

(
keikr

(k−ω/c0− iε)(k+ω/c0 + iε)

)
ε→0−−→ 1

4πr
eirω/c0 ≡ G+(x) (E.12)

We are interested in the Green’s function that describes outgoing waves. To ensure this, we apply
the Sommerfeld radiation condition

r
d−1

2

(
∂

∂ r
− ik

)
G(x) r→∞−−−→ 0 (E.13)

which is satisfied by G+(x) because of our choice of the signs ±iε .

Scalar Exponentially Correlated Disorder in 3D

In the simplest case we have only the first correlation function as defined in (E.10) which we now
simply call C(x−x′). An easy to calculate example is C(x−x′) = σ2

µ2 e−|x−x′|/`c of a fluctuation with

variance σ2 around mean µ of some quantity (either the stiffness, the density or the local speed of
sound) with correlation length `c. Then the self-energy in the Bourret approximation is simply:

Σk(ω) = F

[
k4

0σ2

µ2 G+(x)e−|x|/`c

]
=

k4
0σ2

µ2 F

[
eir(k0+i/`c)

4πr

]

=
k4

0σ2

µ2
1

(k− k0− i/`c)(k+ k0 + i/`c)

k→k0−−−→
k4

0σ2

µ2
`2

c
1−2iko`c

=
k4

0σ2`2
c

µ2
1+2ik0`c

1+4k2
0`

2
c

(E.14)
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E.2. Calculation of Scattering Mean Free Path

In the last step we assumed |Σk(ω)| � k2
0 thus k ≈ k0 = ω/c0 can be used to calculate an approxi-

mation of Σ for weak disorder. Then the effective wavenumber is:

keff =
√

k2
0−Σ(ω)

= k0

√
1−

k2
0σ2`2

c

µ2(1−2ik0`c)

≈ k0−
1
2

k3
0σ2`2

c

µ2
1+2ik0`c

1+4k2
0`

2
c

(E.15)

Then the wave decays like e−r/(2`s) due to incoherent multiple scattering with the mean free path
given by 1/(2`s) = Im(keff) and thus

`s =
µ2

k4
0σ2`3

c

1+4k2
0`

2
c

2
(E.16)

which is a well known result in the literature[1].

1D Green's function

In 1D the Green’s function is:

G(x) =
1

2π

∫
R

−eikx

(k− k0− iε)(k+ k0 + iε)
dk

=
2πi
2π

Res
k=k0+iε

(
−eikx

(k− k0− iε)(k+ k0 + ε)
)

ε→0−−→ eik0x

2ik0
≡ G+(x) (E.17)

Scalar Exponentially Correlated Disorder in 1D

The self-energy is:

Σ(ω) = F

[
k4

0σ2

µ2
eik0x

2ik0
ei|x|/`c

]

=
k4

0σ2

2ik0µ2

 ∞∫
0

ex(ik−ik0−1/`c)dx+
0∫

−∞

ex(ik−ik0+1/`c)dx


=

k3
0σ2

2iµ2

(
1

ik− ik0 +1/`c
− 1

ik− ik0−1/`c

)
k→k0−−−→

k3
0σ2

2iµ2 2`c =−i
k3

0σ2`c

µ2 (E.18)

Again, we have used the on-shell approximation k ≈ k0 for Σ(ω). Then the effective wavenumber
is:
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keff =
√

k2
0−Σ

= k0

√
1− i

σ2k0`c

µ2

≈ k0−
i
2

σ2k2
0`c

µ2 (E.19)

Thus, the scattering mean free path is:

1
2`s

= Im(keff)

⇒ `s =
µ2

σ2k2
0`c

(E.20)

E.2.3. Calculation based on Schrödinger Equation

Here I use the position representation of the Green’s function of the granular sound Schrödinger equa-
tion instead of the eigenmode representation to calculate the self-energy. This is appropriate for P-
waves, while in the general case, when both P- and S-waves are considered and mode-conversion has
to be accounted for, then the mode representation is to be used for the calculation.

1D Green's function

We start with the momentum representation (1.26) which we analytically continue such that it has one
pole each in the upper and lower complex half-plane:

G0(ω,k) =

(
ω ck
ck ω

)
c2(k−ω/c)(k+ω)

k→z∈C−−−−→ G0(ω,z) =

(
ω cz
cz ω

)
c2(z−ω/c− iε)(z+ω/c+ iε)

(E.21)

Then we apply the inverse Fourier transform using the residue theorem while using two different
integration contours for x > 0 and x < 0 to make sure the integral converges:

G0(ω,x) = F−1 [G0(ω,k)
]
(x) = lim

ε→0

1
2πc2

∞∫
−∞

(
ω cz
cz ω

)
eixz

(z−ω/c− iε)(z+ω/c+ iε)
dz

= lim
ε→0

±2πi
2πc2 Θ(±x) Res

z=±ω/c±iε


(

ω cz
cz ω

)
eixz

(z−ω/c− iε)(z+ω/c+ iε


=

i
2c

((
1 1
1 1

)
Θ(x)eixω/c +

(
1 −1
−1 1

)
Θ(−x)e−ixω/c

)
(E.22)
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1D Self-Energy

We consider a perturbation like (1.73) but which shall depend only on one scalar random process: δH=
δc(x)

c H = δ µ(x)
2µ
·H with correlation function C(x−x′) = 〈δ µ(x)δ µ(x′)〉 the leading order contribution

to the self-energy is:

Σk(ω) = 〈
L∫

0

L∫
0

Ψ
∗
k(x)

δ µ(x)
µ

HG(ω,x− x′)
δ µ(x′)

µ
HΨk(x′)dxdx′〉 (E.23)

The integrals can be carried out by partial integration. If the boundary terms vanish then the δ µ and
H terms can be rearranged without considering derivatives of δ µ . Then we use HΨk = c |k|Ψk and
replace the ensemble average of the δ µ’s by the correlation function, yielding:

Σk(ω) = c2k2
L∫

0

L∫
0

Ψ
∗
k(x)G(ω,x− x′)Ψk(x′)C(x− x′)dxdx′ (E.24)

Now we remember that Ψ∗k(x) ·Ψk(x′) is proportional to eik(x−x′). As it only depends on the differ-
ence x−x′ we can redefine the variables x and x′ such that Ψ∗k ·Ψk and G as well as C only depend on x.
Another way of saying this is all quantities under the integral are translation-invariant. The integration
intervals can also be shifted due to the periodic boundary conditions on the granular chain as long as
the length of the interval is kept constant at L. Then we can immediately integrate out x′:

Σk(ω) = c2k2
L∫

0

L∫
0

Ψ
∗
k(x)G(ω,x)Ψk(0)C(x)dxdx′

= c2k2L
L∫

0

Ψ
∗
k(x)G(ω,x)Ψk(0)C(x)dx (E.25)

Now we remember the definition of the normalized 1D eigenmodes:

Ψk(x) =
eikx
√

2L |k|

(
|k|
k

)
After a short calculation we find:

(
|k|
k

)(
1 1
1 1

)(
|k|
k

)
= 2

(
k2 + k · |k|

)
(
|k|
k

)(
1 −1
−1 1

)(
|k|
k

)
= 2

(
k2− k · |k|

)
(E.26)

According to (E.26) and the definition of the Green’s function (E.22) it is guaranteed that Σk(ω)
only contains one of the two terms of (E.22) i.e. only the x > 0 term for k > 0 or only the x < 0 term
for k < 0. Now, without loss of generality, we consider only k > 0:

Σk(ω) = 2ick2
L∫

0

eix(ω/c−k)C(x)dx (E.27)
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Exponentially Correlated Disorder

For C(x) = σ2

µ2 e−|x|/`c we get:

Σkω =
2ick2σ2

µ2

L∫
0

ex(iω/c−ik−1/`c dx

=
2ick2σ2

µ2
eL(−ik+iω/c−1/`c)−1

i(ω/c− k)− 1
`c

L→∞−−−→ 2ick2σ2

µ2
1

1
`c
− i(ω/c− k)

(E.28)

In the last step we took the limit L → ∞ to get a result that does not depend on L. For a long
chain, or, due to periodic boundary conditions, for a long propagation time, this will be an appropriate
approximation. Now we look at the on-shell approximation k ≈ ω/c = k0:

Σ(k0) =
2ick2

0`cσ2

µ2 (E.29)

Then the dressed Green’s function in eigenmode representation is:

G(k0) = ∑
k

|k〉〈k|
−ck0 + c |k|−Σ(k0)

= ∑
k

|k〉〈k|

c
(
|k|−

(
k0 +

1
c

2ik2
0`cσ2

µ2

)) (E.30)

After comparing the dressed and naked Green’s functions we can now introduce an effective wavenum-
ber ke f f :

ke f f = k0 +
1
c

Σk0 = k0 +
2ik2

0`cσ2

µ2 (E.31)

Due to the imaginary part the wave is attenuated like e−x/(2`s) with the scattering mean free path `s
given by:

`s =
1

2Im(ke f f )
=

µ2

4σ2k2
0`c

(E.32)

Up to a factor of 4 this is consistent with the analogous calculation (E.20) based on the Helmholtz
equation.
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3D P-Wave Green's Function

If we consider only P-waves, the time-evolution operator simplifies to:

H = ic
(

0 ∇

∇ 03×3

)
(E.33)

It is convenient to introduce the normalized eigenmodes:

Ψk(x) =
e−ik·x
√

2L3 |k|

(
|k|
k

)
(E.34)

Of course they satisfy

HΨk = c |k|Ψk (E.35)

Then we need to determine the Green’s function that satisfies

(i∂t −H)G(t,x) = δ (t)δ 3(x) (E.36)

or in the Fourier domain:

(−ω + c
(

0 k
k 03×3

)
)G(ω,k) = 14×4 (E.37)

which is solved by

G(ω,k) =

(
−ω ck
ck −ω13×3

)
ω− c2k ·k

(E.38)

We are actually interested in G(ω,x−x′) which we obtain by inverse Fourier transform:

G(ω,x) = F−1 [G(ω,k)] (x) =
1

(2π)3

y

R3

G(ω,k)eik·xd3k

=
1
c2

1
(2π)3

2π∫
0

∞∫
0

−1∫
1

(
−ω ck
ck −ω13×3

)
eikrcos(θ)

(k−ω/c)(k+ω/c)
k2d(cos(θ))dkdφ (E.39)

Here we conveniently switched to spherical coordinates such that k = |k|, r = |x| and k · x =
kxcos(θ). The φ -integral only results in a factor 2π since nothing explicitly depends on φ . Let x̂
and k̂ denote unit vectors in the direction of x and k. Then, before we conduct the cos(θ)-integral, we
use that keik·x =−i∇eik·x to simplify the integral:
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G(ω,x) =

(
−ω ic∇

ic∇ −ω13×3

)
c2(2π)2

∞∫
0

−1∫
1

eikrcos(θ)k2

k−ω/c)(k+ω/c)
d(cos(θ))dk

=

(
ω −ic∇

−ic∇ ω13×3

)
irc2(2π)2

∞∫
0

(
eikr− e−ikr)k

k−ω/c)(k+ω/c)
dk

= lim
ε→0

(
ω −ic∇

−ic∇ ω13×3

)
irc2(2π)2 2πi Res

z=ω/c+iε

(
eirzz

(z−ω/c− iε)(z+ω/c+ iε)

)

=

(
ω −ic∇

−ic∇ ω13×3

)
rc22π

eirω/c

2

=
ω

c2
eirω/c

4πr

(
1 x̂
x̂ 13×3

)
(E.40)

Here we used an analytic continuation with one pole each in the upper/lower complex half-plane in
order to get the retarded Green’s function representing outgoing waves.

3D Self-Energy for P-Waves

Analogous to the 1D case we assume a perturbation δH = δ µ(x)/µ ·H with correlation function
C(x−x′) = 〈δ µ(x)δ µ(x′)〉. The leading order contribution to the self-energy is:

Σk(ω) = 〈
y

V ′

y

V

Ψ
∗
k(x)δH(x)G(ω,x−x′)δH(x′)Ψk(x′)d3xd3x′〉

= L3
y

V

c2k2
(

k
k

)(
1 x̂
x̂ 13×3

)(
k
k

)
e−ik·x

2L3k2
ω

c2
eirω/c

4πr
C(x)d3x (E.41)

As in the 1D case we have assumed translation invariance to carry out the first volume integral and
we have changed the order of δ µ(x) and H and used HΨk = ckΨk. We denote |k| with k and |x| with
r. The ensemble average of the two δ µ terms was replaced by C(x). Both volumes are of size L3,
matching the normalization of the eigenmodes.

Now we use this:

(
k
k

)(
1 x̂
x̂ 13×3

)(
k
k

)
= 2(k2 + k · x̂ ·k) = 2k2 (1+ cos(θ)) (E.42)

We also quite conveniently realize that cos(θ) · e−ikrcos(θ) = i
k

∂

∂ r e−ikrcos(θ). Now we continue the
calculation of the volume integral in spherical coordinates:

Σk(ω) =−ωk2

4π

2π∫
0

L∫
0

−1∫
1

(
1+

i
k

∂

∂ r

)
e−ikrcos(θ) eirω/c

r
C(x)r2d(cos(θ))drdφ (E.43)
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E.2. Calculation of Scattering Mean Free Path

Exponentially correlated Disorder in 3D for P-Waves

Now we can easily calculate the self-energy for exponentially correlated disorder C(x−x′) = σ2

µ2 e−r/`c

with r = |x−x′|:

Σk(ω) =−ωk2σ2

4πµ2

2π∫
0

L∫
0

−1∫
1

(
1+

i
k

∂

∂ r

)
e−ikrcos(θ)eirω/ce−r/`c rd(cos(θ))drdφ

=−ωk2σ2

2µ2

L∫
0

−1∫
1

(
1+

i
k

∂

∂ r

)
e−ikrcos(θ)eirω/ce−r/`c rd(cos(θ))dr

=
kωσ2

2iµ2

L∫
0

(
1+

i
k

∂

∂ r

)(
eikr− e−ikr

)
er(iω/c−1/`c)dr (E.44)

Now we take the large volume limit L→ ∞. Then the r-derivative term no longer contributes to the
integral. The remaining part gives:

Σk(ω)
L→∞−−−→ k2ωσ2

2iµ2

(
−1

i(ω

c + k)− 1
`c

− −1
i(ω

c − k)− 1
`c

)
k→ω/c=k0−−−−−−→

ck3
0σ2

µ2
`2

c
1−2ik0`c

=
σ2ck3

0`
2
c

µ2
1+2ik0`c

1+4k2
0`

2
c

(E.45)

In the last step we took the on-shell limit k→ k0. Now we can write the dressed Green’s function in
terms of eigenmodes:

G(ω) = ∑
k

|k〉〈k|
c
(
k− k0 +

1
c Σ(k0)

) = ∑
k

|k〉〈k|

c
(

k− k0 +
σ2k3

0`
2
c

µ2
1+2ik0`c
1+4k2

0`
2
c

) (E.46)

8
Then the effective wavenumber is

ke f f = k0−Σ(k0)/c = k0−
σ2k3

0`
2
c

µ2
1+2ik0`c

1+4k2
0`

2
c

(E.47)

Thus, the scattering mean free path is

`s =
1

2Im(ke f f )
=

1
4

µ2

σ2
1+4k2

0`
2
c

k4
0`

3
c

(E.48)

143



Bibliography

[1] Ibrahim Baydoun, Diego Baresch, Romain Pierrat, and Arnaud Derode. Scattering mean free path
in continuous complex media: Beyond the helmholtz equation. Physical Review E, 92(3):033201,
2015.

144



Bibliography

145




	Abstract
	Kurzzusammenfassung
	Acknowledgements
	List of Figures

	List of Abbreviations
	List of Symbols
	Introduction
	Theory of Elastic Waves in Granular Matter
	Introduction
	The Linear Chain
	Homogeneous, Free Chain in the Continuum Limit
	Homogeneous, Driven Chain in the Continuum Limit
	High-Frequency Behavior in the Monodisperse Chain
	Bidisperse Chain: Bandgaps and Optical Modes
	The Hertzian Chain: Linear Waves
	Solitons in the Hertzian Chain
	Weak Disorder and Linear Waves

	The Dense Packing
	Linear Elasticity in 3D
	Effective Medium Theory
	Jiang-Liu Elasticity
	Disorder and Multiple Scattering


	Acoustic Wave Measurements at Low Confinement Pressure
	Introduction
	Preliminary Developments
	The Grascha 2 Apparatus
	Requirements
	Setup Overview
	Packing Preparation
	Acoustic Excitation
	Inverse Filtering
	Measurement Sequence in Microgravity

	Results
	Force Distribution on Ground
	Wavefront Speed on Ground
	Force Distribution in Microgravity
	Wavefront Speed in Microgravity
	Attenuation of Wavefront

	Discussion
	Linear Regime
	Nonlinear Regime
	Attenuation

	Conclusion and Outlook

	Measurement of Multiple Scattering
	Introduction
	Setup Overview
	Grascha Setup
	3D-printed Sample Cell

	Incoherent Intensity Profile
	Measurement Procedure with Grascha
	Measurement Procedure with 3D-printed Cell
	Results from Grascha
	Results from 3D-printed Cell
	Discussion

	Coherent Attenuation
	Procedure
	Result from 3D-printed Cell
	Discussion

	Wave Focussing and Time Reversal
	Introduction
	Setup Overview
	Focussing in Air and in Granular Matter
	Evolution under Tapping
	Time Reversal
	Discussion

	Conclusion and Outlook

	Conclusion and Outlook
	Additional Grascha 2 Data
	Results from Sound Measurements
	Raw Signals

	Overview of Grascha 2 Experiment Software
	Overview
	Low-Level Programs
	Picoscope and Picolog programs
	Arduino Code
	Arduino Serial Communication Program

	High-Level Programs
	Sound-Control
	Measurement-Monkey

	User Interface
	Hypersound HTTP-Server and Web-interface
	Command Line Interfaces


	Overview of quick (Grascha 2 Analysis Tool)
	Analysis Methods
	FFT
	Time-Frequency-Analysis
	Causal Time-Frequency-Analysis
	Sensor Response

	Further Calculations
	Displacement Field Theory
	Calculation of Scattering Mean Free Path
	Operator Potential and Correlation Functions
	Calculation based on Helmholtz Equation
	Calculation based on Schrödinger Equation



