
Geoderma 444 (2024) 116867

Available online 28 March 2024
0016-7061/© 2024 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-
nc-nd/4.0/).

Soil organic carbon mapping utilizing convolutional neural networks and 
Earth observation data, a case study in Bavaria state Germany 

Nikolaos Tziolas a,*, Nikolaos Tsakiridis b, Uta Heiden c, Bas van Wesemael d 

a Southwest Florida Research and Education Center, Department of Soil, Water and Ecosystem Sciences, Institute of Food and Agricultural Sciences, University of Florida, 
2685 State Rd 29N, Immokalee, FL 34142, USA 
b Spectra Lab Group, Laboratory of Remote Sensing, Spectroscopy, and GIS, Department of Agriculture, Aristotle University of Thessaloniki, 54124 Thessaloniki, Greece 
c German Aerospace Center, The Remote Sensing Technology Institute, Department of Photogrammetry and Image Analysis, Oberpfaffenhofen, D-82234 Wessling, 
Germany 
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A B S T R A C T   

The Copernicus Sentinel-2 multispectral imagery data may be aggregated to extract large-scale, bare soil, 
reflectance composites, which enable soil mapping applications. In this paper, this approach was tested in the 
German federal state of Bavaria, to provide estimations for soil organic carbon (SOC). Different temporal ranges 
were considered for the generation of the composites, including multi-annual and seasonal ranges. A novel multi- 
channel convolutional neural network (CNN) is proposed. By leveraging the advantages of deep learning tech-
niques, it utilizes complementary information from different spectral pre-treatment techniques. The SOC pre-
dictions indicated little dissimilarity amongst the different composites, with the best performance attained for the 
six-year composite containing only spring months (RMSE = 12.03 g C ⋅ kg− 1, R2 = 0.64, RPIQ = 0.89). It has 
been demonstrated that these outcomes outperform other well-known machine learning techniques. An ablation 
analysis was accordingly performed to evaluate the interplay of the CNN’s different components to disentangle 
the advantages of each aspect of the proposed framework. Finally, a DUal inPut deep LearnIng architecture, 
named DUPLICITE, is proposed, which concatenates deep spectral features derived from the CNN mentioned 
earlier, as well as topographical and environmental covariates through an artificial neural network (ANN) to 
exploit their complementarity. The proposed approach was demonstrated to provide an improvement in the 
overall prediction performance (RMSE = 11.60 gC ⋅ kg− 1, R2 = 0.67, RPIQ = 0.92).   

1. Introduction 

Monitoring of the soil ecosystem and health should be improved by 
adopting integrated and multi-dimensional approaches employing Earth 
Observation (EO) techniques, to safeguard the natural capital of soils. 
This becomes increasingly clearer due to the impact of persistent envi-
ronmental changes taking place in a continuously volatile environment 
of reduced resources. Such an improvement will enable the formulation 
of evidence based conservation policy recommendations (Montanarella, 
2015) and sustainable services, such as carbon smart agriculture (Paul 
et al., 2023). 

Many studies demonstrated the capacity of contemporary multi- 
spectral spaceborne EO time series for topsoil mapping, showcasing 
the advantages of both the short revisit times and the unprecedented 

spatial resolution (≤10 m). A review by Tziolas et al. (2021), summa-
rized the EO-based soil monitoring and mapping methodologies; 
therein, both the shortcomings and the advantages of current space-
borne systems were detailed. Moreover, to overcome some of the 
existing limitations and caveats, a brief overview of novel Artificial In-
telligence (AI) techniques and information and communication tech-
nology trends was provided. Some notable examples for the estimation 
of soil properties include the use of multispectral imager such as Landsat 
8 (Asgari et al., 2020; Gasmi et al., 2021) and Sentinel-2 (Azizi et al., 
2023), as well as the PRISMA hyperspectral imager (Mzid et al., 2022). 

Satellites with high revisit times and advancements in data analytics 
enable the construction of multi-date soil reflectance composites (SRCs) 
that can be used for predicting topsoil properties over croplands (Rizzo 
et al., 2023). The widely used Normalized Difference Vegetation Index 
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(NDVI) is employed to filter out vegetated pixels through specific 
threshold values, while the Normalized Burn Ratio and the Bare Soil 
Index (Dvorakova et al., 2020; Mzid et al., 2021) have been used to 
eliminate the effect of soil moisture and crop residues. Previous works 
explored custom indices with thresholds derived heuristically or via 
expert knowledge (Loiseau et al., 2019; Žížala et al., 2019). Considering 
these recent findings, we can conclude that further knowledge is 
required about the diversity of index based thresholds over large areas 
and their impact on the predictive performance of the AI models. In that 
regard, Heiden et al. (2022) recently proposed a novel histogram sepa-
ration methodology to derive thresholds from Landsat imagery data 
making use of the soil composite mapping processor (SCMaP, Rogge 
et al., 2018). 

SRCs have demonstrated their capacity to provide topsoil monitoring 
(Vaudour et al., 2021); however, the commonly employed machine 
learning (ML) algorithms in EO-driven cropland soil monitoring do not 
fully utilize the spectral information. Recently, the advent of deep 
learning (DL) methods has provided a significant advance in soil spectral 
analysis by incorporating multiple spectral sources and integrating their 
information through the operation of convolution (Tsakiridis et al., 
2020). Compared to previous studies that used indices as additional 
predictors in conventional ML algorithms (Lamichhane et al., 2021; Shi 
et al., 2022), DL models allow streamlining the pipeline, reducing the 
human expertise in feature engineering and enabling the model to learn 
intricate patterns directly from the raw data. Nevertheless, a challenge 
in EO data analysis concerns the effective fusion of optical data (such as 
multi-spectral datasets) with environmental and topographical data 
from other sensors (i.e., two information sources that are complemen-
tary for digital soil mapping). Studies so far have exploited common ML 
approaches with a simple combination of spectral input data and envi-
ronmental covariates (Zeraatpisheh et al., 2022). Combinations of het-
erogeneous EO data, such as optical and radar, can help to enhance the 
scene selection for building composites (Urbina-Salazar et al., 2021), but 
distinct improvements of the topsoil predictions have still to be proven. 

The overarching objective of our work was to introduce an innova-
tive framework employing a multi-channel convolutional neural 
network (CNN) for soil organic carbon (SOC) content prediction utiliz-
ing the SRCs from Senitnel-2. The model could employ, as input, either 
the mean “masked” bare soil reflectance spectra (single approach) over 
time, or simultaneously utilize the reflectance spectra and spectra 
derived from common pre-treatment methods (multi-channel 
approach). An analysis and comparison of each component’s impact on 
the estimation accuracy with different temporal composites took place. 
A component analysis using a local adaptive error-correction approach 
was also carried out. Lastly, we introduced DUPLICITE, which stands for 
DUal inPut deep LearnIng architecture that simultaneously combined 
optical and environmental data (i.e., covariates) through two distinct 
neural network branches. 

2. Materials and methods 

The methodological approach consists of two discrete steps: i) the 
processing involves generating the SRCs and ii) preparing climatic and 
topographic variables, which are fed into the DL models to estimate 
SOC. An overview of the proposed workflow is illustrated in Fig. 1. 

2.1. Test site 

Our methodology was validated in the state of Bavaria, Germany 
(70,553 km2, Fig. 2a). The test site included mainly croplands show-
casing great SOC variability (Fig. 2b). It should be noted that several 
drained peatbog areas (e.g., the Donaumoos) may be found in the South. 
More information about the test site may be found in (Wiesmeier et al., 
2020). Luvisols and Cambisols are the most prevalent soil classes in the 
study area (Working Group WRB, 2015, Fig. 2c). 

2.2. Data 

Table 1 provides an overview of the dataset used in this work. 

2.2.1. Optical data from Sentinel-2 
To develop composite products, Sentinel-2 imagery data was used. 

The entire study area is covered by nine and three tiles from UTM 
(Universal Transverse Mercator) zones 32 and 33, respectively. (Ver-
mote et al., 2016) indicated that a reliable approximation of atmo-
spheric parameters, such as aerosols and water vapor, using a scene- 
based analysis, cannot be guaranteed. Therefore, we retained only im-
ages ranging from March to October, due to the low sun zenith angle 
(>70◦) occurred during the winter months. Moreover, we constrained 
the image selection with a cloud coverage of < 80 %. The three 60 m 
Sentinel-2 bands (B1, B9, and B10) were excluded from the following 
analysis. Further, the B2-B4 and B8 were resampled to 20 m pixel size, 
applying the nearest neighbor method. In total, 2551 single images were 
used for creating SRCs collecting bare soil pixels from varying years and 
seasons. The MAJA atmospheric correction algorithm (Hagolle et al., 
2017, 2010) was used to obtain the L2A products, along with the gen-
eration of cloud, shadow, and snow information masks used for pro-
ducing the SRCs. 

2.2.2. Soil organic carbon data 
To achieve an accurate and detailed topsoil mapping, various sources 

were used to identify all the available reference SOC data in the area. 
Thus, two soil sample databases from federal authorities, namely the 
Bavarian Environment Agency (LFU) and the Bavarian Research Center 
for Agriculture (LFL), as well as the available samples from the Land Use 
and Coverage Area Frame Survey (LUCAS) topsoil database were uti-
lized (Orgiazzi et al., 2018). 

Fig. 1. Overview of the proposed EO based SOC mapping framework.  
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The LFU database included 885 samples for a depth of approximately 
0–35 cm. Soil material was gathered as a composite sample from eight 
sub-locations surrounding the main soil profile to account for the small- 
scale heterogeneity. As mentioned in the earlier work of Wiesmeier et al. 
(2012), the samples were taken between 1984 and 2014 from sites 
distributed equally throughout Bavaria. The LFL dataset comprised in-
formation derived from Bavaria’s permanent soil observation program. 
A total of 401 samples were collected from various locations in the 
Bavaria state since 1985, using a soil auger at a depth of 0 to 10 cm. For 
each site, five random sampling locations were selected. Within a 1.5 m 

radius at each location, six soil samples were gathered. The SOC contents 
of all six samples from each of the five locations were averaged, resulting 
in a single SOC content value. In that regard, it should be noted that 
there was no significant change in SOC content in almost all permanent 
soil observation sites based on the work of Kühnel et al. (2020). In the 
recent study by Zepp et al. (2021), the same dataset was used, and it is 
mentioned that there are no significant changes in the SOC values across 
the years. Therefore, samples from all databases have been used for SOC 
model calibration. The determination of SOC contents for both LFL and 
LFU databases was performed by dry combustions using a CN elemental 
analyzer. It is worth noting that utilizing legacy data comes with a 
drawback, since the sampling schemes are not optimally distributed. 
The LUCAS soil samples were collected in 2009 from distinct points 
within the area of interest, following the protocol described in the work 
of Tóth et al. (2013), while SOC content was measured after dry com-
bustion with an elemental analyzer following the ISO 10694:1995 pro-
tocol (ISO, 1995). Considering the three databases, more than 1500 
topsoil samples were available (Table 2), with the SOC contents ranging 
from 2.6 to 180 g C ⋅ kg− 1. 

2.2.3. Topographic and climatic data 
Climatic variable datasets (precipitation and temperature) in gridded 

form were obtained from ERA5 through the Google Earth Engine (Gor-
elick et al., 2017). The ERA5 dataset combines a global climate model 
with in situ and satellite observations (Hersbach et al., 2020). Statistics, 

Fig. 2. Test site in Bavaria. a) Calibration (orange) and test (purple) sampling points displayed on a cloud free mosaic of Sentinel-2 data from 2017; b) land use 
product from ESA WORLDCOVER and c) soil classification map. 

Table 1 
Summary of data generated by EO sources and soil data used in this study.  

Label Data description Features 

Sentinel-2 Archive of L2A multi-spectral 
data 

10 Spectral bands (B2-8, B8A, 
B11 and B12) with spatial 
resolution between 10 and 20 
m (all resampled to 20 m). 

Soil data Land Use and Cover Area 
Frame Survey 2015 topsoil 
spectral database (LUCAS, 
only mineral croplands), and 
from the Bavarian 
Environment Agency (LFU) 
and Bavarian Research Center 
for Agriculture (LFL) regional 
soil databases 

Spectral Signatures (400–2500 
nm) and SOC content; 
gravimetric content of organic 
carbon in the fine earth 
fraction of the soil (g C ⋅ kg− 1) 

Corine land 
cover 

Land cover spatial product Urban (111 and 112); Arable 
land (211, 212 and 213); 
Deciduous (311); Grasslands 
(231, 321 and 322) classes 

Climate data Precipitation and temperature 
from the European Centre for 
Medium-Range Weather 
Forecasts (ECMWF) global 
climatic re-analysis 
(2000–2021) 

2 m air temperature (min, max 
and mean) and total 
precipitation 

Digital 
Elevation 
Model 
(DEM) 

DEM over European territory Land surface elevation from the 
Copernicus dataset, and the 
derivatives (slope and 
topographic wetness index)  

Table 2 
Number of soil samples and information about the year of sampling and the 
contributing organizations.  

Acronym Contributor Sampling 
Year 

Observations 

LFU Bavarian Environment Agency 1984 to 
2014 

885 

LFL Bavarian Research Center for 
Agriculturen 

1985 401 

LUCAS European Soil Data Centre — Land 
Use/Cover Area frame statistical 
survey 

2015 437  
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including average, minimum, maximum, and cumulative values were 
computed for the period 2000–2021. For precipitation we considered 
only the cumulative values. The digital elevation model (DEM) from the 
European Union’s Copernicus land monitoring service was employed, 
projected to the WGS84 coordinate reference system, and then imported 
into GRASS GIS to compute the topographical wetness index (Beven and 
Kirkby, 1979), and extract the elevation and slope values. 

2.2.4. Corine land cover 
The Corine land cover used in our study since it represents an in-

ventory of land use and land cover classes at a pan European level. The 
Corine Land Cover database was utilized for threshold-based compos-
iting approach (see Section 2.3), to enable the separation of bare soils 
from other spectrally similar land cover types without using other 
auxiliary information. In this context, we focused on targeted agricul-
tural related classes or classes having similar spectral characteristics 
across the different phenological stages. The CLC layers from 2012 and 
2018 were utilized to calibrate the thresholds on temporally stable areas 
representative of key land covers classes. The following classes were 
used to mask out the region of interest, as indicated in Table 3. 

Lastly, the original vector product was rasterized to match the spatial 
resolution of the Sentinel-2 imagery data time series. 

2.3. Generation of soil reflectance composites 

Three discrete steps are required to generate the bare soil compos-
ites: i) retrieving and storing L2A data from Sentinel-2 sensor; ii) EO data 
pre-processing (including atmospheric correction) as well as data 
cleansing (i.e., removal of duplicates); and iii) executing SCMaP. Rogge 
et al. (2018) provided a thorough detail of the overall pipeline and the 
logic behind SCMaP. The SCMaP was applied for topsoil mapping at 
various geographical scales (Möller et al., 2022). Herein we described it 
briefly, emphasizing on the modifications made to operate on Sentinel-2 
data (Heiden et al., 2022). 

The SCMaP has as input the multi-temporal EO data and, through a 
pixel-based approach, generates the bare SRC to be used in the subse-
quent modelling phase. We focus on the generic methodology HIstogram 
SEparation Threshold (HISET) for deriving spectral index thresholds to 
create the SRCs. In brief, HISET has been utilized to derive spectral index 
thresholds, that in turn are utilized to discriminate bare soils from all 
other land cover classes (e.g., urban areas). HISET is independent from 
specific indices, however, the commonly used NDVI and NBR2 indices, 
as well as the new index PV + IR2 (Equation (1) which combines the 
information from the Visible to Near Infrared (VNIR) and the Short 
Wave Infrared (SWIR) wavelength regions. 

PV + IR2 =
(B8 − B4)
(B8 + B4)

+
(B8 − B12)
(B8 + B12)

(1)  

The barest maximum and minimum index composite are used to derive 
the tmax and tmin thresholds, respectively. Tmin corresponds to separating 
non-photosynthetic active vegetation from bare soils, while tmax is 
employed to distinguish permanently non-vegetated lands (e.g., urban 
areas) from vegetated soils. The soil mask is generated via the inter-
section of both results and contains surfaces that alternate between 
vegetated and bare soils in the temporal dimension, which is the char-
acteristic of cropland soils. In the final step, the tmin index is utilized to 
filter out the bare soil pixels within the soil mask area. As indicated in 

Table 4, we tested different sets of months to remove limitations induced 
by the several disturbing factors on the reflectance data that exhibit 
reduced seasonal series marked by the driest soils on an annual basis. 

2.4. Deep learning spectral modelling architectures 

2.4.1. The proposed CNN approach 
Here, we introduce the proposed multi-input CNN, which utilizes 

only the multispectral data as input to estimate SOC. The concept behind 
the approach is to leverage multiple pre-treatment techniques (i.e., 
pseudo absorbance conversion and the standard normal variate, SNV) 
simultaneously which contain complementary information. The 
complementarity is based on the fact that pre-treatment techniques 
affect the spectral signal differently (e.g., scatter correction or high-
lighting absorption peaks), each developing their unique input space. 

The CNN architecture is composed of five different building blocks: i) 
the input layer, where the three spectral signatures (i.e., the initial 
reflectance and the two pre-processed spectra) are fed into the network 
as different input channels; ii) the one-dimensional convolutional layers, 
extracting information from the spectra through convolution; iii) the 
pooling layer, which down-samples the signal; iv) the flattening layer, 
assembling the extracted deep features into a flattened representation; 
and v) the fully-connected layers (also termed dense layers). The Adam 
optimizer (Kingma and Ba, 2015) was used to train the network with a 
batch size of 10. Further, the maximum learning epochs are 400, while 
an early stop at 40 epochs is used. Fig. 3 illustrates the overall network 
architecture. 

The zero-padded multi-channel input is first convolved using a one- 
dimension convolutional layer, comprised of 16 filters using a window 
of length three: thus, more precisely, using a kernel of size 3 (number of 
input channels) × 3 (convolution window across the spectral dimen-
sion), ensuring the combination of multiple inputs. A batch normaliza-
tion was applied, followed by a Leaky Rectified Linear Unit (ReLU; α =
0.01). The ReLU also works as an activation function. It should be noted 
that the batch normalization normalizes the weights of a layer by 
shifting and scaling the activations, smoothing the optimization land-
scape. This leads to faster and more stable training. The filtered signals 
are then down-sampled by halving their dimensionality using a max 
pooling layer. Afterwards, a second one-dimension convolutional layer 
(32 filters) is employed having the same hyper-parameters as the 1st 
convolutional layer. The convolution results are accordingly flattened 
whereby a dense network produces the predictions. The dense layer 
makes use of two internal layers (with 32 and 8 neurons, respectively) 
and a Leaky ReLU activation (α = 0.01) function. Further a L2 kernel 
regularizer (λ2 = 4E-4) penalizes the weights to reduce over-fitting, and 
one output layer of size 1 (equal to the size of the output; soil target 
property) making use of the tanh activation function, since it performed 
better than sigmoid or linear functions. Table 5 summarizes all the 
layers. 

To show the efficacy of our approach, we compared the original 
version of the CNN with an architecture considering the reflectance 
spectra values extracted from the SRCs as a single input channel, 
denoted by single-CNN. The same network architecture presented in 
Table 5 and the optimal hyper-parameters used also in this model. 

Table 3 
Corine Land Cover Classes and Corresponding Codes.  

Corine land cover class Corine land cover codes Name 

Agricultural 211, 212, 213 crops 
Grassland 231, 321, 322 grassland 
Deciduous forest 311 deciduous 
Urban 111, 121 urban  

Table 4 
The settings of the different composites examined per each time range 
experiment.  

SRC name Years Months 

SRC 2018–2020 full 2018–2020 March to October 
SRC 2018–2020 

spring_autumn 
2018–2020 March to May and August to 

October 
SRC 2018–2020 spring 2018–2020 March–May 
SRC 2015–2020 

spring_autumn 
2015–2020 March to May and August to 

October 
SRC 2015–2020 spring 2015–2020 March to May  
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Moreover, its results were compared with other AI algorithms (partial 
least squares (PLS, Wold et al., 2001); random forest (RF, Breiman, 
2001); support vector machines (SVM, Drucker et al., 1997); and 
XGBooST (Chen and Guestrin, 2016)). 

2.4.2. Investigating the interpretability of the DL models 
To examine the CNN model’s interpretability, we focused on the 

absorbance values [log10 (1/Reflectance)] that are used in the multi- 
channel CNN model as one of the input spectra channels. We then 
visualized the activations for the top and bottom 5 % patterns in each 
filter of the second convolutional layer, which represents the deep fea-
tures automatically constructed by the network. The goal was to 
emphasize that the interpretability of the learned features should be the 
cornerstone of the CNN architectures’ conceptualization and design, to 
shed a light into the mechanisms and inference of the model, in addition 
to its discrimination rules. 

2.4.3. Localized learning using an adaptive error correction layer 
The component presented here is inspired by the previous work of 

Tsakiridis et al. (2020). They proposed a local error correction mecha-
nism in a hyperspectral dataset. A modified version is used in this paper. 

The main concept of this step is to improve the predictions of the 
CNN. The proposed error-correction mechanism uses the k closest 
neighbors to adapt the model’s estimation and is thus considered local. 
As distance function to select the neighbors, the Euclidean distance in 
the principal component space is employed. As shown in Fig. 4, for each 
unknown sample the estimated SOC content ŷ is offset through the 
prediction errors of its k-closest neighbors in the calibration set, thus 
producing the final estimation ẑ. 

In brief, for the unknown patterns, the predictions by the multi- 
channel CNN are adjusted based on the neighbors and their known 
predictions errors. Utilizing the technique proposed by Tetko and Tan-
chuk (2002), we calculated the new estimation for every soil attribute 
based on the Equation (2). 

ẑ = ŷ +
∑k

i=1ei • F(di)
∑k

i=1F(di)
(2)  

where ŷ is the prediction, ei represents the prediction error of the cali-
bration pattern i, and the F(di) is a scaling function that utilized as input 
the distance between the calibration pattern i and the unknown 
multispectral-spectral signature from Sentinel-2. To estimate the F(di)

the function proposed by Bruneau and McElroy (2006) has been utilized 
(Equation (3): 

F(di) =

{
1

exp( − (di − pl)2/
(2σ2))

if di ≤ pl
otherwise (3)  

where pl is a plateau below which the function takes on a value of one, 
while σ regulates the exponential decay. It should be noted that the goal 

Fig. 3. The CNN architecture for SOC content prediction using Sentinel-2 imagery data. The orange vertical rectangles represent the dropout layers, while horizontal 
correspond to kernel filters. 

Table 5 
Description of the CNN network architecture along with the various layers.  

Layer type Filters Kernel 
size 

Width Activation 

Convolutional and batch 
normalization 

16 3x1 160 Leaky ReLU 

Max pooling – 1x2 64 – 
Convolutional and batch 

normalization 
32 3x1  Leaky ReLU 

Flatten – – 10,272 – 
Fully connected – – 32 Leaky ReLU 
Fully connected – – 8 Leaky ReLU 
Fully connected – – 1 tanh  

Fig. 4. Overview of the local error correction mechanism.  
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of the local adaption correction layer is to make slight adjustments to 
predictions, hence we opted for a single layer at the initial architecture 
encoding a pair of the plateau (pl) aforementioned and the factor σ 
hyperparameters for each property. This allows us to independently fine 
tune these values for each testing pattern, while the number of selected 
neighbors requires a cross validation towards the optimization of the 
final prediction error. 

2.4.4. DUPLICITE: The proposed dual input deep learning architecture 
This section details the novel DUPLICITE framework, aiming to es-

timate soil properties using as input a combination of both the spectral 
values and a set of environmental and topographical covariates 
commonly employed in digital soil mapping. The key is that the diverse 
input data are ingested to two structurally divergent streams. In this 
context, each one is composed of a branch defining two discrete neural 
networks: i) a CNN and ii) an artificial neural network (ANN). Consid-
ering that the branches explore diverse information from different 
points of view, they supply complementary information for the regres-
sion analysis. The CNN network uses as predictors the Sentinel-2 bands 
and constructs the deep features as mentioned previously, whereas the 
ANN utilizes the environmental covariates. In that regard, each branch 
produces a vector of characteristics that summarizes the knowledge that 
was extracted. Finally, the results of both networks are concatenated in a 
single feature vector of descriptor used as input into a dense layer that 
produces the final prediction of the target variable. The proposed 
DUPLICITE architecture is presented in Fig. 5. 

All experiments were executed on a workstation powered by an 
Intel® Core™ i7 11800H processor (base Frequency of 2.30 GHz and 16 
GB RAM) with a CUDA-enabled NVIDIA-GeForce RTX 3060 graphics 
process unit. The Python Tensorflow library has been used to implement 
the DL methods. The average training time is around five minutes, while 
the production of each map requires around 30 min. 

2.5. Model evaluation metrics 

The results have been assessed using three commonly employed 
statistical indicators, namely the Root Mean Square Error (RMSE, 

Equation (4); the coefficient of determination (R2, Equation (5); and the 
Ratio of Performance to Interquartile Range (RPIQ, Equation (6): 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑i=N

i=1
(yi − ŷi)

2

N

√
√
√
√
√

(4)  

R2 = 1 −
∑i=N

i=1 (yi − ŷi)
2

∑i=N
i=1 (yi − y)2 (5)  

RPIQ =
IQ

RMSE
(6)  

where yi = observed value and ŷi = predicted value, y = mean of the 
observed values, N = number of observations with i = 1,2,…, N, and IQ 
is the interquartile range of the observed values (IQ = Q3 – Q1). 

Furthermore, to visualize the uncertainty of the predictions as a 
spatial product, we calculated (Equation (7) the 90th prediction interval 
(PI90) indicator as previously used by Poggio et al. (2021): 

PI90 = q0.95 − q0.05 (7)  

The q0.95 is the 95th and q0.05 the 5th percentile. 

2.6. Dataset split 

The Conditioned Latin Hypercube algorithm (Minasny and McBrat-
ney, 2006) has been applied to divide the initial dataset into calibration 
and test sets. To guarantee that the independent test pixels are consis-
tently chosen across all SRCs and that the results (e.g., evaluation met-
rics) are comparable, we chose the one with the fewest bare soil pixels 
from the composites presented in Table 4. Therefore, the “SRC 
2018–2020 spring” dataset was split into 70–30 % to result 735 cali-
brations and 315 test points. In all modeling scenarios, a common test 
dataset of these 315 points was used. Then, the calibration dataset was 
divided into five folds (internal cross-validation). This method was uti-
lized to estimate the best hyperparameters (PLS: Latent Variables = 10; 
RF: the minimum number of samples for terminal nodes = 10, number of 

Fig. 5. The proposed DUPLICITE architecture for SOC prediction using optical spaceborne data (Sentinel-2) and environmental and topographical covariates; uti-
lizing two structurally different neural networks (CNN and ANN). The red rectangle indicates the concatenation step, the orange vertical rectangles refer to dropout 
layers, while the horizontal ones refer to the kernel filters. 
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trees = 1000 and max number of levels in each decision tree = 24 SVM: 
Sigma = 0.01 and C = 2; XGBooST: number of rounds to run the training 
= 1000, step size shrinkage used in updates to prevent overfitting =
0.025, minimum loss reduction = 0 and maximum depth of a tree = 2). 

3. Results 

3.1. Approaches for generation of soil reflectance composites 

It is worth noting that bare soil pixels mostly occur in the spring and 
autumn season. In brief, we can define the period ranging from March to 
May as the spring season, while autumn ranges from August to October. 
The rationale behind this selection derived from the Bavarian crops and 
their phenological stages and the corresponding management practices 
(e.g., tillage, seeding and harvesting). Moreover, it should be mentioned 
that the number of valid pixels also depends on the cloud coverage of the 
respective months. 

Thus, the temporal transition between non-vegetated (e.g., urban) 
and vegetated pixels allowed the detection of the bare soil pixels, setting 
the vegetation index thresholds at 0.32 for tmin and 1.42 for tmax (Fig. 6). 
The thresholds for the five composites (Table 4) have been derived based 
on the available input data from 2018 − 2020 (March to October). 

The performance of each SRC was evaluated by calculating the 
percentage of bare soils pixels within the test site and the total points 
with observed SOC contents contained at each SRC. We have also 
compared the resampled Sentinel-2 reflectance values from the LUCAS 
library with the SRC values of each point, using the spectral angle 
(Table 6). The results indicated that the difference between the “SRC 
2018–2020 full” composite and the “SRC 2018–2020 spring_autumn” 
composite is marginal for all statistical measures (e.g., bare soils %, etc.). 
However, a significant difference can be noticed between the “SRC 
2018–2020 full” and the “SRC 2018–2020 spring” composites. The re-
striction to spring months resulted in a reduction of around 40 % of the 
covered LUCAS points (137 instead of 237). Additionally, we estimated 
the spectral similarity between the SRC spectra and LUCAS spectra using 
the spectral angle. The results range from 0.084 for the “SRC 2018–2020 
full” composite to 0.069 for the “SRC 2018–2020 spring” composite. The 
results indicated that although less pixels were selected by the *spring* 
composites, the spectral match to LUCAS improved. Considering the 
spring-autumn composite that was generated for a period of six years 
(SRC 2015–2020 spring_autumn), the performance measures were 
comparable with the three years composites, 32.20 % bare soil pixels 
and 0.082 rad spectral match. 

3.2. Modelling approaches 

The sampling points which were characterized as bare soil pixels at 
each SRC were used in the subsequent steps of our data analysis. As 
noted, we used the proposed CNN to five different SRCs to emphasize the 
impact of composites generated at various periods, which led to changes 
in topsoil conditions. Table 7 displays the results of the accuracy metrics 
from the various experiments. The best performance was achieved for 
the composite that stacks the spring months from 2015 to 2020 (SRC 
2015–2020 spring; RMSE = 12.03 g C ⋅ kg− 1, R2 = 0.64, RPIQ = 0.89), 
followed by the “SRC 2015–2020 spring_autumn” and the “SRC 
2018–2020 full” bare soil composites with marginal differences (RMSE 
= 12.62 gC ⋅ kg− 1, R2 = 0.63, RPIQ = 0.85 and RMSE = 12.57 gC ⋅ kg− 1, 
R2 = 0.61, RPIQ = 0.85, respectively). These results suggest that SRC 
derived from images taken over a period of six years improves the ac-
curacy of the prediction models. Moreover, the accuracies in the pre-
dictive performance of the single CNN models were slightly lower when 
only the reflectance values are used. This confirms the effectiveness of 
using multiple spectral channels as input to the CNN model. 

The CNN model consistently outperformed the other machine 
learning models (PLS, RF, XGBooST and SVM). The predictive perfor-
mances of all the models are provided in Table 7. It should be noted, that 
the Sentinel-2 absorbances used as input for all the models, since this 
pre-processing technique results in a better performance compared to 
the other spectral sources (reflectance and absorbance with SNV). 

The SRC 2015–2020 spring composite has been used in the rest of the 
analysis since it attains the highest predictive performance. Fig. 7 il-
lustrates the correlation of SOC content with the 10 Sentinel-2 bands as 
well as the environmental covariates. It should be noted that the highest 
correlations were observed in the VNIR regions. 

Moreover, the efficacy of the local error correction layer in the CNN 
was evaluated. The overall performance, in terms of RMSE, and the k 
neighbors of the CNN model that incorporates the local component are 
presented in Fig. 8. The localized correction layer was used to fine-tune 
the global CNN for each testing pattern separately adjusting its param-
eters by only considering the closet spectral neighbors of each unknown 
sample belonging to the calibration dataset and their accompanying 
prediction errors. 

The outcomes show that the local adaptive correction technique has 
slightly improved SOC content prediction performance (RMSE = 11.95 
gC ⋅ kg− 1, R2 = 0.64, RPIQ = 0.90). The optimal k neighbors are equal to 
150. 

Fig. 9 illustrates the regression plots of the measured against the 
predicted SOC values of the CNN model, the CNN version that in-
corporates the local learning approach and the DUPLICITE architecture. 

Fig. 6. a) Visualization of minimum and maximum thresholds for the different land uses as derived from PV + IR2 index.  
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Table 6 
Statistical measures for evaluating the various SRCs across a range of seasons and time periods; in brackets, we present the number of LUCAS points covered.   

SRC 2018–2020 
full 

SRC 2018–2020 
spring_autumn 

SRC 2018–2020 
spring 

SRC 2015–2020 
spring_autumn 

SRC 2015–2020 
spring 

Bare soil pixels (%) 30.45 28.94 19.06 32.20 25.25 
No. of points (corresponding LUCAS indicated in 

brackets) covered by the SRC 
1650 
(237) 

1616 
(223) 

1050 
(137) 

1714 
(242) 

1417 
(186) 

Spectral Angle (radians) 
Mean 0.084 0.080 0.069 0.082 0.075 
Median 0.074 0.071 0.057 0.073 0.063 
St.dev. 0.039 0.040 0.037 0.042 0.042  

Table 7 
Validation performances for SOC content estimation from the CNN and the competing ML models, across all the SRCs.   

Models PLS RF SVM XGBooST CNN Single CNN 

Composite        
SRC 2018–2020 full RMSE  15.07  13.22  15.01  13.61  12.57  12.66  

R2  0.46  0.58  0.59  0.57  0.61  0.61  
RPIQ  0.71  0.81  0.71  0.79  0.85  0.84 

SRC 2018–2020 spring_autumn RMSE  15.00  13.11  14.89  13.89  12.99  13.20  
R2  0.46  0.60  0.58  0.54  0.59  0.58  
RPIQ  0.71  0.82  0.72  0.77  0.82  0.81 

SRC 2018–2020 spring RMSE  14.89  13.48  14.35  14.11  12.65  12.51  
R2  0.44  0.54  0.55  0.51  0.60  0.61  
RPIQ  0.71  0.79  0.74  0.75  0.85  0.86 

SRC 2015–2020 spring_autumn RMSE  14.93  13.66  15.06  14.20  12.62  12.78  
R2  0.47  0.55  0.58  0.51  0.63  0.62  
RPIQ  0.72  0.78  0.71  0.75  0.85  0.84 

SRC 2015–2020 spring RMSE  14.64  12.93  14.29  13.92  12.03  12.36  
R2  0.48  0.58  0.57  0.52  0.64  0.62  
RPIQ  0.73  0.83  0.75  0.77  0.89  0.85  

Fig. 7. Pearson’s correlation for the SOC content from the selected topsoil sampling points along with the environmental covariates and the reflectance values 
obtained from the SRC 2015–2020 spring; Temp and TWI refer to temperature and topographic wetness index, respectively, while B refers to Sentinel-2 bands. 
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The SRC 2015–202 spring composite has been considered as input in all 
the modelling activities. The scatter plots show that the predicted values 
produced from the CNN model have a low bias. Furthermore, the high 
SOC content values are underestimated because of the unevenly 
distributed SOC and the small number of high SOC values. Considering 
the performance, an improvement was achieved using DUPLICITE 
compared to CNN model that used only spectral inputs (RMSE = 11.06 g 
C ⋅ kg− 1, R2 = 0.67, RPIQ = 0.92). When comparing our model with the 
ML model proposed in the previous section, it becomes evident that all 
other models exhibit lower performance. In particular, we observed 
RMSE = 14.17 g C ⋅ kg− 1, R2 = 0.52, RPIQ = 0.76 for PLS, RMSE =
12.86 g C ⋅ kg− 1, R2 = 0.62, RPIQ = 0.83 for RF, RMSE = 14.31 g C ⋅ 
kg− 1, R2 = 0.61, RPIQ = 0.75 for SVM, and RMSE = 13.36 g C ⋅ kg− 1, R2 

= 0.57, RPIQ = 0.80 for XGBooST. 

3.3. Quality control and inspection of SOC map 

Subsequently, the validated DUPLICITE model was applied to the 
“SRC 2015–2020 spring” composite. For our region of interest (about 30 
% of the pixels have been identified as bare soil) the predictions seem 
free of any apparent artifacts and can be considered as visually ho-
mogenous (Fig. 10). Considering the entire Bavaria state, higher SOC 
predicted values can be observed in the Southeastern part, while SOC 
values in the west are higher compared to the predicted content in the 
eastern and central part of the Bavaria state. 

Fig. 11 gives us a closer look at the SOC map product and allows us to 
investigate the changes and outcomes produced by the DUPLICITE 
model. Four test sites (Fig. 11) with representative agricultural areas 
have been selected. Moreover, it can be demonstrated how the proposed 
two branch architecture captured patterns of significant terrain het-
erogeneity, such as test site B and C. In conclusion, the visual assessment 

Fig. 8. Boxplots comparing the RMSEs generated from local-CNN by examining five different number of k neighbors.  

Fig. 9. Regression plots of measured against predicted SOC values considering the a) multi-input CNN architecture; b) the local-CNN that incorporates the local 
adaptive error correction mechanism and c) the novel DUPLICITE architecture. Color density has been utilized to illustrate the points. 
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is consistent with the quantitative findings (Section 3.2). 

3.4. Interpretability analysis 

We applied an interpretability analysis to explore which features are 

considered important for the estimation of the SOC content by each 
convolution layer. Fig. 12 depicts the most activated patterns (top) as 
well asl these that activated least (bottom) which generated from the 
filters comprising the 2nd convolution layer. For example, the patterns 
indicated that filters 2 and 3 use activations in the VNIR region to 

Fig. 10. SOC content spatial product as generated by the application of the DUPLICITE model based on the SRC 2015–2020 spring spatial data.  

Fig. 11. Illustration of the true color images, the bare soil composites, the predicted SOC content maps, and the corresponding uncertainty products for repre-
sentative test sites in Bavaria. Grassland and forest areas have masked out by white color. 
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effectively discriminate between the middle-values of medium (around 
Quantiles 2 and 3) and high SOC content. This is in agreement with the 
statement that the soil color in this spectral region is influenced by the 
presence of high SOC content values. The filters 19 and 21 identified 
medium–high and high SOC content values (3rd Quantile and beyond), 
while filter 22 can detect medium SOC content (i.e., values within the 
range of Quantiles 1 and 3). These are interesting findings, since it is 
proved that the CNN can generate complex features in both the VNIR 
and SWIR spectral regions and simultaneously discriminate the infor-
mation contained in these regions in order to identify the SOC content. 
Furthermore, green band seems to activate both Filter 2 and Filter 3 to 
get information pertaining to the albedo that was affected by the SOC 
presence. The unique activations of Filter 26 in the SWIR region may be 
explained by the presence of loam and silt-loam soils in the test site. 

4. Discussion 

4.1. Soil reflectance composites assessment 

Recent research has been motivated by the need to strike a balance 
between prediction performance in large-scale applications and 
adequate spatial coverage, without jeopardizing the selection of 
appropriate bare soil pixels (Dvorakova et al., 2021). It should be noted 
that the increased availability of bare soil pixels can prove to be ad-
vantageous by boosting the reliability and confidence of the SRC. Thus, 
we evaluated the potential of using independent thresholds per tile, to 
focus on bare soils by removing pixels with materials left on fields after 
the crop has been harvested and high soil moisture. Obviously, the SRC 
including spring month only showed the closest spectral similarity with 
the LUCAS spectra indicating lower contamination with disturbances. 
Further, the number of available model calibration points is essential for 
the subsequent SOC prediction, therefore, the more years are integrated, 
the better. 

The main principles underpinning the proposed automated threshold 
derivation methodological framework are different from those of earlier 

methods which use ancillary data to distinguish areas between vege-
tated and bare states (Diek et al., 2017) or using pre-defined thresholds 
of spectral indices (Safanelli et al., 2021). The thresholds for the same 
indices can, however, vary slightly due to various characteristics 
occurring in each region. Thus, Castaldi (2021) proposed that the de-
cision ought to be influenced by the needs of each research work in an 
effort to efficiently meet both the objectives of spatial coverage and 
prediction accuracy. The HISET approach may be accordingly applied to 
generate sets of thresholds for large diverse zones to fully automate the 
operational production of SRCs. To assure improved quality of the final 
SRCs, the threshold derivation may be implemented regionally in areas 
with significant changes in land cover and crop type. 

In this paper, the use of the PV + IR2 index (Equation (1) allows us to 
minimize the potential false positives from pixels correspond to urban 
and non-photosynthetic vegetation areas. Vaudour et al. (2021) pre-
sented similar findings, where the bare soil composites generated using 
NBR2 and NDVI thresholds exhibited the best results for SOC content 
estimation, underlying the models’ to both dry and green vegetation, in 
addition to soil moisture content. It should be taken in into account that 
NBR2 alone is not sufficient to mask soils which are covered with crop 
residues and are also wet (Dvorakova et al., 2020). 

There is a marginal difference between the three-year composites 
including only seasonal months (spring to autumn and only spring) and 
those including all months (SRC 2018–2020 full, Table 6). The largest 
difference is observed between the “SRC 2018–2020 spring” composite 
and the “SRC 2018–2020 full” composite. As can be noted, the selection 
of only the spring months results in a much smaller covered area 
(ranging from 5 % to 10 %). In terms of spectrum similarity, the “SRC 
2015–2020 spring_autumn” (0.082) is equivalent with “S2 2018–2020 
full” (0.084). This may be attributed to the relatively wet spring and 
autumn seasons in our study area in 2017 that increased the occurrence 
of moist soil conditions. 

However, the derived SOC predictions of all SRCs are marginal as 
discussed in detail below and are mainly driven by the number of 
available calibration points. It should be further noted, that especially in 

Fig. 12. Plots of the top 5% of activated patterns from the 2nd convolutional layer; corresponding to six filters chosen out of the total 32. The mean top (orange) and 
bottom (blue) activations are illustrated with the dashed lines. The orange and blue box plots represent the mean bottom and top Absorbance-SNV values. 
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Bavaria, winter crops are the dominant crop type and thus, also autumn 
month can provide reasonable bare soil pixels. Thus, the selection of the 
seasons for building SRCs should be decided based on the dominant crop 
type and on the seasonal weather conditions of the observed region. 

4.2. Modelling discussion 

4.2.1. CNN impact analysis 
DL techniques seems to be more effective in the prediction of soil 

properties via EO data (Odebiri et al., 2021; Yang et al., 2021) while 
CNN have been recognized as a powerful family of neural networks 
for prediction of SOC using various multi and hyperspectral data (Wang 
et al., 2022). Our results show that the evaluation metrics for all the 
SRCs utilizing the CNN do not greatly vary, but the six-year spring 
composite attains the best performance (RMSE = 12.03 gC ⋅ kg− 1; R2 =

0.64; RPIQ = 0.89). In contrast to Wang et al. (2022), our findings 
indicated that CNN could achieve sufficient evaluation metrics, despite 
the limited spectral features (10 Sentinel-2 bands) used in convolution 
functions. Similarly, a significant improvement in the predictive per-
formance obtained by the application of CNN models in the hyper-
spectral GaoFen-5 data (Meng et al., 2022). The use of multi-channel 
architecture utilizing the data derived from the pre-processing tech-
niques demonstrates a notable advantage in generating an additional 
pool of spectral information from Sentinel-2 data. This allows us to yield 
a slight enhancement in the predictions of the CNN model (RMSEmean =

0.15 gC ⋅ kg− 1) as presented in Table 7. It should be noted that, the 
spectral space generating by the variations of the hyperspectral trans-
formations shows overwhelming advantages compared to multispectral 
data (Tsimpouris et al., 2021). 

We can notice an improvement in the evaluation metrics by keeping 
only the spring months when the likelihood of bare soils is highest (e.g., 
seedbed condition). They indicated that the optimal time for bare soil 
selection matches the last observation before the crop develops. A pre-
vious work by Vaudour et al. (2021) also highlighted that spring period 
is more suited to generate bare soil composites compared to autumn and 
winter months, due to the influence of solar elevation in the Northern 
hemisphere. In that regard, the performance can be slightly enhanced by 
taking into account images extending over a longer period (three vs. six 
years SRCs, Table 7). Here, we also demonstrate that the CNN perfor-
mance can be improved by incorporating information derived from a 
local spectral neighborhood into an adaptive error-correction mecha-
nism Fig. 8. 

A potential shortcoming of DL techniques is their low interpret-
ability. Overall, limited studies address this issue by generating uncer-
tainty spatial products along with predictive maps for the target 
properties (Dvorakova et al., 2023). In this context, we address the 
interpretability issue, by exploiting summarization approaches aggre-
gating pattern activations and by generating attribution graphs indi-
cating the most important spectral features. As a result, we are in a 
position to understand which features are considered important for the 
estimation of the SOC content by each convolution layer, highlighting 
the CNN’s ability to generate features in both VNIR and SWIR spectral 
regions, enabling simultaneous differentiation and identification of SOC 
information within these regions. 

4.2.2. DUPLICITE impact analysis 
In our work, the proposed DUPLICITE architecture puts forward the 

combination of i) the optical data processed by the first branch (CNN) ii) 
with the supplementary information derived from environmental 
covariates processed by the second branch (ANN). The efficient fusion of 
these two branches results in significantly improved prediction accu-
racies when compared to conventional ML models (Table 7) and alter-
native CNN frameworks that are based on the spectral information 
(Fig. 9). Recently, Zeraatpisheh et al. (2022) presented the idea of 
combining diverse EO sources. However, the novelty introduced by 
DUPLICITE is the way to fuse these supplementary EO-based 

information. Despite the fact that neither CNN performs well on its own 
(RMSE = 12.03 gC ⋅ kg− 1; R2 = 0.64; RPIQ = 0.89), the accuracy slightly 
improves when used in conjunction with ANN to manage the environ-
mental and terrain covariates (RMSE = 11.60 gC ⋅ kg− 1; R2 = 0.67; RPIQ 
= 0.92). The better predictive performance achieved by DUPLICITE may 
be explained due to the correlation of some of the environmental 
covariates with SOC content (Fig. 7). DUPLICITE provides an end-to-end 
framework towards addressing the complexity of different EO data 
streams (e.g., optical data and environmental covariates) for topsoil 
mapping (Fig. 10). 

4.3. Limitations and outlook 

Despite the encouraging results presented in Table 7, there are some 
limitations. First, it should be noted that the few spectral bands of 
Sentinel-2 are the most significant hurdle for estimating SOC with higher 
accuracy, a limitation that may be lifted by the forthcoming hyper-
spectral missions. Mzid et al., (2022), as revealed in their recent study, 
demonstrated hyperspectral PRISMA satellite outperformed Sentinel-2 
in achieving the highest accuracy in retrieving topsoil SOC. 

It should be noted that it is still difficult to distinguish bare soil pixels 
from multispectral satellite imagery data. Therefore, the indices’ choice 
is not a panacea and there does not exist a single optimal value for the 
thresholds that can be used globally. Additional indices should be 
evaluated considering the multispectral systems that are limited to 
coarse band in the SWIR region. The future superspectral Landsat and 
Sentinel generations (Wu et al., 2019) and the imaging spectrometers 
that will incorporate more channels in the SWIR can be beneficial for 
non-photosynthetic vegetation monitoring (Dennison et al., 2023). 
Similarly, Yue et al. (2020) introduced the Broadband Spectral Angle 
Index to alleviate the impact on spectral reflectance of plant residues 
and soil moisture content, which helps in the selection of more repre-
sentative pixels. In a recent work, Tian et al. (2023) proposed a VNIR 
spectral shape index for bare soil discrimination to fully utilize current 
and historical satellite systems. 

Notwithstanding the improvements resulting from our proposed 
CNNs, Fig. 9 illustrates underestimation of high values. Class imbalance 
is common in soil datasets, raising a need for techniques to improve 
model’s attention to underrepresented classes to improve predictive 
performance. Recent experiments have tested CNN architectures incor-
porating attention mechanisms (Pu et al., 2021), while others have 
combined them with a synthetic minority oversampling technique for 
further optimization (Hamdi et al., 2022). 

In AI-based regression algorithms the size of the dataset (both in 
terms of feature space and number of labelled patterns) as well as the 
variance exhibited within is a further crucial factor (Padarian et al., 
2020). Therefore, it is imperative to assess and evaluate the capabilities 
of the DL models on larger datasets, such as LUCAS (Tóth et al., 2013) 
and the dataset from the Rapid Carbon Assessment Project in the United 
States (Wijewardane et al., 2016). This will enable a thorough exami-
nation of its effectiveness in large-scale applications when compared to 
other ML models. The proposed CNN may be further tweaked and 
optimized by automatically selecting its hyperparameters and network 
topology leading to optimal frameworks (Shen and Viscarra Rossel, 
2021). In a broader perspective, the proposed models, i.e., the CNN 
architecture of Fig. 3 and the dual input configuration of Fig. 5, can be 
readily extended to other multispectral and recently launched hyper-
spectral space-borne sensors and to estimate other soil properties (e.g., 
pH, CaCO3, etc.). 

Further, the proposed CNN architecture may be extended through 
the integration of other types of EO data. For instance, Sentinel-1 radar 
time series data may be incorporated, to diminish the effect of ambient 
factors in optical data. In this context, the inclusion of Sentinel-1 derived 
moisture maps to facilitate modeling of SOC croplands has been pre-
sented by Urbina-Salazar et al. (2021), while (Mirzaeitalarposhti et al., 
2022) used different combinations of EO data (i.e., optical, radar and 
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environmental covariates) to estimate soil texture fractions. 
Tziolas et al. (2020) introduced a multi-input DL framework based 

on CNN to estimate clay content leveraging the information contained in 
Sentinel-1 and Sentinel-2 time series data. On step forward, Interdonato 
et al. (2019) suggested the synergistic use of a CNN to generate deeper 
information from spatial autocorrelation, with recurrent networks to 
explore the temporal dependencies. This rationale can be adopted to 
enhance the DUPLICITE model by involving the application of such 
different yet complementary architectures. A hybrid regression frame-
work may result in a more accurate representation of the distortions in 
the optical data incurred by soil moisture and roughness. For instance, 
Ienco et al. (2019) proposed a model which utilizes the deep features 
extracted through a CNN and then uses a RF model to infer the final 
output. The new spaceborne hyperspectral data (Meng et al., 2022), as 
well as an ever-expanding set of environmental covariates may be 
considered (Hengl et al., 2021; Saidi et al., 2022) to enhance the accu-
racy of the DUPLICITE framework. Especially for environmental cova-
riates CNN architectures may be enhanced by integrating 2D 
convolutional filters to better exploit the spatial autocorrelation be-
tween neighboring pixels. Also, a possible fusion of multispectral images 
obtained from different satellites can also be evaluated to achieve more 
detailed information as opposed to a single sensor. 

5. Conclusions 

For the purpose of predicting SOC content over croplands, we 
demonstrated how DL methods and soil reflectance composites offer 
tremendous potential. The current work aspires to spark a number of 
new promising research studies to address the unprecedented challenges 
in soil mapping leveraging and build upon the multi-temporal space-
borne data. 

We demonstrated that three-year time frame is adequate to create 
multidate mosaics with sufficient bare soil coverage and simultaneously 
yield satisfactory prediction performance for SOC content. Overall, a 
SRC spanning a six year period is more favored, however the selection of 
the months to include has a significant impact (i.e., preferably spring 
months). The importance of our proposal has been proved by a multi- 
channel CNN evaluation over the Bavaria state, demonstrating how it 
outperforms current state-of-the-art AI models. We also concluded that 
the complimentary data resulting from different spectral trans-
formations could enhance the overall accuracy. 

The DUPLICITE architecture is consisted of discrete neural networks 
able to process both spectral data (e.g., Sentinel-2) and additional 
covariates (e.g., environmental and terrain) enforcing a diverse repre-
sentation of the available information. The final model concatenates the 
features extracted by each branch. It should be noted that an improve-
ment of 3.57 % in RMSE has been achieved compared to the results of 
the CNN that uses only spectral information. 

6. Availability of material 

The produced prediction map of SOC content using the CNN model is 
available as Cloud-Optimized GeoTIFF in static.i-bec.org/worldsoils 
/SOC.Bavaria.html. 
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of the 4 per 1000 initiative in Bavaria: a reality check of agricultural soil 
management and carbon sequestration scenarios. Geoderma 369, 114333. https:// 
doi.org/10.1016/j.geoderma.2020.114333. 

Wijewardane, N.K., Ge, Y., Wills, S., Loecke, T., 2016. Prediction of soil carbon in the 
conterminous United States: visible and near infrared reflectance spectroscopy 
analysis of the rapid carbon assessment project. Soil Sci. Soc. Am. J. 80, 973–982. 
https://doi.org/10.2136/sssaj2016.02.0052. 
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