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Abstract

Two‑step solar thermochemical redox cycles represent a promising path to carbon‑neutral fuels.
In this process, solar radiation is concentrated to release oxygen from a redox material at high
temperatures. Thismaterial can then split H2Oand/or CO2 at lower temperatures, producing re‑
newable H2 or synthesis gas. The latter can be further processed into a liquid fuel, for example.
A crucial factor for an ef icient and competitive process is heat recovery between oxygen release
and the splitting step. It is expected that an undesired crossover of oxygen from the oxidised to
the reduced redoxmaterial may occur in a corresponding heat exchanger if this is not prevented
by separating the twomaterial lows. However, physical separation could limit the effectiveness
of heat recovery. This oxygen transport would oxidise reduced redox material prior to the split‑
ting reaction, reducing its ability to split H2O or CO2. The consequencewould be a lower process
ef iciency. The present work is dedicated to the investigation of said oxygen transfer, which is
referred to as recombination.

The effect of recombination on the process ef iciency is investigated with simulations assum‑
ing chemical equilibria or given reaction rates. The results are examined for compliance with
the second law of thermodynamics. The kinetics of the re‑oxidation of ceria, a common redox
material, is investigated experimentally. A test rig was designed and built for this purpose. In
these experiments, the addition of an inert gas as a mass transport resistor to the gas phase of
the heat exchanger and its in luence on the re‑oxidation kinetics is investigated. Furthermore, a
one‑dimensionally resolved numerical model of indirect heat recovery via a heat storage unit is
developed. Finally, based on all results, different options for heat recovery in solar redox cycles
are compared.

The simulations show a correlation between heat recovery and recombination. At high heat
recovery, recombination lowers the overall ef iciency more than it is increased by heat recovery.
At low heat recovery, recombination is reversed so that the reduced material is further reduced.
This effect is caused by the oxygen partial pressure in the heat exchanger. Experimental results
show that the addition of an inert gas actually decelerates the re‑oxidation of the ceria sample.
If this inding is considered in simulations, it seems realistic that heat recovery can increase
the ef iciency of the process despite recombination. For the indirect heat exchanger concept,
which can be a technically easier‑to‑implement alternative to counter current heat exchangers,
calculations yield promising heat recovery ratios.





Zusammenfassung

Zweistu ige solarthermochemische Redoxkreisprozesse stellen einen vielversprechenden Weg
zu CO2‑neutralen Kraftstoffen dar. Dabei wird Solarstrahlung konzentriert, um bei hohen Tem‑
peraturen Sauerstoff aus einemRedoxmaterial freizusetzen. DiesesMaterial kann dann bei nied‑
rigeren TemperaturenH2Ound/oder CO2 spalten, wobei erneuerbarerH2 oder Synthesegas ent‑
steht. Letzteres kann beispielsweise zu einem lüssigen Kraftstoff weiterverarbeitet werden. Ein
entscheidender Faktor für einen ef izienten und wettbewerbsfähigen Prozess ist die Wärme‑
rückgewinnung zwischen Sauerstofffreisetzung und Spaltschritt. Es ist zu erwarten, dass es in
einem entsprechendenWärmetauscher zu einem unerwünschten Ubergang von Sauerstoff vom
oxidierten zum reduzierten Redoxmaterial kommen kann, wenn dies nicht durch eine Trennung
der beidenMaterialströme verhindertwird. Eine Trennung könnte allerdings die Effektivität der
Wärmerückgewinnung einschränken. Dieser Sauerstofftransport würde reduziertes Redoxma‑
terial vor der Spaltreaktion oxidieren, wobei die Fähigkeit des Materials H2O oder CO2 zu spal‑
ten verringert wird. Die Folge wäre ein geringerer Prozesswirkungsgrad. Die vorliegende Arbeit
widmet sich der Untersuchung dieses Sauerstofftransfers, der im Folgenden als Rekombination
bezeichnet wird.

Die Auswirkung der Rekombination auf den Wirkungsgrad wird mit Simulationen unter An‑
nahme chemischer Gleichgewichte oder gegebener Reaktionsraten untersucht. Die Ergebnisse
werden auf Einhaltung des zweiten Hauptsatzes der Thermodynamik untersucht. Die Kinetik
der Reoxidation von Ceroxid, einem gängigen Redoxmaterial, wird experimentell untersucht. Zu
diesem Zweck wurde ein Versuchstand konstruiert und gebaut. In diesen Experimenten wird
auch die Zugabe eines Inertgases als Massentransportwiderstand in die Gasphase des Wärme‑
tauschers und ihr Ein luss auf die Reoxidationskinetik untersucht. Darüber hinaus wird ein ein‑
dimensional aufgelöstes numerisches Modell von indirekter Wärmerückgewinnung über einen
Wärmespeicher aufgestellt. Auf Grundlager aller Ergebnissewerden abschließend verschiedene
Optionen zur Wärmerückgewinnung in solaren Redoxkreisprozessen verglichen.

Die Simulationen zeigen eine Korrelation zwischen Wärmerückgewinnung und Rekombina‑
tion. Bei hoher Wärmerückgewinnung senkt Rekombination den Gesamtwirkungsgrad stärker
als dieser durch die Wärmerückgewinnung erhöht wird. Bei niedriger Wärmerückgewinnung
ist die Rekombination umgekehrt, sodass das reduzierte Material weiter reduziert wird. Dieser
Effektwird durch den Sauerstoffpartialdruck imWärmetauscher verursacht. Experimentelle Er‑
gebnisse zeigen, dass die Zugabe eines Inertgases die Reoxidation der Ceroxidprobe tatsächlich
verlangsamt.Wird diese Erkenntnis in Simulationenberücksichtigt, erscheint es realistisch, dass
Wärmerückgewinnung die Ef izienz des Prozesses trotz Rekombination erhöhen kann. Für das
indirekteWärmetauscherkonzept, das eine technisch leichter umsetzbare Alternative zu Gegen‑
stromwärmetauschern sein kann,wurde eine vielversprechendeWärmerückgewinnungberech‑
net.
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1. Introduction

Reduction of anthropogenic greenhouse gas (GHG) emissions is a widely recognised global chal‑
lenge. The transition to sustainable technologies is however yet to be achieved. For example, a
report from2021 published by the European Commission [1] states that the targets set ten years
earlier in awhite paper from2011 [2] to reduce greenhouse gas emissions in theEuropeanUnion
have largely been missed. According to the white paper [2], GHG emissions have to be reduced
by 80% to 95%with respect to 1990 by 2050 in order to limit the effect of climate change to less
than 2 °C. It is envisioned in said white paper that by the same time, GHG emissions in the trans‑
port sector will have been reduced by 60% compared to 1990, by several measures, amongst
which is the development and deployment of sustainable fuels. In aviation for instance, low‑
carbon sustainable fuels are supposed to reach a share of 40% by 2050. The aforementioned
evaluation of this vision in 2021 [1] showed that while some improvements were achieved, only
limited progress has beenmade and the transport sector is still dominated by fossil fuels. In case
of aviation, renewable fuels not yet being cost competitive is mentioned as a reason. To tackle
this problem, development of energy ef icient processes for the production of renewable fuels is
crucial.

Promising candidates for such a process are so‑called two‑step solar thermochemical redox
cycles. Two‑step redox cycles are processes, in which a chemical reaction that is otherwise typ‑
ically dif icult to achieve is separated into an oxidation and a reduction step. A redox material,
commonly a metal oxide, is used, as oxygen donator and acceptor in these two steps. This way,
for example the thermal splitting of water steam into oxygen and hydrogen is possible at sig‑
ni icantly lower temperatures than in a single‑step‑approach (thermolysis) [3, 4]. In the two‑
step splitting of H2O, a previously reduced redox material takes up oxygen, thereby oxidising
and driving the splitting of H2O. Afterwards, the redox material is again thermally reduced at
high temperatures. Besides the splitting of H2O, also splitting of CO2 or a combination of both
has been frequently investigated [5]. Both are depicted in Figure 1.1. In case of CO2‑splitting,
the product is CO. Combined with H2O‑splitting, either in the same reactor or separately, syn‑
thesis gas (syngas), a mixture of H2 and CO, is produced. This versatile intermediate product
can be further processed to different carbonaceous base chemicals or fuels, for example via the
Fischer‑Tropsch synthesis (FTS) [6]. Based on Refs. [7–9], the reduction of the redox material
can be described as

MOox −⇀↽− MOred +
ν

2 O2, (1.1)
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Figure 1.1.: Schematic of a two‑step solar thermochemical redox cycle for splitting of H2Oor CO2.
M represents a metal ion in the lattice of the redox material. The process is exempli‑
ied for a thermal reduction step supported by vacuum pumping.

the according oxidation with H2O is given by

MOred + ν H2O −⇀↽− MOox + ν H2 (1.2)

and the oxidation with CO2 reads

MOred + ν CO2 −⇀↽− MOox + ν CO, (1.3)

where MOox and MOred represent a redox material, typically a metal oxide, in its oxidised and
reduced state, respectively. The stoichiometric factor ν depends on the exact stoichiometry of
MOox and MOred. The reduction is endothermic [7, 8], whereas the oxidation reactions can be
either endothermic or exothermic, depending on the redox material [10, 11]. This process can
be operated in a sustainable way by providing the heat required for the reduction through con‑
centrated solar radiation, as indicated in Figure 1.1.

Such a redox cycle can be used to produce syngas, which is further processed to a carbon‑
based solar fuel. During the combustion of the fuel, CO2 is released to the ambience. However,
the theoretically same amount of CO2 is needed as a feedstock for the redox cycle. If this CO2‑
feed is supplied by direct air capture or another renewable carbon source, the resulting negative
emissions compensate the emissions of the fuel combustion. This way, the redox process is ca‑
pable of closing the carbon cycle and thus producing a carbon‑neutral fuel. If only H2O is split, a
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product stream consisting only of H2 and unreacted H2O can be obtained. Hence, highly pure H2
can be produced without the need of complex downstream processing.

The reduction typically takes place at a signi icantly higher temperature than the oxidation. As
a consequence, a large share of the process’s heat demand is associated with this temperature
swing [12, 13]. Thus, heat recuperation between the two reaction steps, as depicted in Figure
1.1, is an important measure towards ef icient and competitive two‑step solar thermochemical
redox cycles [13–16]. In a solid‑solid heat exchanger (HE) for this task, the redox material un‑
dergoes a temperature change. It is in the material’s nature to change its oxygen content as the
temperature changes. This property makes these materials suitable for two‑step solar thermo‑
chemical redox cycles, but at the same time it means that reduction and oxidationmay occur not
only in the reactors, but also in the HE. Cold oxidised redox material that is heated is expected
to release O2 [17]. If the hot reduced redox material, which is cooled in the HE gets into contact
with this O2, it might be re‑oxidised before the H2O or CO2 splitting reaction [17]. This way, the
material’s potential to produce syngas is reduced, which has a negative impact on the overall
ef iciency. In the present work, this oxygen crossover between cold and hot redox material is
referred to as recombination. Siegrist et al. [17] estimated the extent to which recombination
takes place for exemplary operating conditions, implying that the degree of recombination can
be relatively low. These estimations are however based on strong and optimistic assumptions,
such as an oxygen partial pressure higher than typical for this kind of process [3]. The oxygen
partial pressure in the HE, which results from the release and uptake of O2 by the cold and hot
redox material, respectively, was not calculated. Instead, the aforementioned high value was
assumed, presumably resulting in an underestimation of the O2 release and thus the recombina‑
tion effect. The pioneering work by Siegrist et al. shows that heat recovery might be bene icial
despite recombination, which would open up more options in HE development, but at the same
time raises the question whether the recombination effect was underestimated in their assess‑
ment. This motivates further investigations on the oxygen crossover in solid‑solid HEs, which is
studied both theoretically and experimentally in the present work.

Since the oxygen crossover is associated with the temperature change in the HE, it is hypothe‑
sised in the present work that a correlation between heat recuperation effectiveness and recom‑
bination extent can be observed. It is further investigated if the kinetics of the recombination
effect can be in luenced such that the oxygen crossover can be mitigated. The oxygen transport
in the HE can be described by three mechanisms, which occur in ive consecutive steps: First,
diffusion of oxygen ions in the bulk of the redox material to its surface. Second, oxygen release
from the redoxmaterial. This step is de ined by the surface reaction. Next, themass transport of
O2 in the gas phase, by convection and/or diffusion. This step is followed by the uptake of oxygen
by the redox material, which is again a surface reaction. The last step is again bulk diffusion of
oxygen ions. As fast reaction kinetics in the reduction and oxidation reactor are indispensable
for an ef icient process, it would be unsuitable to modify the redox material such that bulk dif‑
fusion and surface reaction are decelerated. Therefore, only manipulation of the transport of O2
in the HE’s gas phase is considered as a measure to mitigate recombination. It is hypothesised
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in the present work that an inert gas in the atmosphere can act as a mass transport resistor for
the O2 molecules, which is investigated in experiments using a dedicated test rig. Furthermore,
this study aims to answer the question, whether a HE design, in which the recombination ef‑
fect is not avoided by technical countermeasures, is suitable to improve the process ef iciency
or not. For this purpose, the recombination effect is modelled and simulated assuming chemi‑
cal equilibria. In a second step, the model is extended to include constant reaction rates, which
are discussed based on the experimental results. In addition, a numeric heat transfer model is
used to investigate an indirect heat recovery concept including a heat storage unit, which aims
to avoid recombination.

The theory that lays the foundation for this work is explained and an overview over relevant
literature and developmentsmade in the ield is given in Chapter 2. Thereafter, themethodology
of both, theoretical and experimental investigations is presented in Chapter 3. Herein, themodel
for the calculation of the recombination effect is described, followed by materials and methods
for experiments and lastly thenumericmodel for the indirectHE concept, is given. Results of sim‑
ulations of the recombination effect under equilibrium assumption, experimental work on the
kinetics of recombination, simulations of the recombination for given reaction rates and simu‑
lations of the indirect heat exchanger concept are presented in Chapter 4. A discussion of these
results and their consequence on different HE designs follows in Chapter 5 before inally conclu‑
sions and potential future work are discussed in Chapter 6.



2. Theory and Background

This chapter gives an overview over the theoretical background onwhich this study is based and
the current state of the research in the ield. First, the fundamental principles of concentrating
and utilising solar radiation are introduced. This section is limited to the basics as the present
work is focused on the thermochemistry rather than the concentration of solar radiation. After
that, two‑step solar thermochemical redox cycles are explained. Here, the investigated redox
cycle as well as related developments are presented. Next, the theory on kinetics and thermo‑
dynamics, relevant for this study are introduced. This includes the redox behaviour of the redox
material ceria, its oxidation and reduction equilibria and the descriptions of kineticmechanisms.

2.1. Fundamentals of Concentrating Solar Radiation

The goal of solar thermochemistry is to utilize solar heat to directly drive a chemical reaction
rather than going the indirect path of converting solar radiation into electricity and performing
electrochemical reactions. Thereby, it aims at achieving higher ef iciencies by shortening the
process chain [18]. Most solar thermochemical processes, especially the two‑step solar redox
cycle discussed in this work, require high temperatures [13, 19, 20]. These can be achieved by
concentrating solar radiation to create a high solar heat lux.

Concentrating systems comprise a collector, commonly a mirror or a set of mirrors and a re‑
ceiver, onto which the collector focuses the collected solar radiation. There are line focusing
systems, which project the radiation from the collector surface onto a linear receiver, e.g. a tube
holding a heat transfer medium and point focusing systems, in which the radiation is concen‑
trated on a receiver in a central point [21]. A measure for the degree of concentration is the
concentration factor C̃ . It is de ined as [22, 23]

C̃ =
Q̇rec
I A

, (2.1)

where Q̇rec is the radiative heat low that reaches the target,A is the target area and I is the direct
normal irradiation (DNI) [23], which is the solar radiation reaching the earth in a straight line
from the sun, related to a perpendicular surface area [24]. In many applications, the radiation is
absorbed in a cavity. In this case the, target is an opening, referred to as aperture, throughwhich
the radiation enters the cavity receiver.

Examples of line focusing systems are linear Fresnel re lector systems with mirrors placed in
parallel to the receiver tube and parabolic troughs, which use a curved mirror as collector [21].
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(a) (b)

(d)

(c)

(e)

collector

target

solar radiation

Figure 2.1.: Schematic of different line and point focussing collector concepts. (a): parabolic
trough; (b): parabolic dish; (c): compound parabolic concentrator; (d): linear Fres‑
nel re lector; (e): heliostat ield with tower.

Such systems typically reach concentration factors of 30 to 100 and operating temperatures of
up to 823K [21, 25]. Both concepts are visualised in Figure 2.1.

Common examples of point focusing systems are solar towers combined with a heliostat ield,
shown in Figure 2.1(e) and dish systems in which a dish‑shaped mirror focusses the solar radi‑
ation onto a connected receiver, depicted in Figure 2.1(b) [21]. Heliostats are mirrors, placed
in the vicinity of the tower which holds a central receiver. For solar towers, concentration fac‑
tors are commonly in the range 300 to 1500 and temperatures above 1773K can be reached
[21, 25]. However, for thermochemical applications, higher concentration factors and temper‑
atures were suggested [26, 27] and concentrated solar heat luxes C̃ I of more than 3MWm−2

were demonstrated at a research plant [28, 29]. Another option to increase the heat lux is by
supplementing the system with secondary concentrating optics, such as a compound parabolic
concentrator (CPC) [30] that is mounted in front of the receiver [31]. CPCs can also increase the
target area, thereby reducing spillage and homogenize the radiation within the receiver [32].
The operating principle of a CPC is illustrated in Figure 2.1(c).

Dish systems reach concentration factors of 1000 to5000and temperatures canexceed2273K
[21, 25]. Due to size limitations, dish systems are typically designed for a thermal power below
100 kW [21].

When solar radiation is concentrated, the following energy loss mechanisms can occur [31]:

• To concentrate solar radiation, the surface of a collector cannot be perfectly perpendicular
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to the incoming radiation. Thus, only a projected area, perpendicular to the radiation is hit
with the intensity of the DNI. This is described by the so‑called cosine loss.

• A fraction of the collector is shadowed, e.g. by other collectors. This effect is called shading.

• The non‑ideal re lectivity of a real mirror.

• In heliostat ields, radiation that was re lected by one heliostat might be blocked by an‑
other, which is referred to as blocking.

• Atmospheric attenuation, i.e. attenuation of the radiation between collector and target.

• The beam guidance can never be perfect. Therefore, a fraction of the concentrated radia‑
tion misses its target. This loss mechanism is called spillage.

• In a system with CPCs, CPC transmission losses can occur, which means that part of the
radiation is absorbed or re lected such that it leaves through the CPC aperture.

Due to the necessity of high temperatures, solar thermochemical redox cycles depend on point
focussing systems. Especially solar towers are a promising technology for large‑scale plants.
Receiver and reactor canbe two separate elements in an indirectly heated reactor concept, where
a heat transfer luid such as air is heated in the receiver and then transfers heat to the reactor
[33, 34]. Richter et al. proposed a concept in which inert heat transfer particles are irradiated
and then mixed with reactive particles [35]. Alternatively, a receiver reactor is used, in which
the reactive material is directly irradiated [12, 13, 36]. The concentrated solar radiation enters
a cavity receiver, which is the reactor, through the aperture. Themain cause for losses from such
a receiver is typically radiation [13, 37], due to the high operation temperatures. Therefore,
the ef iciency can often be approximated by the absorption ef iciency of a perfectly insulated
receiver, which reads [38, 39]

ηrec =
α C̃ I − ε σ T 4

rec
C̃ I

, (2.2)

where α and ε are the absorptivity and emissivity, respectively, σ is the Stefan–Boltzmann con‑
stant and Trec is the temperature of the receiver. Assuming a blackbody receiver, Equation 2.2 is
simpli ied to [22]

ηrec = 1− σ T 4
rec

C̃ I
, (2.3)

which is commonly used in the literature for simple receiver models, for example in Refs. [11,
18, 23]. Radiation from the ambience can also be considered in the radiation losses, which are
then expressed as σ

(
T 4
rec − T 4

amb
)
[40, 41]. The effect is however usually negligible, as typically

T 4
rec ≫ T 4

amb.
In directly irradiated receiver reactors it is necessary to seal the aperture, for example with a

quartz glass window [22], to prevent the reactants and products from mixing with ambient air.
Reactors with windows on laboratory scale are for example discussed in Refs. [12, 13, 36] and
on a larger scale in Ref. [32].
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2.2. Two-Step Solar Thermochemical Redox Cycles

Generating hydrogen via a redox cylce is an old concept. One example, in which iron‑oxide is
used as an oxygen carrier is called steam‑iron process, a technology that was developed in the
late 19th/early 20th century [42–44]. Thermochemical cycles for hydrogen production, pow‑
ered by a nuclear heat source, often with more complex reaction schemes containing more than
three reaction steps, were investigated especially in the 1960s and 1970s [18, 45–47]. In recent
years, the use of concentrated solar radiation has renewed the interest in thermochemical cycles,
especially in two‑step thermochemical redox cycles.

A frequently investigated redox material is non‑stoichiometric ceria (cerium(IV) oxide) [13,
46, 48, 49]. Its molecular formula is CeO2–δ , where δ is the so‑called oxygen non‑stoichiometry
as explained in detail in Section 2.3.1. Ceria has bene icial properties such as good reaction ki‑
netics (also explained in Section 2.3.1), and thermodynamic data on thematerial is available [50,
51]. It has therefore become a reference material that is commonly used in studies for compa‑
rability, as in the present study, or as a benchmark for other materials [8, 49, 52]. However,
its thermodynamics which cause the need for high reduction temperatures also pose challenges
to the process design and hence material development is still an ongoing task. Amongst other
materials that were investigated are doped and undoped iron oxides [53–55], doped ceria [8, 9,
49, 56, 57] or cerium‑based mixed‑phase ceramics [58], zinc‑oxide [55, 59, 60] and perovskites
[52, 61, 62]. As mentioned earlier, the redoxmaterial is oxidised, when H2O or CO2 are split. For
ceria this is described by [63]

CeO2−δred +∆δH2O −→ CeO2−δox +∆δH2 (2.4)

or
CeO2−δred +∆δ CO2 −→ CeO2−δox +∆δ CO, (2.5)

where δox and δred are the oxygen non‑stoichiometry after the oxidation and reduction, respec‑
tively and∆δ = δred − δox. The oxidation of ceria is exothermic [63] and typically takes place at
temperatures of about 873K to 1373K [13, 20, 64]. In the reduction, oxygen is released from the
redox material’s crystal lattice, which requires higher temperatures. For ceria, the temperature
of a thermal reduction step is typically in the region of 1773K [13, 19, 20]. The endothermic
reaction is given by [63]

CeO2−δox −→ CeO2−δred +
∆δ

2 O2. (2.6)

The reduction is favoured at high temperatures and low O2 partial pressures [50]. An important
performance indicator for the solar thermochemical redox cycle is the solar‑to‑fuel ef iciency,
which is de ined as the heating value of the produced fuel in relation to the solar energy demand
of the process [13].

Themost advanced reactor concept for two‑step solar thermochemical H2O and CO2‑splitting
are discontinuous reactors, with a stationary monolithic redox material. In such reactors, the
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redox material is directly irradiated. Marxer et al. [13] tested a 4 kW reactor holding ceria‑
elements in the form of a reticulated porous ceramic (RPC) with dual‑scale porosity in the mm
and µm‑range for the conversion of CO2 to CO at reduction temperatures of up to 1773K. In the
experimental campaign, a solar‑to‑fuel ef iciency of 5.25%was reached.

After scaling up, the 4 kW reactor to a 50 kW reactor, thewhole process‑chain from concentra‑
tion of solar radiation to a liquid fuel was demonstrated on a designated test plant. A heliostat
ield is used to focus the solar radiation onto the aperture of the reactor, which is placed on a
solar tower. Syngas is converted to a liquid fuel via FTS. [28, 29, 65]

Despite the fact that the whole process‑chain was successfully demonstrated, improvements
in terms of energy ef iciency are needed tomake the process competitive. Concentration of solar
radiation is associated with the loss mechanisms listed above, in Section 2.1. Subsequent to the
solar concentration, the main energy demand of a two‑step solar thermochemical redox cycle
for splitting of H2O and CO2 consists of the reaction enthalpy of the endothermic reduction step,
heating the redox material from the oxidation to the reduction temperature, evaporating and
overheating H2O and/or heating CO2 to the oxidation temperature, auxiliary energy demands,
such as the vacuum pumps or puri ication of sweep gas and compensation of heat losses [12,
13]. At the high temperatures relevant for this process, main source for heat losses from the hot
receiver to the ambience is radiation [13, 37] which scales with the temperature to the power of
4. The largest share of the overall energy demand, however, is associated with sensible heating
of the redox material [12, 13]. This is especially critical for discontinuous reactors, as here not
only the redox material, but the whole reactor undergoes a temperatures swing.

In the following, improvements made in the development of two‑step solar thermochemical
H2O and/or CO2 splitting, which are relevant for the present work are described. First, means of
reducing the O2 partial pressure during the reduction step are discussed. Low O2 partial pres‑
sures support the reduction and thus contribute to lower reduction temperatures [50]. There‑
after, solid‑solid heat exchanger concepts for the recuperation of sensible heat from the redox
material are presented. Lastly, methods for the production of porous ceria structures are de‑
scribed. Suitable porous redox structures are an important factor to achieve more uniform tem‑
perature pro iles in the material [66], so that a larger portion of the material can be reduced.

2.2.1. Oxygen Partial Pressure Control for Reduction Step

The reduction step can be supported by means of decreasing the O2 partial pressure, thus in‑
creasing the degree of reduction or lowering the necessary reduction temperature [50]. Meth‑
ods to reach low O2 partial pressures, which are described in this section are depicted and sum‑
marised in Table 2.1. Onemethod is to utilize a vacuum pump [12, 13], as depicted in Figure 1.1.
Another option is to sweep the reduction reactor with an inert gas, lushing out the O2 [64, 67].
Vacuum pumping is however considered to have ef iciency bene its over application of a sweep
gas [12, 13], especially since Brendelberger et al. [64] showed that the sweep gas demand has
been underestimated in the past.
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Instead of using amechanical vacuumpumpor a jet pump, a so‑called thermochemical oxygen
pump [68–73]was suggested. This concept utilizes a second redox cycle, with a secondary redox
material, sometimes referred to as pumping material, which can be reduced at lower tempera‑
tures. In this context, the primary redox material is sometimes called splitting material, as it is
used in the original redox cycle to split H2O or CO2. During the reduction of the splitting mate‑
rial, the pumping material is oxidised with the released O2. For this to work, the two materials
must share a common atmosphere, while the pumping material is present at signi icantly lower
temperatures than the splittingmaterial. [71–73] In theoretical studies, it was shown exemplar‑
ily for the Co3O4/CoO redox pair [70], as well as the perovskites SrFeO3–δ and SrMnO3–δ [72]
as pumpingmaterials that thermochemical pumps have signi icantly lower energy demand than
mechanical or jet pumps at low target pressures, but a higher energy demand at higher pres‑
sures. Thermochemical oxygen pumping to support the reduction of ceria was experimentally
demonstrated with SrFeO3 by Brendelberger et al. [71] and with more perovskites by Pein et al.
[73]. The principle of a thermochemical pumpingmaterial can also be used to clean a sweep gas
as suggested by Ezbiri et al. [69].

A similar approach was proposed by Ermanoski et al. [74]. Here, the use of a sorbent cycle is
suggested, where oxygen can be adsorbed by the sorbent at ambient temperature, thereby creat‑
ing low oxygen partial pressures for the reduction of the redoxmaterial. At higher temperatures
up to approximately 623K the oxygen desorbs and is released to the ambient air. [74] Prelimi‑
nary experimental tests were conducted on YBaCo4O7+δ by Xu et al. [75] showing the principle
feasibility of the concept. One advantage that this technology might have over thermochemical
oxygen pumps is associated with lower operating temperatures, which result in a theoretically
lower energy demand [70, 72, 74].

Another option to decrease theO2 partial pressure is the introduction of a reducing agent [76].
In such a thermochemical reduction step, the reducing agent would act as an oxygen sink, as it
undergoes a chemical reaction with O2. A suitable reducing agent is CH4, which reacts with O2
forming a syngas [76]. Together with the splitting of H2O or CO2 in the oxidation step, the net
reaction of this redox cycle equals that of steam methane reforming or dry methane reforming,
respectively [10, 11, 77]. It is therefore commonly referred to as redox reforming. In redox re‑
forming, signi icantly lowerO2 partial pressures can be achieved in the reduction step, compared
to a thermal reduction step supported by vacuum pumping or inert gas sweeping [76] and thus
lower reduction temperatures and/or a more effective reduction are feasible. However, if the
reducing agent does not originate from a renewable source, a fossil fuel, such as natural gas is
introduced to the process. In this case, the concept is not carbon neutral and causes net CO2
emissions. Both theoretical [10, 11, 78–80] and experimental [79–83] investigations of redox
reforming were conducted in recent years.
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Table 2.1.: Overview of different concepts of oxygen removal for two‑step redox cycles and rele‑
vant literature.

Vacuum pump Inert
sweep gas

Thermochemical
oxygen pump Sorbent cycle Reducing

agent

Red. Ox.

O2

O2

Red. Ox.

IG +O2

IG

Red. Ox.

Ox. Red.

O2

O2

Splitting cycle

Pumping
cycle

Red. Ox.

Ads. Des.

O2

O2

Splitting cycle

Sorbent
cycle

Red. Ox.

2H2+CO

CH4

Refs.
[12, 13]

Refs.
[64, 67]

Refs.
[68–73]

Refs.
[74, 75]

Refs.
[10, 11, 76, 78–82]

2.2.2. Solid-solid Heat Exchanger Concepts

The temperature swing between oxidation and reduction step results in a signi icant heat de‑
mand for sensible heating of the redox material [12, 13]. In case of discontinuous reactors, the
whole reactor has to be heated after the oxidation step, amplifying this effect. In an experimental
study, Marxer et al. [13] ind that for their discontinuous reactor design, more than 60% of the
total heat demand of the redox cycle is used for this sensible heating. Several studies pointed
out that heat recuperation between hot and cold redox material is necessary to reach high en‑
ergy ef iciencies [13–16]. The heat recovery can be quanti ied with the ratio of the heat that
was recovered in the HE to the heat that is theoretically available from the hot material [7, 84,
85]. Throughout the present study, this quantity is referred to as heat recovery ratio ϵ. Different
concepts to achieve heat recuperation for the solid phase were presented in the literature. In
the following, an overview over different approaches to realise solid‑solid heat recovery within
solar thermochemical redox cycles is given. All concepts are summarised and categorised by the
mode of heat transfer in Table 2.2.

One approach is the use of rotating elements, whichmove the redoxmaterial through a reduc‑
tion and an oxidation zone while exchanging heat in‑between. An early design of that type was
the counter‑rotating ring receiver/reactor/recuperator (CR5) [86–90], an assembly of multiple
counter‑rotating parallel rings. In this concept, the reactive material is placed at the outer di‑
ameter of the rings. In an irradiated zone the material is thermally reduced. The rotation then
transports the material into a splitting zone where it is oxidised, splitting H2O or CO2. As two
adjacent rings rotate in opposite directions, redox material from the hot zone can preheat redox
material from the cold zone in a counter‑ low manner. [86, 87]
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Different simulations of the CR5 concept predict heat recovery ratios of up to 88% [88, 89].
Despite such a high theoretical effectiveness of the heat recuperation, the solar‑to‑fuel ef iciency
was found to be below 1% in experiments [90]. In addition, the system suffered from technical
problems such as cracking of the material, which hindered the rotation of some of the rings and
limited mass low out of the reduction zone [90].

Another example of a concept using counter rotating elements was presented by Lapp et al.
[84]. Instead of parallel rings, this concept utilizes concentric cylinders. The outer hollow cylin‑
der is made from the reactive material. It rotates through the oxidation and reduction zone. The
inner cylinder is also hollow and consists of an opaque solid. This material is inert and acts as
a heat transfer medium. The inner cylinder rotates in the opposite direction of the outer cylin‑
der. In regions in which the outer cylinder is hotter, heat is transferred to the inner ring and in
regions in which the inner ring is hotter vice versa. This way the inner ring transports heat from
hot parts of the reactive material to colder parts, so that heat is recuperated. A numeric model
yields heat recovery ratios of 41%. Parameter variations can boost ϵ to more than 50%. How‑
ever, the optimisation of ϵ alone might not be suf icient to optimise the process, as it can result
in a lower reduction temperature and thus a less effective reduction. [84]

Direct counter current heat recovery can be implemented with linearly moving units of redox
material instead of rotating elements. Falter et al. modelled the behaviour of such HEs [40, 41,
91]. To that end, they developed a generic model in which heat is transferred between RPCs of
ceria separated by awall. The RPCs pass through a number of HE chambers inwhich they remain
for a given residence time. Heat recovery ratios close to 70% at a total residence time in the HE
of approximately 3000 s are predicted, if the HE is divided into 15 or more chambers. [41]

Another approach to separate RPCs of hot and cold redox material in a counter current HE is
to encapsulate each RPC in an individual reactor andmove the resulting reactor train rather than
the RPCs, as was suggested by Patankar et al. [92–94]. In this concept, heat recovery is realised
by radiation through sapphire windows in the reactors and theoretical investigations predict a
heat recovery ratio of 80% for a system that produces 100 kg of H2 per daywith a residence time
in the HE of 900 s and a heat recovery ratio of 90% at a residence time of 2700 s [93]. In another
theoretical study, the use of thermochemical oxygen pumping in combination with the reactor
train system was investigated, resulting in a higher cycle ef iciency as well as a higher H2 yield
compared to vacuum pumping [94].

Ermanoski et al. [12] suggested a continuous particle‑based concept, in which reactive parti‑
cles are transported from an oxidation chamber to a reduction chamber via a screw elevator. In
the reduction chamber they are lifted by a second screw elevator to an irradiated zone, where
they are thermally reduced. Afterwards, the particles fall into a tube in the center of the second
screw elevator. From there, they move back to the oxidation chamber, driven by gravity. This
way, counter current heat exchange through the tube wall is implemented. [12] In experiments
using sand at temperatures up to 433K, heat recovery ratios of approximately 25% to50%were
observed [95].

Siegrist et al. [17, 96] proposed a concept in which so‑called bricks, porous monolithic redox
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structures, are cycled between a reduction and an oxidation step. It was called moving brick
receiver‑reactor (MBR2). The bricks are conveyed through a receiver‑reactor where they are di‑
rectly irradiated and thermally reduced. On their way to the splitting reactor, the hot bricks pass
through a heat exchanger where they preheat cold bricks from the oxidation step in a counter
low arrangement. The reactors may be separated from the HE via pressure locks or connected
to the HE without separation. [17, 96]

In contrast to the concepts by Falter et al. [40, 41, 91] and Patankar et al. [92–94], Siegrist
et al. [17] suggest to avoid physical separation of the two lows of redox material to improve
the heat transfer. They estimated the resulting recombination effect roughly as was described in
Chapter 1. Asmeasure for the recombination, Siegrist et al. introduce a fractionof recombination
frecomb, which is de ined as the number of available oxygen vacancies to split H2O or CO after
recombination, divided by the available number of oxygen vacancies, if no recombination had
taken place [17].

Indirect heat transfer via a heat transfer medium allows to avoid the recombination effect as
hot and cold redoxmaterial are separated spatially or in time. It can be used in combinationwith
discontinuous reactor concepts. Brendelberger et al. [15] discussed an approach to recover
heat from a stationary monolith receiver reactor. After the reduction step, heat from the hot
redox material is used to charge a heat storage with a heat transfer luid. After the oxidation of
the reactive material, the heat transfer luid is used to discharge the heat storage and preheat
the cold redox material for the next reduction step. This way, the phase in which the reactive
material is irradiated can be shortened. Simulations show that for a single heat storage unit the
solar heat input could be decreased by up to 40%. [15]

A similar approach was demonstrated in a solar simulator, using a prototype comprising a
4 kW solar reactor and two thermocline heat storage units by Lidor et al. [97]. N2 is used as an
inert heat transfer luid to charge one of the heat storage units after the reduction reaction. After
the oxidation reaction, heat can be recovered from the heat storage unit to preheat the reactor
for the upcoming reduction. In experiments, it was found that up to 70% of sensible heat could
be extracted from the RPC in the reactor. However, due to high heat losses through the piping,
the temperature in the heat storage unit was insuf icient to perform the heat recuperation step.
[97]

Indirect concepts can also be applied to continuously operated systems. Felinks et al. [7] sug‑
gested a particle based concept. Herein, reactive particles are used as the redox material and
are cycled between a reduction and an oxidation reactor. Inert ceramic particles of a different
size are used as a heat transfer medium. The inert particles are alternately mixed with hot and
cold reactive particles, thereby transferring heat from hot to cold reactive particles. Due to the
different size of inert and reactive particles, mechanical separation of the two particle types is
possible. Multiple mixing and separating stages approximate a counter current HE. For this ap‑
proach, Felinks et al. calculated heat recovery ratios in excess of 70% with a numeric model.
This result was found for six stages using ceria as redox material and alumina as heat transfer
medium. [7]
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Table 2.2.: Heat exchanger concepts categorized by mode of heat transfer. RM: redox material;
HTM: heat transfer medium; HS: heat storage unit.
Heat transfer Concepts Speci ications

Direct

hot
RM

cold
RM

ሶ𝑄

CR5 [86–90]

MBR2 [17, 96]

Redox material on counter
rotating discs.

Brick‑like redox units in
counter low arrangement.

Through wall

hot
RM

cold
RM

ሶ𝑄

Falter et al. [40, 41, 91]

Patankar et al. [92–94]

Ermanoski et al. [12]

Linear counter low
of redox material.

Redox material in reactors
moving as reactor train.

Redox particles moved by
screw elevators.

Via heat transfer medium

hot
RM

cold
RM

ሶ𝑄

H
T
M

ሶ𝑄

Lapp et al. [84]

Felinks et al. [7]

Yuan et al. [85]

Rotating cylinders,
solid heat transfer medium.

Inert ceramic particles
as heat transfer medium.

Liquid metal as
heat transfer medium.

Via heat transfer medium
and storage unit

hot
RM

HS

ሶ𝑄

H
T
M

ሶ𝑄ሶ𝑄

H
T
M

ሶ𝑄
cold
RM

Brendelberger et al. [15]

Lidor et al. [97]

Gaseous heat transfer luid,
porous heat storage medium.

Gaseous heat transfer luid,
two heat storage units.

The concept of heat transfer particles was also studied for the use in indirectly heated reduc‑
tion reactors by Richter et al. [35]. Here the heat transfer particles are irradiated instead of the
reactive material, which is heated by mixing with the hot heat transfer particles.



2.2. Two‑Step Solar Thermochemical Redox Cycles 15

Yuan et al. [85] suggested an indirect HE concept based on a liquid metal as a heat transfer
luid. The concept includes an array of discontinuous reactors, arranged in a cycle. These re‑
actors can be operated in a cyclic manner, in which each reactor undergoes a reduction step
followed by several heat recuperation steps with the other reactors and an oxidation step, which
is again followed by heat recuperation steps. This way, semi continuous operation of the over‑
all reactor array is possible. The liquid metal is used to supply heat for the reduction step and
to enable heat recuperation between the reaction chambers. For heat recuperation, the reac‑
tion chambers are connected by pipes to allow heat exchange via the liquid metal heat transfer
medium. Liquid metal is also heated in a solar receiver to provide heat for the reduction. This
indirect approach, like the aforementioned indirect particle approach [35], allows separate op‑
timisation of reactors and receiver. The redox material is coated on tubes inside the reaction
chambers through which the liquid metal is lowed. In simulations, heat recovery via the piping
network was calculated to reach 80% of the heat stored in reactors and redox material. [85]

2.2.3. Porous Redox Material Structures

In the early 1960s, Schwartzwalder et al. invented and patented a method for the production of
porous ceramic structures [98]. This method is today commonly known as replica method [99–
101] or replication method [102, 103]. In this method, an open celled sponge is used as a tem‑
plate, which is coated with a ceramic slurry [98, 99]. After removal of excess slurry [98], a green
body is formed as the slurry dries [99]. This green body is then ired to remove organic compo‑
nents and sinter the ceramics [98, 99]. A frequently used template material in the application of
the replication method is polyurethane (PU) [99–102].

Furler et al. [102] fabricated pure ceria RPCs via the replication route for a cavity‑receiver‑
reactor. Said reactor was discontinuously operated and experiments were conducted in a solar
simulator. The RPCs inside the reactor were directly irradiated reaching up to 1873K. In the
oxidation step, CO2 was converted to CO. These experiments resulted in an average solar‑to‑
fuel ef iciency of 1.73% (3.53% peak ef iciency). At the time, this was the highest reported
ef iciency of a solar driven device for CO2 splitting, which was four times higher than previously
achieved ef iciencies. This success was attributed to the structure of the redox material: The
macroporosity allows effective absorption of concentrated solar radiation, while the density is
relatively high so that a high mass loading of the reactor can be achieved. [102]

Later, Furler et al. [20] developed this approach further, fabricating ceria RPCswith dual‑scale
porosity. To this end, a carbon pore‑forming agent, consisting of spherical particles in the µm‑
range, was added to the ceramic slurry. The pore‑forming agent is burnt along with the organic
template. The RPCs with dual‑scale porosity were shown to yield ten times higher CO evolu‑
tion rates than samples with simple porosity by thermogravimetric analysis (TGA) (explained
in detail in Section 2.4). Experiments with a cavity‑receiver‑reactor showed a three times faster
oxidation, when redox material with dual‑scale porosity was used. [20]

Ceria RPCs with dual‑scale porosity were also used in cavity‑receiver‑reactors by Marxer et
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al. [13, 103]. This approach helped to achieve the high solar‑to‑fuel ef iciency of 5.25% [13],
mentioned above. This was done in an improved reactor con iguration [13, 104], using vacuum
pumping instead of inert gas sweeping [13].

The burn‑off of the polymer template in the replication method typically leaves hollow struts
of the RPC with cavities that have triangular cross‑sections [99–101]. Vogt et al. [100] used
a vacuum in iltration process to ill such cavities and thereby improve the mechanical stability
of RPCs manufactured with the replication method. They were able to double the compression
strength of alumina foams with this approach, while the weight of the foams was increased by
approximately 10%. Marxer et al. [13] used the vacuum in iltration method combined with an
ultrasonic bath for the manufacturing of aforementioned ceria RPCs.

Polymer templates can also be used to create so called three‑dimensionally ordered macrop‑
orous structures [105]. To this end, polymer spheres of typically some hundred nm are synthe‑
sized [106]. A precursor solution for the ceramic material in iltrates the void space between the
polymer beads, which have sedimented into a face‑centered cubic colloidal crystal [105, 107].
Calcination at elevated temperatures then removes the polymer and forms the ceramic struc‑
ture [105]. Venstrom et al. [107] used this method to produce a powder of three‑dimensionally
orderedmacroporous ceria thatwas compared to other ceria powderswithout orderedpore net‑
work. Via their experiments with a ixed bed tubular low reactor, they showed an increase of H2
and CO production rates of 75%and 175%, respectively, compared to non‑orderedmesoporous
ceria, due to the highly accessible reactive surface area.

Macroporosity is an important property of redox materials for solar thermochemical appli‑
cations, as it allows the concentrated radiation to penetrate into the structure. As mentioned
above, this feature contributes to the success of ceria RPCs [102]. To further tailor the redox
material’s appearance to radiative heat transport, Hoes et al. [66] used the replication method
with an ordered 3D printed polymer structure as template. They created different geometries,
such as a honeycomb structure, with decreasing cell sizes in the direction of irradiation. These
3D printed polymer structures with a strut thickness of 0.3mm were coated with a ceria slurry
containing carbon ibres as pore forming agent. Sintering at 1873K removed the organic com‑
ponents and created ceria structures with 1mm struts. Numerical simulations show that in the
ordered structures, the radiation attenuation follows an almost linear decay. Compared to the
exponential decay in RPCs, which is described in Section 2.5.3 (see Equation 2.51), this results
in a higher radiative intensity in the depth of the material. This behaviour is re lected in a more
suitable temperature pro ile for thermal reduction of the material as measured by Hoes et al.
using a solar simulator. Especially in the middle and rear of the structures, the ordered struc‑
tures reached higher temperatures than the tested RPC, with the honeycomb structure reaching
the highest temperatures and the lowest temperature gradient. Consequently, reduction extents
calculated, assuming equilibrium conditions, revealed that the ordered structures released up to
3.4 times more O2 than the RPCs. [66]

Orderedporous ceria structureswere also fabricatedvia the replicationmethodwith3Dprinted
polymer templates and tested byHaeussler et al. [108]. Structureswith andwithoutmicropores
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and a gradient inmacroporositywere tested in a solar reactor. Wood particles were used as pore
forming agent for the microporosity. Two‑step redox cycles performed in the solar reactor indi‑
cate an improved reduction extent for ordered ceria structures compared to non‑ordered RPCs.
The oxidation step on the other hand was not improved by the ordered structure. The experi‑
ments further con irm that adding microporosity to the redox structure enhances the oxidation
rate signi icantly. [108]

Direct 3D printing of porous ceria was conducted by Zhang et al. [109]. They performed so‑
called direct inkwriting, amethod inwhich extrusion of a suspension through a nozzle is used to
print three‑dimensional structures. The ceria suspensionwas extruded in form of a foam, which
contained hollow silica spheres as pore‑former. Air bubbles in the ceria foam create pores with
an average diameter of 62.2 µm. In a sintering step at 1773K the silica spheres soften andmerge
with their surrounding adding a secondary porosity with pores of 19.6 µm on average. These
smaller pores connect the larger pores, turning theotherwise closedporosity into anopenporos‑
ity. In addition to the two types of micropores, macropores can be constructed in the 3D‑printed
structure. Zhang et al. were able to produce highly porous ceria structures with porosities from
81% to 92% via this approach. [109]

Ben‑Arfa et al. [110] also applied a direct 3D printing approach for fabrication of porous ceria
structures using the robocasting method. Like direct ink writing, robocasting is based on the
extrusion of a suspension such as a ceramic slurry. In their work, Ben‑Arfa et al. were able to
produce ine scaffold structures with struts of 510 µm diameter and a distance of 500 µm be‑
tween the struts. The latter ensures macroporosity of the structure. Although no pore forming
agent was added to the ceria slurry, microporosity in the nm scale was found, even after sinter‑
ing at 1723K. The general applicability of these structures for two‑step solar thermochemical
redox cycles was demonstrated via TGA. [110]

2.3. Kinetics and Thermodynamics

Knowledge of kinetics and thermodynamics of the relevant gas phase reactions as well as oxida‑
tion and reduction of the redox material are of utmost importance to describe the investigated
process. Therefore, the oxygen non‑stoichiometry of ceria and the associated redox behaviour
of this material are explained. Subsequently, both the fundamentals and the state of research on
thermochemical redox cycles based on ceria are presented with regard to reaction kinetics and
equilibria.

2.3.1. Oxygen Non-Stoichiometry

Ceria is a non‑stoichiometricmetal oxide. Suchmaterials are characterized by a continuous tran‑
sition between oxidation states, described by the oxygen non‑stoichiometry δ. Therefore, the
oxidation and reduction behaviour of ceria differs from materials in which the oxidation state
changes in discrete steps according to a ixed stoichiometry. For example the oxidation or re‑
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duction of iron and iron oxides could take place in several steps such as

Fe ± 1
2 O2←−−→ FeO ± 1

6 O2←−−→ 1
3 Fe3O4

± 1
12 O2←−−−→ 1

2 Fe2O3, (2.7)

while the reduction and oxidation of ceria according to Reaction 2.6 and its reverse reaction can
be formulated as

CeO2−(δ+∆δ)

±∆δ
2 O2←−−−→ CeO2−δ, (2.8)

where ∆δ can take any value, as long as the total non‑stoichiometry stays below a certain up‑
per limit, i.e. δ + ∆δ < δUL. Within the range 0 ≤ δ < δUL, ceria remains in its luorite phase,
whichmeans that there is no change in the crystalline structure [50, 111]. This is again different
from the behaviour exempli ied in Reaction 2.7. Instead of a rearranged crystalline structure,
vacancies are incorporated in the lattice, on positions, where oxygen ions would be placed if the
material was fully oxidized [56, 111]. Hence, δ is a measure for the concentration of oxygen va‑
cancies. For example 1mol of CeO2–δ contains δmoles of oxygen vacancies. Figure 2.2 shows the
oxygen non‑stoichiometry δ of ceria at equilibrium. Here, δ is calculated using a correlation by
Bul in et al. [48] (Equation 2.32), which is explained in Section 2.3.3. The graphs show how δ ap‑
proaches 0 for low temperatures T and high O2 partial pressures pO2 as the material is oxidised.
At high T and low pO2 , δ approaches the upper limit δUL as the material is reduced. Due to the
non‑linear behaviour of the equilibrium‑δ with respect to T and pO2 it is particularly interesting
to achieve high T and low pO2 to achieve an effective reduction of the material [50]. Due to prac‑
tical limitations, such as sublimation of ceria [112–114], the possible reduction temperature is
however limited. Ceria sublimation was for example observed by Abanades et al. [112, 113] at
2273K and by Knoblauch et al. [114] above 1600K. The energy demand for vacuum pumping
[70] or processing of sweep gas [64] also limits the range of energetically reasonable pO2 .

Ceria is an oxygen ion conductor [49, 115], which allows fast oxygen transport through the
material’s lattice [80] fromor to reactive sites. Consequently, ceria typically exhibits fast kinetics
of reduction and oxidation [46, 49, 80].

The non‑stoichiometry changes the way thermodynamic quantities have to be de ined or how
they can be calculated compared to reactions with a ixed stoichiometry. The reduction or oxi‑
dation of ceria can be interpreted as a series of incremental changes dδ that sum up to a total∆δ.
This means that thermodynamic quantities such as, for example∆rh,∆rs or∆rg become func‑
tions of δ. So, while in case of reactions with ixed stoichiometry, absolute quantities scale with
the amount of converted substance, in case of non‑stoichiometric behaviour, absolute quantities
do not only scale with the amount of created vacancies nceria ∆δ, but also depend on the exact
value of δ [50, 56, 116]. In other words it makes a difference whether ceria is for example re‑
duced from δ = 0.01 to δ = 0.02 or from δ = 0 to δ = 0.01. One option to incorporate the
non‑stoichiometry into thermodynamic quantities that characterize a reaction is the following:
The operator∆r for reaction quantities is de ined as the derivative with respect to the extent of
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Figure 2.2.: Non‑stoichiometry of ceria at equilibrium as a function of (a) the temperature and
(b) the O2 partial pressure.

reaction, given by [117]
∆rz =

(
∂Z

∂ξ

)
T,p

, (2.9)

where z and Z are place holders for thermodynamic quantities like Gibbs energy, entropy or
enthalpy. In the present work, for thermodynamic quantities, upper case letters denote absolute
quantities and lower case letters are used for molar quantities. ξ is the extent of reaction with
[117, 118]

dξ =
dni

νi
=

dnj

νj
. (2.10)

Herein νi is the stoichiometric factor of component i in the reaction. Division of dni by νi makes
ξ independent of i. In analogy to Equation 2.9, the reaction progress can also be measured by δ
instead of ξ, which allows the introduction of quantities following the pattern [56, 116]

∆δz =

(
∂z

∂δ

)
T,p

. (2.11)

Here,∆δz (also referred to in literature as∆z or∆zδ) describes z per oxygen vacancy. Note that
z inside the differential of Equation 2.11 is de ined per mol of ceria. Differentiation with respect
to δ changes the reference from mol of CeO2–δ to mol of oxygen vacancies. A similar de inition,
commonly referred to as∆zO2 , where z is given per created (or incorporated) oxygen molecule
O2 is used in Refs. [12, 50, 104]. This de inition differs from the one given in Equation 2.11 by a
factor of 2.
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2.3.2. Reaction Kinetics

The overall kinetics of a reaction is the result of mass transport to a relevant area such as a re‑
active surface and the chemistry, i.e. the reaction rate. This section will irst address reaction
rates in general and for the relevant reactions studied in the present work, followed by the mass
transport mechanisms, relevant for these reactions.

A reaction rate for a participant i can often be expressed in the form [118]

dci
dt = νi

k1(T )
∏
j

c
mj

j − k2(T )
∏
l

cml
l

 , (2.12)

where ci = ni V
−1 is the molar concentration of species i, νi is the stoichiometric factor, k(T ) is

called the rate constant andmi is the order of the reaction rate with respect to species i. k1(T ) is
the rate constant for the reaction with reactants j and k2(T ) is the rate constant for the reverse
reaction with reactants (products of the original reaction) l. For gas‑phase reactions, concentra‑
tions can be converted to partial pressures and the reaction rate in Equation 2.12 can alterna‑
tively be expressed in terms of partial pressures instead of concentrations [48, 118].

The rate constant, contrary to what its name suggests, is a function of the temperature, given
by the Arrhenius equation [118]

k(T ) = k∞ exp
(
− ea
R T

)
, (2.13)

where the pre‑exponential factor k∞ is the value of k(T ) for the temperature T approaching
in inity. It is often referred to as frequency factor. ea is the activation energy.

In simpli ied versions of Equation 2.12 it can be helpful to take the logarithm of this equation.
For example for a reaction that is far enough away from its equilibrium, so that the in luence
of the reverse reaction on the reaction rate is negligible and where all but one reactants are so
abundant that their concentration can be treated as constant, this yields [118]

log
(
1

νi

dci
dt

)
= log

(
k̃1(T )

)
+mj log(cj). (2.14)

Herein, k1(T ) and the constant concentrations are summarized in k̃1(T ). In a plot of Equation
2.14 against log(cj), constants can be identi ied via the y‑intercept andmj is the slope with re‑
spect to log(cj) [118]. Togetherwith Equation 2.13, Equation 2.14 yields a straight line if plotted
against T−1, which can for example be used to check whether investigated kinetics follow an ex‑
pected reaction mechanism [49]. This approach can also be directly applied on Equation 2.13,
to determine the frequency factor and the activation energy [118].

Bul in et al. [48] derived a model to describe the reaction rate of the reduction of ceria and its
reverse reaction, the oxidation of ceria with oxygen. Fundamentally, the reaction rate is written
as [48]

dcvac
dt = kred cO,ceria − kox cvac cmO2 , (2.15)
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where cvac is the concentration of oxygen vacancies, cO,ceria is the concentration of oxygen ions,
stored in the ceria lattice that can be removed by reduction without ceria leaving the luorite
phase and cO2 is the concentration of gaseous O2. Dividing the concentrations in Equation 2.15
by the constant concentration of cerium cce yields [48]

cO,ceria
cce

= δUL − δ, (2.16)
cvac
cce

= δ. (2.17)

Substituting Equations 2.13, 2.16 and 2.17 into Equation 2.15 and converting the concentration
of O2 into a partial pressure leads to [48]

dδ
dt = (δUL − δ) k∞, red exp

(
−
ea, red
R T

)
− δ pmO2 k∞, ox exp

(
−ea, ox

R T

)
. (2.18)

In addition to the chemical reaction, diffusion of oxygen within the crystal lattice might impact
the overall rate. Oxygen is transported through ceria via ambipolar diffusion, which means that
oxygen ions and electrons are transported in opposing direction maintaining an overall neutral
charge [46, 119]. Ackermann et al. [119] postulate an inverse proportionality of the ambipolar
diffusion coef icient on the oxygen non‑stoichiometry, D̃ ∝ δ−1. Indeed, in a prior study, Chueh
and Haile [46] present both calculated and measured ambipolar diffusion coef icients for 15 %
samarium‑doped ceria, which decrease with increasing δ, although not with an exactly inversely
proportional trend. This is supported bymeasurements of the electrical conductivity [120], from
which the ambipolar diffusion coef icient can be calculated with the Nernst‑Einstein equation
[46, 119]. Opposing these results, Stan et al. [121] ind increasing values of D̃ with increasing
δ, using TGA experiments coupled to a numerical model. In several studies it is shown that D̃
increaseswith increasing temperatures [46, 119–122]. A comprehensive summary of ambipolar
diffusion coef icients from the aforementioned and more studies is given in Ref. [119]. This
comparison also shows considerable deviations between values of different origins.

In oxidation experiments, Bul in et al. [49] found thatwith progressing reaction, a rate limiting
mechanism occurs. In analogy to Equation 2.14, the logarithm of Equation 2.18, neglecting the
reduction expression, was taken and plotted against the inverse of the temperatureT−1. A linear
regime suggests that here the rate determining mechanism is indeed described by the oxidation
expression in Equation 2.18. However, with progressing reaction and increasing temperatures,
a deviation from the linear behaviour was observed. It was suggested that in the later stages of
the reaction, bulk diffusion might become a limiting factor. In the same study it was also found
that the reduction is so fast that despite high heating rates of more than 100K s−1 the reaction
rate seemed to be limited by these heating rates. [49]

TGAmeasurements combinedwith a numerical model by Ackermann et al. [119] suggest that
oxygen removal and uptake in ceria at 1673K to 1823K depend on the diffusion. It is shown that
during oxidation, the bulk material appears not to be in equilibrium with the gas phase.

Knoblauch et al. [123] present a model, which suggests that there is a diffusion controlled,
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a surface exchange controlled and a mixed regime, depending on sample dimensions, diffusion
coef icient D̃ and a surface exchange coef icient of oxygen at the interface between gas and solid
K̃ . The diffusion coef icient D∗ and a surface exchange coef icient K∗ of 18O tracer [123, 124]
are used to estimate the characteristics of the oxygen transport in ceria. Results imply that for
both, powderswith a crystal size of 20 µm and a 1mm thick plane (grain size 20 µm) the kinetics
are surface exchange controlled. This is supported by assessment of the oxygen transport with
estimated values of D̃with aforementioneddata presented inRef. [119] and K̃‑values calculated
with data from TGA [123]. The same TGA cycles also show that the oxidation kinetics are so fast
that the cooling rate of 50K s−1 becomes the limiting factor.

2.3.3. Reaction Equilibria

A chemical reaction causes a change in the composition of the involved components, until an
equilibrium is reached. At that point, both reactants and products are present and the reaction
and its reverse reaction occur, but there is no net change in composition. [118] An important
thermodynamic quantity to describe this behaviour is the reaction Gibbs energy∆rg, which is,
according to Equation 2.9, the rate at which the Gibbs energy changes with respect to the extent
of reaction, given by [117, 118]

∆rg =

(
∂G

∂ξ

)
T,p

. (2.19)

The equilibrium of a chemical reaction is reached, when the Gibbs energy of the system is mini‑
mal [118]. Consequently, a reaction that decreases the Gibbs energy, moves the system closer to
its equilibrium, while a reaction that increases the Gibbs energy, would move the system away
from equilibrium. Since reactions have a tendency to approach equilibrium [118], a net change
of composition follows a reaction that decreases the Gibbs energy. Given the de inition of ∆rg

in Equation 2.19, this is the case if∆rg < 0. Such a reaction is called spontaneous [118]. If at a
certain composition, a reaction has a∆rg > 0, its reverse reaction meets the condition∆rg < 0.
Therefore the net change of composition happens in the opposite direction, because the reverse
reaction is spontaneous [118]. At equilibrium, there is no change in the Gibbs energy so that
∆rg = 0 [117, 118].

More generally, the change of the Gibbs energy is described by its total differential, which can
be written as [117]

dG = V dp− S dT +
∑
i

((
∂G

∂ni

)
T,p,nj ̸=i

dni

)
. (2.20)

Introducing the chemical potential [117]

µi =

(
∂G

∂ni

)
T,p,nj ̸=i

(2.21)

and using the relation between ξ and νi given in Equation 2.10 allows to rewrite the total differ‑
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ential as [117]
dG = V dp− S dT +

∑
i

νi µi dξ, (2.22)

which corresponds to the Gibbs fundamental equation [117] expressed via dξ, rather than dni.
This shows that with respect to the total differential in Equation 2.20, dG can be expressed as a
function of ξ instead of all ni, so that

dG = V dp− S dT +

(
∂G

∂ξ

)
T,p

dξ. (2.23)

As explained above, dξ is the same for all components i. This allows to write the change of Gibbs
energy due to a changing composition in a single expression in Equation 2.23 as opposed to the
sum used in Equation 2.20. From Equations 2.22, 2.23 and 2.19 follows [118]

∆rg =
∑
i

νi µi. (2.24)

According to this equation, the reactionGibbs energy canbe interpretedas the chemical potential
difference between reactants and products [118], weighted by the stoichiometric factors of the
reaction. Note that for reactants, νi < 0 and for products, νi > 0. In that sense, a net conversion
of reactants to products takes place, if the νi µi of all reactants have a higher magnitude than the
ones of the products, similar to heat, lowing from a body at high temperature to a body at low
temperature. The equilibrium is reached when νi µi on reactant and product side have the same
magnitude. [118]

The chemical potential consists of two parts: a standard potentialµ◦ at standard pressure and
a relative potential expressed via the activity ai [117]

µi = µ◦
i +R T ln(ai). (2.25)

Equation 2.25 describes the chemical potential of a single component i. A chemical reaction, can
be described similarly by [117]∑

i

νi µi =
∑
i

νi µ
◦
i +R T ln (K) (2.26)

with [117, 118]
K =

∏
i

aνii . (2.27)

K is the reaction quotient. It describes the current composition of the system and ranges from
0 to in inity [118]. The reaction quotient that describes the equilibrium composition is called
equilibrium constantKeq [117, 118]. For gases, the activities in Equation 2.27 are often approx‑
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imated via partial pressures according to [118]

ai ≈
pi
p◦

, (2.28)

where p◦ = 1 · 105 Pa [117] is the standard pressure. Equation 2.28 is theoretically exact for
ideal gases [118]. For pure condensed phases, the activity is 1 [117, 118].

In Equation 2.26, the chemical potential of each component is weighted with the respective
νi, matching the pattern in Equation 2.24. Using Equation 2.24, Equation 2.26 can therefore be
rewritten as [118]

∆rg = ∆rg◦ +R T ln(K), (2.29)

where∆rg◦ corresponds to the sum over νi µ◦
i in Equation 2.26 [117, 118]. Since at equilibrium

∆rg = 0, the equilibrium composition of the system, described byK = Keq, can be calculated
with Equation 2.27, where the equilibrium constantKeq is given by [117, 118]

Keq = exp
(
−∆rg◦

R T

)
. (2.30)

As described in Section 2.3.1, the non‑stoichiometric behaviour of ceria introduces a depen‑
dence on δ to thermodynamic quantities such as∆rg◦, which makes direct application of Equa‑
tion 2.30 for the reduction and oxidation of ceria dif icult. While Equation 2.30 can be used to
describe gas‑phase reactions in the process, such as the thermolysis reactions of water and car‑
bon dioxide, it is more convenient to choose a different, but related approach to determine the
equilibrium of reduction and oxidation of ceria: The equilibrium of a reversible chemical reac‑
tion is reached, when the reaction and its reverse reaction are equally fast, i.e. the changes in
composition due to reaction and reverse reaction cancel each other out and the reaction is spon‑
taneous in neither direction [118]. The reaction equilibrium is therefore a dynamic equilibrium.
As described in Section 2.3.2, Bul in et al. [48] derived a model to describe the reaction kinet‑
ics of the reduction and oxidation of ceria. Based on the idea of the dynamic equilibrium, this
model can also be used to describe the reaction equilibrium. After setting the net δ‑rate to zero,
Equation 2.18 can be rearranged to [48](

δ

δUL − δ

)
=

k∞,red
k∞,ox

p−m
O2 exp

(
−
ea,red − ea,ox

R T

)
. (2.31)

Bul in et al. [48] determined parameters of this equation for pressures in the range of 1 · 10−4 Pa
to 1000Pa. For temperatures between 1273K and 1773K they itted the equation to data by
Panlener et al. [50] and for higher temperatures, a numerical model by Zinkevich et al. [125]
was used, yielding [48](

δ

0.35− δ

)
= 8700 bar0.217 p−0.217

O2 exp
(
−195.6 kJmol−1

R T

)
, (2.32)
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for pO2 in bar. Alternatively to Equation 2.32, polynomial expressions of the form [12, 104]

log (δ(P, T )) =
3∑

i=0

Ci P
i + T

2∑
j=0

Cj+4 P
j + C7 P T 2 (2.33)

or [126]

log (δ(P, T )) =
2∑

i=0

Ci T
i + P

2∑
j=0

Cj+3 T
j , (2.34)

with P = log(pO2/p
◦) have been itted to data from Ref. [50].

2.4. Experimental Determination of Redox Behaviour

The release or uptake of oxygen by the redox material causes a mass loss or gain of the solid
phase. This way, a change in the oxygen non‑stoichiometry can be calculated by measuring the
weight of a sample during reduction or oxidation. This can be done via TGA, which requires a
precision balance and a furnace that can follow a temperature program [127]. Generally, TGA
can be used to analyse various physical and chemical phenomena that include weight change of
a sample with changing temperature [127]. In commercial systems, the method is limited to rel‑
atively small samples, often of cylindrical shape with a diameter typically< 15mm and a height
< 10mm [119, 123, 128]. One reason for this is to mitigate the deviation of furnace and sample
temperature due to endothermic and exothermic effects [127, 129]. Results are commonly pre‑
sented as weight or weight difference and temperature curves against time [52, 110, 123, 128].
Several impact factors, such as air buoyancy, cause an apparent weight change even if the mass
is constant [127]. Since only small samples are used these effects have a signi icant impact on
the measured weight, which typically has to be corrected by the apparent weight change of the
empty crucible [8, 127]. TGA is commonly applied in the ield of two‑step solar thermochemical
redox cycles, for example in Refs. [8, 52, 123]. Here, an oxidant gas for oxidation of the sample
and an inert gas for reduction typically low through the sample chamber [8, 52, 123]. It is an
important tool to evaluate the performance of redox materials without the need of a complex
customised test rig. It is thus frequently used in the development of new redox materials [8, 52,
128] and redox structures [110]. Despite being a valuable method to compare different redox
activematerials, the restricted sample size and the given low conditions limit the comparability
of TGA results with real technical systems.

More representative conditions can be achieved in customised test rigs or solar reactor pro‑
totypes, where it is not possible to measure the sample weight, however. Instead, the evolution
rate or total amount of O2 during reduction and H2 or CO during oxidation can be measured.
The derivative of δ with respect to time directly follows from these measurements as δ and the
amount of O2, H2 or CO are linked via the stoichiometry of Reactions 2.6, 2.4 and 2.5. Determin‑
ing evolution rates is commonly applied for irradiated test rigs and reactor prototypes [13, 104,
108]. To this end, total mass low and gas composition need to be obtained. The former is often
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de ined by mass low controllers [13, 104, 108] and the latter is measured for example by gas
chromatography [13, 104], mass spectrometry [130] and/or different sensors for speci ic gas
species [13, 104, 108, 130].

If a continuous gas low during experimentation is undesirable, redox experiment and mea‑
surement of ∆δ can be decoupled. Brendelberger et al. [71] and Pein et al. [73] for example
conducted experiments on thermochemical oxygen pumps using tube furnaces. After reduction,
the sample was re‑oxidised with a gas low of known O2 content at the inlet and the O2 content
at the outlet was measured, allowing to calculate the former degree of reduction [71, 73]. This
approach however only allows to calculate the inal∆δ rather than the kinetics of the reduction.

2.5. High Temperature Heat Transport

Understanding the fundamentals of heat transport is crucial to model heat exchangers and to
plan and interpret the experiments undertaken in this work. In the following, irstly convec‑
tive heat transport based on natural convection is explained. This is important to model heat
transfer between hot surfaces and their surroundings as well as to understand the theory be‑
hind temperature measurements for experiments. Secondly, radiation is discussed, which plays
an important role in the present work, due to the high temperatures in the investigated redox
cycle. Lastly, heat transport through porous media such as porous units of redox material, via
conduction and radiation, is described.

2.5.1. Convective Heat Transport

An important heat transportmechanism in lowing luids is convective heat transport. A distinc‑
tion is made between forced and free convection. While in forced convection, the current results
from external forces, in free convection, the current is a consequence of a density gradient in
a gravitational ield, typically due to a temperature gradient [131]. To model convective heat
transport, it is necessary to know the heat transfer coef icientα, which can be obtained from the
dimensionless Nusselt numberNu, which is de ined as [131, 132]

Nu =
α · L
λ

, (2.35)

where L is a characteristic length of the surface at which the heat transfer takes place and λ is
the thermal conductivity of the surrounding luid. The Nusselt number can be calculated with
empirical correlations using further dimensionless quantities. In case of free convection these
are the Prandtl number Pr and the Grashof number Gr or the Rayleigh number Ra [131, 132].
The latter is the product of Pr and Gr, so that Gr and Ra are interchangeable [132]. Prandtl
number and Rayleigh number are de ined as [131, 132]

Pr =
ν

a
(2.36)
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and [132]
Ra =

β · g ·∆T · L3

ν · a
, (2.37)

where the temperature difference ∆T is de ined as Tsurf − Tfluid, β is the isobaric volume ex‑
pansion coef icient, g is the acceleration of gravity, ν is the kinematic viscosity and a is the ther‑
mal diffusivity. Properties of the luid have to be evaluated at a reference temperature Tref =
1
2 · (Tsurf + Tfluid) [132]. The isobaric volume expansion coef icient β is de ined as [118, 133]

β =
1

V

(
∂V

∂T

)
p

(2.38)

and can be obtained from the relevant literature, e.g. Ref. [132]. From Equation 2.38 and the
ideal gas law follows [118]

β =
1

T
(2.39)

for ideal gases. Thus, if data for β is not available it might be approximated with Equation 2.39
instead. The thermal diffusivity a is de ined as [132]

a =
λ

ρ · c̃p
, (2.40)

where c̃p is the speci ic heat capacity. Using these material properties, Pr and Ra can be calcu‑
lated and thusNu can be obtained from an empirical correlation, such as [131, 132, 134, 135]

Nu =
(
C1 + C2 · (Ra · f(Pr))

1
6

)2
, (2.41)

where f(Pr) is de ined as [131, 132, 134–136]

f(Pr) =

(
1 +

(
C3

Pr

) 9
16

)− 16
9

. (2.42)

Depending on the geometry of the surface, the parameters C1, C2 and C3 have different values
[134–136]. They are summarised in Table 2.3 for the two cases, relevant for the present work,
namely a vertical lat surface and a horizontal cylinder. Instead of Equations 2.41 and 2.42, sim‑

Table 2.3.: Parameters for Equations 2.41 and 2.42.
Case C1 C2 C3
Vertical lat surface [134, 136] 0.825 0.387 0.492
Horizontal cylinder [135] 0.600 0.387 0.559

ilar equations might be used for other geometries [132].
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2.5.2. Radiation

According to the Stefan‑Boltzmann law, the radiant emittance of a grey body at temperature
T is proportional to T 4 [137]. Consequently, radiation becomes more relevant compared to
other heat transport mechanisms at higher temperatures. In case of solar thermochemical re‑
dox cycles, radiation is crucial to describe the irradiation of the redoxmaterial, the heat transport
within a receiver reactor, heat losses from hot components to the ambience, heat transfer within
heat exchangers and heat transport into the depth of porous redox materials, with the latter
being described in the following section.

The radiation that is emitted from a surface i onto a surface j can be expressed using the view
factorΦij . It is de ined as the portion of radiation emitted from surface i, which reaches surface
j [132]. It depends only on geometry [132, 137]. For a grey body i, the radiation emitted to a
surface j reads [137]

Q̇emit
ij = Ai εi Φij σ T 4

i , (2.43)

where σ is the Stefan‑Boltzmann constant and Ai, εi and Ti are the surface area, the emissivity
and the temperature of surface i, respectively. In analogy to Equation 2.43, surface j emits radi‑
ation Q̇ji onto surface i. On top of that, a part of these radiation terms will be re lected back and
forth between the two surfaces, resulting in a net radiation exchange, described by an in inite
series [132]. For grey bodies, the following expression can be derived from such a series [131,
132, 137]:

Q̇ij =
σ εi εj Φij

1− Ai

Aj
Φ2
ij (1− εi) (1− εj)

Ai

(
T 4
i − T 4

j

)
. (2.44)

For certain geometries, Equation 2.44 can be simpli ied. For two parallel plates, which are large
compared to their distance, the expression reads [131, 137, 138]

Q̇ij =
σ

1

εi
+

1

εj
− 1

Ai

(
T 4
i − T 4

j

)
. (2.45)

For a convex surface i that is enclosed by a concave surface j, Equation 2.44 is simpli ied to [131,
132, 137, 138]

Q̇ij =
σ

1

εi
+

Ai

Aj

(
1

εj
− 1

) Ai

(
T 4
i − T 4

j

)
(2.46)

and for a hemisphere j above a lat surface i [137]

Q̇ij =
σ εi εj

1− 1

2
(1− εi) (1− εj)

Ai

(
T 4
i − T 4

j

)
. (2.47)

Depending on the geometry, one of the latter two equationsmight be used to describe heat losses
fromahot component to its surroundings. If the ambience ismodelled as a black body, i.e. εj = 1,
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Equations 2.46 and 2.47 become

Q̇ij = εi σ Ai

(
T 4
i − T 4

j

)
. (2.48)

2.5.3. Heat Transport in Porous Media

Heat transport through porous media differs from that in homogeneous media in that the con‑
duction through the solid takes place along tortuous paths and is complemented by radiative
heat transfer through the void space and by heat transport through the luid inside the pores, if
present. A simple approach to account for the porosity is the homogenisation approach [139],
in which the heterogeneous porous material is treated like a homogeneous material with vol‑
ume averaged quantities. The superposition of conductive and radiative heat transport can be
summarized into an effective thermal conductivity [139]

λeff = λcond + λrad. (2.49)

Thus, the radiation inside the pores is mathematically treated like heat diffusion according to
Fourier’s law [140]. Using the Rosseland approximation, λrad can be expressed as [132, 140]

λrad =
16 σ n2 T 3

3 β̃
, (2.50)

where β̃ is the extinction coef icient and n is the real part of the complex refractive index, which
is close to unity for media with high porosity [132]. Therefore, in the present work, n = 1 is as‑
sumed. The extinction coef icient describes how radiation that penetrates the material is weak‑
ened on its path through the material due to absorption and scattering [140]. The latter can be
further divided into diffraction, re lection and refraction [140]. The resulting transmittance in a
direction x is [140]

τ(x) = e−β̃ (x−x0). (2.51)

An important material for the thermochemical redox cycle investigated in this work is reticu‑
lated porous ceria with a dual‑scale porosity as described inmore detail in Section 2.2.3. It has a
macroscopic porosity (mm‑range) allowing radiation to penetrate deep into the material [141]
and a microscopic porosity (µm‑range) of the struts, which increases the reactive surface area
[126]. The total dual‑scale porosity ϕ can be calculated as [126]

ϕ = ϕmacro + ϕstrut (1− ϕmacro) , (2.52)

where ϕmacro is themacroscopic porosity of thematerial and ϕstrut is themicroscopic porosity of
the struts. For reticulated porous ceria with a dual‑scale porosity, Ackerman et al. [126] found

β̃ =
−630.674 ϕ2

macro − 120.060 ϕmacro + 1229.36

1000 dm,pore
, (2.53)



30 2. Theory and Background

where dm,pore is the mean pore diameter.
The thermal conductivity λcond in Equation 2.49 is in itself an effective quantity. It takes into

account the thermal conductivities of the solid and luid phase and the porous nature of the ma‑
terial. Studies on calculating the thermal conductivity of composite materials as a function of
the thermal conductivities of their constituents reach back to the late 19th and early 20th cen‑
tury [142]. A comprehensive overview of analytical models for dual‑scale reticulated porous
structures is given in Ref. [141]. Ackermann et al. [141] obtained digital representations of the
three‑dimensional geometries of dual‑scale ceria RPCs from computer tomography, to which
they applied direct pore‑level simulations, such as ray‑tracing. The results were used to eval‑
uate existing analytical expressions and a so‑called modi ied three‑resistor model. The latter
reads [141]

λcond
λCeO2

=

C1 ϕ
λf

λCeO2

C2 ϕ+
λf

λCeO2
(1− C2 ϕ)

+ (1− C1 ϕ)

(
C3 ϕ

λf
λCeO2

+ 1− C3 ϕ

)
. (2.54)

For aforementioned ceria RPCs, the it parameters of Equation 2.54 are [141]

C1 = 0.6223, C2 = 0.7015, C3 = 1.0548. (2.55)

To calculate λcond from Equation 2.54, the thermal conductivities of the two phases, namely the
solid and the luid inside the pores are needed. These thermal conductivities are functions of
the temperature. For ceria, Ackerman et al. [126] expressed λCeO2 via the following polynomial
based on Ref. [143]:

λCeO2 = −1.723 423 2 · 10−9 T 3 + 1.120 317 4 · 10−5 T 2 − 0.024 019 964 T + 17.800 409. (2.56)

Data for the thermal conductivity ofmany luids is tabulated in the literature and can for example
be found in Refs. [132, 144, 145].
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In the following, materials and methods used in the present work are described in detail. First,
a model is derived with which the extent of recombination can be calculated for given operating
conditions. The model also calculates entropies to asses the feasibility of results based on the
second law of thermodynamics. Next, experimental methods for the investigation of recombi‑
nation kinetics are described. This includes the development of a dedicated test rig, the experi‑
mental procedure, characterisation of ceria samples, characterisation of the gas phase in the test
rig, methods to asses the experiments and a numeric model of the test rig. Finally, a transient
heat transportmodel for indirect heat recovery via a heat storage unit is described. This indirect
concept is investigated as an approach to avoid recombination during heat recuperation.

3.1. Modelling the Recombination Effect

Subsections 3.1.1, 3.1.2 and 3.1.3 of this section are in part based on the following
peer‑reviewed publications, authored by the author of the present work.

Philipp Holzemer‑Zerhusen, Stefan Brendelberger, Martin Roeb, and Christian Sattler.
„Oxygen Crossover in Solid–Solid Heat Exchangers for Solar Water and Carbon Dioxide
Splitting: A Thermodynamic Analysis“. In: Journal of Energy Resources Technology 143.7
(Oct. 2020). 071301. ISSN: 0195‑0738. DOI: 10.1115/1.4048772

Philipp Holzemer‑Zerhusen, Stefan Brendelberger, Martin Roeb, and Christian Sattler.
„Oxygen Crossover in Solid‑Solid Heat Exchangers for Solar Water and Carbon Dioxide
Splitting: A Thermodynamic Analysis“. In: Proceedings of the ASME 2020 14th Interna‑
tional Conference on Energy Sustainability. ASME 2020 14th International Conference on
Energy Sustainability. V001T13A001. Virtual, Online, June 2020. DOI: 10.1115/ES2020-
1608

The redox‑cycle is modelled in Python 3 [148, 149]. The model covers a receiver reactor for
the reduction step, an oxidation reactor, a solid‑solid HE and auxiliary energy demands like so‑
lar pre heating of feed‑streams and electricity generation for vacuum pumps. In the HE, both
heat transfer and oxygen crossover between the hot and cold ceria stream (recombination) are
considered. All chemical reactions are considered fast and are thus modelled as equilibrium
reactions. Given the fast reduction and oxidation kinetics of ceria [46, 49] this approximation
seems to be a good starting point for the present study. Investigations of the kinetics follow
later on. A schematic of the modelled system is shown in Figure 3.1. It is assumed that the ceria

https://doi.org/10.1115/1.4048772
https://doi.org/10.1115/ES2020-1608
https://doi.org/10.1115/ES2020-1608
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streams pass pressure locks, which separate the atmospheres of adjacent components, i.e. the
oxidation and reduction reactor from the HE. These pressure locks are not further speci ied and
for simplicity it is assumed that they are capable of fully preventing any gas transport between
the components. Separation of the atmospheres of the oxidation reactor and the HE are needed
to prevent the oxidation product, namely H2 or CO from entering the HE, where it would act as a
reducing agent at elevated temperatures for the just oxidized redoxmaterial, again forming H2O
or CO2. This reaction could cause a signi icant decrease of the yield, if it wasn’t prevented by sep‑
aration of the atmospheres. A pressure lock between oxidation reactor andHE, i.e. pressure lock
2 in Figue 3.1, is therefore always considered. Regarding the pressure lock between reduction
reactor and HE, two different setups are considered: Setup 1, with this pressure lock and setup
2 without it. Separation of the reduction reactor and the HE seems bene icial to avoid O2, which
was released in the reaction to oxidise ceria in the HE and thereby amplifying the recombination
effect. However, Siegrist et al. [17] suggested to only have one pressure lock, which simpli ies
the process and performed calculations for this case based on very coarse approximations. This
suggestion is therefore investigated in more detail via setup 2 in the present work. The whole
system is modelled at steady state operation. Thermodynamic states at the inlets and outlets of
HE and reactors are labelled with integers from 1 to 4 as indicated in Figure 3.1.

Red. Ox.HE

ሶ𝑛pump

12

3 4

Pressure lock 1 Pressure lock 2

ሶ𝑛feed

ሶ𝑛product

ሶ𝑛ceria

ሶ𝑄solar

ሶ𝑄solar

ሶ𝑛O2,HE

Figure 3.1.: Schematic of the modelled redox cycle. Adapted from Ref. [146] with permission
from the American Society of Mechanical Engineers.

3.1.1. Reactions and Mass Transport

It is assumed that the reduction of ceria is supported by vacuum pumping. Application of sweep
gas is not investigated. The reactionequilibriumof theoxygen release is calculatedwithEquation
2.32 [48]. The oxidation of ceria can be described in two steps: First, splitting of H2O or CO2,
according to

H2O −⇀↽− H2 +
1
2 O2 (3.1)
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or
CO2 −⇀↽− CO+

1
2 O2 (3.2)

Second, the uptake of oxygen produced herein. This is again described by Equation 2.32 [48].
The equilibrium constant according to Equations 2.28 and 2.27 for Reactions 3.1 and 3.2 reads

Keq =

pproduct ·
(
pO2, ox
p◦

) 1
2

preactant
, (3.3)

where the product is H2 or CO and the reactant is H2O or CO2. Partial pressures are

pi = pox ·
ni

nox
, (3.4)

where pox and nox are the total pressure and total amount of gas in the oxidation reactor, respec‑
tively. Using Equation 3.4 and the conversionXox of reactant H2O or CO2 given by

Xox =
nreactant, 0 − nreactant

nreactant, 0
, (3.5)

Equation 3.3 can be rearranged and solved for the oxygen partial pressure in the reaction reactor,
which yields

pO2,ox = p◦ ·
(
Keq · (1−Xox)

Xox

)2

. (3.6)

For a given oxidation temperature Tox the equilibrium constant can be calculated with Equation
2.30, as

Keq = exp
(
− ∆rg◦

R · Tox

)
, (3.7)

where∆rg◦ is calculatedusing data from the softwareFactSage7 [150]with the databaseFactPS.
The necessary feed stream to achieve a certain amount of product (H2 or CO) is directly linked
to the product stream via the conversionXox, so that

ṅfeed =
ṅproduct
Xox

. (3.8)

Note that here ṅproduct refers to the amount of desired product and not the total product stream,
which also contains unreacted reactants. Reduced ceria acts as an oxygen sink in Reactions 3.1
and 3.2, while it is oxidized. The amount of ceria needed to remove enough oxygen to achieve a
given conversionXox is given by

ṅceria = −
ṅfeed ·Xox − 2 · ṅO2,ox

∆δ41
, (3.9)
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where∆δ41 is the difference in non‑stoichiometry δ between states 4 and 1 according to Figure
3.1 and ṅO2,ox is the remainder of oxygen in the product stream, which follows from

ṅO2,ox = ṅfeed ·
pO2,ox

pox − pO2,ox
. (3.10)

The pressure in the reduction reactor is controlled by a vacuum pump, which removes oxygen.
This includes the oxygen which is released from ceria due to its reduction. In case of setup 2,
also oxygen that enters or leaves the reduction reactor from or to the HE has to be considered.
The removed amount of oxygen is determined with an atom balance for oxygen around control
volume (CV) I of Figure 3.2.

ṅO2,pump = −1

2
∆δ41 · ṅceria. (3.11)

CV III

CV I

Red. Ox.

ሶ𝑛pump

12

3 4

CV II

ሶ𝑄loss

HE

ሶ𝑛O2,HE

ሶ𝑛ceria

Figure 3.2.: Depiction of control volumes for balance equations. Adapted from Ref. [146] with
permission from the American Society of Mechanical Engineers.

The atmosphere in the HE of setup 1 behaves differently from that in setup 2. In setup 1,
where the HE‑atmosphere is completely isolated from the reactors, a steady state is established
in which oxygen release and uptake by the two ceria streams are equal. This means that the
change in oxygen non‑stoichiometry of the two material streams has the same magnitude, so
that ∆δ12 = −∆δ34. This can be explained as follows: If a low O2‑partial pressure in the HE
pO2,HE was present, the oxygen release would exceed the oxygen uptake so that pO2,HE would
increase. Consequently, the O2‑release would be reduced and the O2‑uptake would be increased
until the two are equal. The system would therefore move to a stable point of operation, where
a pO2,HE has established at which∆δ12 = −∆δ34. Similarly, starting at a high pO2,HE, the system
wouldmove back to a stable pO2,HE as less O2 is released than absorbed, decreasing theO2‑partial
pressure in the HE. This stable point of operation is depicted in Figure 3.3 for an O2 release from
state 1 to 2 and O2 uptake from state 3 to 4. The resulting steady state is evaluated in the present
study. In setup 2, pressure lock 1 does not exist, so that pO2,HE = pred. O2 can enter or leave
the HE from or to the reduction reactor. Thus, the degree of oxidation in the HE can be larger or
lower than the degree of reduction. In other words,∆δ12 and−∆δ34 are not necessarily equal.
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Figure 3.3.: Depiction of the stable point of operation for setup 1.

An oxygen balance around the reduction reactor (CV II) yields the oxygen stream between
reduction reactor and HE. It is given by

ṅO2,HE =
1

2
∆δ23 · ṅceria − ṅO2,pump, (3.12)

where positive values of ṅO2,HE refer to an oxygen stream from reduction reactor to HE and a
negative value vice versa. The oxygen stream ṅO2,HE can also be expressed as the difference be‑
tween oxygen release and uptake in the HE, i.e. between states 1 and 2 and states 3 and 4. This
is done by substitution of Equation 3.11 into 3.12, which yields

ṅO2,HE =
1

2
(δ1 − δ2 + δ3 − δ4) · ṅceria. (3.13)

For convenience, the quantity∆δ∗ = δ1− δ2+ δ3− δ4 is introduced. In case of setup 1,∆δ∗ = 0,
which follows from∆δ12 = −∆δ34. With the de inition of states 1 to 4 according to Figure 3.1,
the fraction of recombination [17], introduced in Chapter 2.2.2, reads

frecomb = −∆δ34
∆δ13

. (3.14)

3.1.2. Energy Efficiency

The heat that is exchanged between hot and cold ceria stream in the HE is expressed as the heat
recovery ratio ϵ. It is de ined as the ratio of heat that is absorbed by the cold stream to the heat
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that can maximally be transferred from the hot to the cold stream, given by

ϵ ·
T3∫

T1

cp, ceria dT =

T2∫
T1

cp, ceria dT. (3.15)

To calculate the heat capacity of ceria cp, ceria, a polynomial is itted to data from Touloukian and
Buyco [51] for CeO2, i.e. cp, ceria is modelled as a function of the temperature, but not of the non‑
stoichiometry δ. A steady‑state energy balance around the HE (CV III) reads

0 = ṅceria ·

− T2∫
T1

cp, ceria dT −
T4∫

T3

cp, ceria dT −∆rh12

−∆rh34 +
1

2
∆δ∗

TO2∫
Tref

cp,O2 dT

+ Q̇loss.

(3.16)

Here, ∆rhij is the reaction enthalpy of oxidation or reduction of the redox material in the HE
between states i and j. The irst two integrals describe the change in enthalpy of entering and
leaving ceria streams. The last integral factors in the enthalpy of oxygen entering or leaving the
HE from or to the reduction reactor. Here, Tref is the reference temperature at which oxygen
evolves or is taken up in the HE. It lies between T1 and T3. Oxygen enters the HEwith a tempera‑
tureTO2 = T3 if moreO2 is taken up than released in theHE, i.e. if∆δ∗ > 0. If more O2 is released
than taken up in the HE, i.e. ∆δ∗ < 0, oxygen that was released from ceria at Tref, is assumed
to leave the HE at TO2 = 1

2 (T2 + T3). For setup 1, ∆δ∗ = 0 as reduction and oxidation always
take place to an equal extent as described above. Therefore, the integral over cp,O2 is omitted.
For setup 2, it was found that the integral over cp,O2 is small compared to other contributions in
Equation 3.16. For∆rhij an iterative solution is theoretically needed, as it affects the tempera‑
tures in the HE, which in turn affects δj and thus also∆rhij . The reaction enthalpy∆rhij mainly
depends on the amount of oxygen that is released or taken up by ceria, i.e. on δj − δi. Therefore,
in setup 1, where reduction and oxidation occur to the same extent, ∆rh12 and ∆rh34 largely
offset. However, the reaction enthalpy also depends to some extent on the actual values of δi
and δj , so that ∆rh12 and ∆rh34 theoretically do not fully offset. Nevertheless, in case of setup
1, |∆rh12 + ∆rh34| is ≤ 5% of the thermal energy transferred to the cold ceria stream, i.e. the
irst integral in Equation 3.16 for the majority of investigated heat recovery ratios. The reaction
enthalpies are therefore neglected. For setup 2, the in luence of the reaction enthalpy might be
higher, because∆δ∗ ̸= 0. The correct implementation of the enthalpy of reaction would require,
in addition to an iterative approach, the consideration of the second law for the heat transport
in the HE. This is necessary to avoid that the heat released at the lower temperature level leads
to an increase in the temperature of the hot material low. An estimation based on a simpli ied
iteration suggests that general trends are the same with and without consideration of the reac‑
tion enthalpy for setup 2. For the sake of simplicity it is therefore decided, to neglect∆rhij , so



3.1. Modelling the Recombination Effect 37

that for both setups the energy balance given in Equation 3.16 is simpli ied and together with
Equation 3.15 yields

T4∫
T3

cp, ceria dT = −ϵ
T3∫

T1

cp, ceria dT +
Q̇loss
ṅceria

, (3.17)

which is used to calculate T4. The impact of this simpli ication for setup 2 is discussed together
with the simulation results in Chapter 4.1.1. Heat losses to the ambience are determined as a
portion of the sensible heat stored in the hot ceria stream. A factor floss is introduced, which is
de ined such that

Q̇loss = −floss ṅceria

T3∫
T1

cp, ceriadT. (3.18)

Excessive heat losses or a combination of high heat recovery ratios and signi icant heat losses
might result in very low values of T4. Since theses points of operation are not very realistic
and/or not of technical interest, only cases in which T4 ≥ T1 are studied in this work. From
Equations 3.17 and 3.18 follows that floss + ϵ ≤ 1must hold in order to guarantee T4 ≥ T1.

For incomplete heat recuperation at ϵ < 1, ceria has to be heated in the receiver reactor. The
energy demand for this corresponds to the thermal change in enthalpy

∆Ḣceria = ṅceria · (1− ϵ)

T3∫
T1

cp, ceria dT. (3.19)

In addition, the chemical change in enthalpy, i.e. the reduction enthalpy

∆Ḣred = ṅceria ·
δ3∫

δ2

∆δh dδ (3.20)

has to be compensated by solar heat. Here,∆δh is the reaction enthalpy of the reduction per δ‑
increment. Panlener et al. [50] found∆δh to be in goodapproximation temperature independent
for the relevant δ‑range. Bul in et al. [116] itted a polynomial to data from Ref. [50], which is
used to calculate∆δh in the present study.

In or prior to the oxidation, the feed stream has to be evaporated and overheated in case of
H2O‑splitting or only heated in case of CO2‑splitting according to

∆Ḣfeed = ṅfeed ·
(
hH2O, gas(T1)− hH2O, liq(Tamb)

)
(3.21)

or
∆Ḣfeed = ṅfeed · (hCO2(T1)− hCO2(Tamb)) (3.22)

with the ambient temperature Tamb = 298K. Enthalpy data for H2O and CO2 from the database
FactPS of the software FactSage 7 [150] is used. Heat recuperation between product and feed
stream can improve the overall ef iciency of the redox cycle. However, the focus of the present
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study is on solid‑solid heat recovery, as ∆Ḣceria accounts for a high portion of the overall heat
demand. In fact, for the standard parameter set discussed in the results,∆Ḣceria is more than 5
times higher than∆Ḣfeed in case of H2O splitting and even more than 10 times higher in case of
CO2 splitting. Therefore, heat recovery for the luid phase is not investigated, here.

For vacuum pumping, an array of vacuum pumps described by Brendelberger et al. [27] is
assumed. This three stage pump array consist of two HV40000, one HV8000 and two IDX1300
pumps by Edwards. The volume low V̇array, which such a pump con iguration can remove at a
given pressure pred and the necessary power Parray are calculated with data from Ref. [27]. The
pumping power is then scaled to 1mol s−1 of product, which yields

Ppump = Parray
V̇pump
V̇array

, (3.23)

using the volume low of O2 V̇pump, which is removed from the reduction reactor per mol s−1 of
product. At the low pressures present in the reduction reactor it seems justi ied to describe the
gas‑phase as an ideal gas. Consequently, the volume low is calculated with the ideal gas law,
according to

V̇pump = ṅO2,pump
R Tamb
pred

, (3.24)

where the ambient temperature Tamb is used as it is assumed that the gas has to be cooled before
it passes the pumps. Radiation losses in the receivers i.e. the receiver reactor for the reduction
and the receiver needed to preheat/evaporate the oxidation feed, are considered via an ideal
receiver ef iciency as discussed in Section 2.1

ηrec = 1−
σ
(
T 4
rec − T 4

amb
)

C̃ I
(3.25)

with the receiver temperature Trec = Tred or Trec = Tox, the Stefan‑Boltzmann constant σ and
the concentrated solar lux at the receiver C̃ I . This de inition also takes into account radiation
from the ambience. The ef iciency of the the concentrator, for instance the ield ef iciency of a
heliostat ield is not included as the main focus of this study is on the redox cycle. Electricity
for the pumps is produced with a concentrated solar power plant. The ef iciency for conversion
of solar radiation to electricity ηel is taken from Xu et al. [151]. In accordance with the redox
system, here the ield ef iciency is also excluded, which yields ηel = 0.343. The total solar energy
can be calculated with the mentioned energy contributions and ef iciencies as

Q̇sol =
Ppump
ηel

+
∆Ḣceria +∆Ḣred

ηrec, red
+

∆Ḣfeed
ηrec, ox

. (3.26)

A systemef iciency, de inedas a solar‑to‑fuel ef iciency [13], relates the total higherheating value
(HHV) of the product to the solar input according to

ηsys =
ṅproduct ·HHVproduct

Q̇sol
. (3.27)
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Values of the HHV of H2O and CO2 from Ref. [131] are used. Ultimate goal of this investigation
is to determine the system ef iciency ηsys as function of the heat recovery ratio ϵ. To do so, the
equations summarized in this section are solved for given values of ϵ.

3.1.3. Second Law Analysis

To verify that the results predicted from this model are in line with the second law of thermody‑
namics, an entropy balance for the HE is introduced. Generally, the steady‑state entropy balance
of a control volume is [152]

0 =
∑
i

Q̇i

Ti
+
∑
i

ṅi si + Ṡirr, (3.28)

where Q̇i are heat lows that enter or leave the control volume at the temperature Ti, si are the
molar entropies of leaving and entering mole lows and Ṡirr is the entropy production due to
irreversibilities. The second law is violated if the irreversible entropy production is calculated
to be negative. The entropy balance used in the present work is established for CV III of Figure
3.2. The only heat low that crosses the boundaries of this control volume is Q̇loss, accounting for
heat losses from the HE to the ambience. The entropy balance for the present case is therefore

0 =
Q̇loss
Tloss

+ ṅceria (s1 − s2 + s3 − s4) + ṅO2,HE sO2 + Ṡirr. (3.29)

Tloss is the temperature at which Q̇loss leaves the HE. The HE has a temperature pro ile, so that
heat leaves the system at different temperature levels rather than at a single temperature. This
is considered by using a logarithmic mean temperature [132]

Tloss =
T3 − T4

ln
(
T3

T4

) . (3.30)

For ϵ = 0 and floss = 0, the hot material stream does not change its temperature in the HE, so
that T4 = T3. In this special case, Equation 3.30 yields zero divided by zero. The limit of Tloss for
T4 → T3 can be determined via the derivatives of numerator and denominator in Equation 3.30
with respect to T4, which yields

lim
T4→T3

T3 − T4

ln
(
T3

T4

) = lim
T4→T3

−1

− 1

T4

= lim
T4→T3

T4 = T3. (3.31)

Consequently, Tloss = T3, if T4 = T3. The de inition of Tloss given in Equations 3.30 and 3.31 is
the logarithmic mean temperature of the hot side of the HE. Hence, Tloss is overestimated, which
is a conservative approximation with respect to the irreversible entropy production. The higher
Tloss is, the lower is Ṡirr, as Q̇loss < 0. Therefore, the model is more likely to predict a violation of
the second law if Tloss is overestimated.

For convenience, the molar quantities sirr = Ṡirr · ṅ−1
ceria and qloss = Q̇loss · ṅ−1

ceria are de ined.
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Using these quantities and thepreviously introduced∆δ∗, the entropybalance canbe rearranged
to

sirr = −
qloss
Tloss

+ s2 − s1 + s4 − s3 −
∆δ∗

2
sO2 , (3.32)

by dividing Equation 3.29 by ṅceria. Ceria changes its thermodynamic states within the HE as
both temperature and oxygen content change. The molar entropy at a given state, is

si(Ti, δi) = sf,i(Tref, δi) + ∆si,th(Ti, Tref, δi), (3.33)

for ceria, or for O2
sO2(T ) = sf,O2(Tref) + ∆sO2,th(TO2 , Tref), (3.34)

where sf,i is the entropy of formation, ∆si,th is the thermal entropy change between a refer‑
ence temperature Tref and the current temperature Ti. Since the entropy is a state function and
therefore independent of how the system has reached a certain state, the change from one ther‑
modynamic state to another can be divided into hypothetical steps that facilitate the calculation
of the entropy change. In the present case, the changes that the two ceria streams undergo from
a state i to a state j are divided into the following steps, which are displayed in Figure 3.4. The
irst step is a hypothetical oxidation from δi to a reference state δ = 0 at temperature Ti. Next,
heating of ceria at the reference state from Ti to Tj follows. The inal step is the reduction from
δ = 0 to δj at Tj . This way, data for CeO2, i.e. δ = 0, can be used to describe the thermal entropy
change. Substitution of si in Equation 3.32 with Equations 3.33 and 3.34 and summarizing the

temperature change
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Figure 3.4.: Depiction of the path used to calculate entropies. Adapted from Ref. [146] with per‑
mission from the American Society of Mechanical Engineers.

entropies of formation into the reaction entropy of reduction/oxidation of ceria∆rsij yields

sirr = ∆rs12 +∆rs34︸ ︷︷ ︸
∆sch

+∆s12,th +∆s34,th︸ ︷︷ ︸
∆sth

− ∆δ∗

2
∆sO2,th︸ ︷︷ ︸

∆sO2

− qloss
Tloss

. (3.35)
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The reaction entropy is calculated in analogy to the reaction enthalpy in Equation 3.20 with a
reaction entropy per δ‑increment:

∆rsij =

δj∫
δi

∆δs(δ, Tref) dδ, (3.36)

where an equation from Ref. [56] is used to calculate ∆δs. The temperature dependence of
∆rsij is relatively weak in the relevant temperature range [56] and ∆rsij is hence assumed to
be independent of the temperature. Also, no pressure dependence is considered for the entropy.
This is justi ied for the solid [117], but is a simpli ication with respect to O2. However, for setup
1, the contribution of O2 to the entropy cancels out as ∆δ∗ = 0. For setup 2, the entropy of
O2 differs by up to 24% in the relevant pressure range [145]. As discussed in the results,∆sO2

is small compared to the other terms in Equation 3.35 and has virtually no impact on sirr. It
seems therefore acceptable to neglect the pressuredependence of the entropyofO2. The thermal
contribution to the entropy change ∆sij,th = s(Tj) − s(Ti) is calculated with data from Refs.
[144, 145] for O2 and Ref. [117] for CeO2. Similar to the energy balance discussed above, the
contribution of ṅO2,HE to the entropy balance has to be considered, which is done by∆sO2,th. In
case of a net reduction,∆sO2,th accounts for the heating of O2 that has evolved in the HE from Tref
to a temperature TO2 . In case of a net oxidation,∆sO2,th accounts for the cooling of hot entering
O2 to Tref. Here, TO2 is de ined as explained in Section 3.1.2 and the reference temperature Tref is
set to an average temperature in the HE, i.e. Tref = 1

4 (T1 + T2 + T3 + T4). This choice has just a
minor impact on the result, as∆sO2, th is small compared to the other entropy contributions and
Tref cancels out in∆sth.

3.1.4. Modelling Oxidation Kinetics

Themodel describedabove is basedonequilibriumassumptions. Thismeans that bothoxidation
and reduction of ceria inside the HE are modelled as in initely fast. As a result, ceria leaves the
HEwith δ2 and δ4 according to the equilibrium at the respective temperatures T2 and T4 and the
O2 partial pressure pO2,HE. To study the impact of limited reaction rates, the model of setup 1 is
modi ied with a simplistic kinetic approach. Herein, the equilibrium condition for the hot ceria
stream, i.e. state 4, is replaced by an average δ‑rate. This δ‑rate is a constant parameter in the
model and its impact is studied by parameter variation. Using this average δ‑rate together with
a residence time∆tres, the non‑stoichiometry values δ4 and δ2 can be determined as

δ4 = δ3 +

(dδ
dt

)
34

∆tres (3.37)

and
δ2 = δ1 −

(dδ
dt

)
34

∆tres. (3.38)



42 3. Materials and Methods

Anegative δ‑rate refers to an oxidation of the hot stream (state 3 to 4). Similar to the equilibrium
case, ∆δ12 = −∆δ34 must hold. Therefore, the δ‑rate from state 1 to 2 is the negative of the
rate from state 3 to 4 as given in Equation 3.38. In this study, it is assumed that the cold ceria
stream is always reduced and the hot stream is always oxidised so that

(dδ
dt
)
34
≤ 0. The residence

time is extracted from Figure 8 of Ref. [41] (nhe = 15). Between two extracted data points,
∆tres is determined via linear interpolation. In Ref. [41], Falter et al. studied a generic model
describing counter low solid heat exchange. The heat exchanger is divided into a number of
chambers (nhe) along the low path of the redox material. At high nhe the HE is expected to
approach the behaviour of a continuous counter low HE. Results in Ref. [41] were computed for
Tred = 1800K and Tox = 1000K.

In reality, the δ‑rate is a function of many factors, such as temperature, O2 partial pressure,
oxygen non‑stoichiometry external mass transport or the shape of the redox material. Conse‑
quently, at given operating conditions a certain pO2,HE would be established in the HE at which
oxidation and reduction kinetics are such that∆δ12 = −∆δ34. Since a universal function for the
δ‑rate is not known, it is instead given as a parameter and the resulting pO2,HE is calculated to
check for feasibility. To compute pO2,HE, it is assumed that only the oxidation has kinetic limita‑
tions, while the reduction is in initely fast. Hence, pO2,HE is the equilibrium‑pO2 at T2 and δ2. It is
calculated using Equation 2.32 [48]. This assumption implies that the reduction is signi icantly
faster than the oxidation. This is a conservative estimation with respect to the feasibility of the
assumed oxidation rates for the following reason. The oxidation is faster at higher pO2 , while the
reduction is slower at higher pO2 . Note that here the expressions reduction and oxidation refer
to a net reduction or oxidation, which is a dynamic process consisting of a reduction and an oxi‑
dation reaction, according to Equation 2.18. In this equation, the reduction term is independent
of pO2 . However, the net reduction of a redox material is the superposition of the reduction and
the oxidation reaction. According to Equation 2.18 it is therefore slow at high pO2 . In a HE in
which oxidation and reduction have limited kinetics, pO2,HE settles at a value at which reduction
of the one stream and oxidation of the other stream are equally fast. The slower the reduction
generally is, the lower pO2,HE has to be to meet this condition. Assuming an in initely fast reduc‑
tion therefore yields an upper limit for pO2,HE. This implies that in reality pO2,HE might be lower
than calculated. In order to mitigate the recombination affect, low oxidation rates and therefore
low pO2,HE are bene icial. Thus, the overestimated reduction kinetics and resulting high pO2,HE
are a pessimistic estimate.

All quantities except pO2,HE, δ2 and δ4 are calculated as described in the previous sections.

3.2. Experimental Investigation of Recombination Kinetics

The kinetics of the recombination effect is studied experimentally. To this end, oxidation rates of
ceria at high temperatures under vacuum conditions are determined. This investigation aims to
irstly determinewhether a signi icant impact of the kinetics on the recombination effect is to be
expected, i.e. whether there are kinetic limitations and secondly whether kinetic limitations can
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be caused by adding an inert gas to the system. As described in Section 2.4, TGA does not nec‑
essarily yield intrinsic kinetics, but rather net kinetics that include different effects of heat and
mass transport during the TGA. At the same time, conditions in TGA measurements differ from
those of the studied system and seem therefore not to be a suitable method in this context. One
reason is the forced convection between reactive gas and sample, which creates a more uniform
concentration pro ile, which is particularly disadvantageous, when studying mass transport in
the gas phase and the impact of an inert gas on the net kinetics. Another reason is the small sam‑
ple size. Small samples of porous materials might not be representative for the bulk behaviour
of larger components of the samematerial, which are likely used in technical applications. Other
options discussed in Section 2.4 that rely on the re‑oxidation of the redox material do not allow
for fast evaluation of differentmeasuring points. However, the experiments are supposed to sim‑
ulate the behaviour of a redox material that enters a HE in its reduced hot state and cools down
on its way through the HE. Hence, different temperature levels are to be studied in a reasonable
time frame. Consequently, a novel approach to study the oxidation kinetics of ceria under partial
vacuum and high temperatures is developed and described in the following sections.

3.2.1. Test Rig Development

Goal of the test rig development is to be able to study the oxidation of redox materials under O2,
with the following conditions:

• Determine the degree of oxidation and the oxidation rate.

• Investigate samples suf iciently large to represent the bulk properties of the porous mate‑
rial, e.g. a diameter of approximately 20mm.

• Avoid low conditions that are unrepresentative for the investigated process such as in a
TGA.

• Study oxidation under vacuum conditions.

• Study the impact of an inert gas on the oxidation rate.

The chosen approach to determine the degree of oxidation is to measure pressures and temper‑
atures to calculate the O2 uptake. This is done by calculation the amount of substance via mole
balances and an equation of state, such as the ideal gas law. Consequently, pressures, gas tem‑
peratures and volumes of the test rig components need to be determined. In the following, the
inal test rig and its development are presented.
The test rig comprises two main parts: a furnace in which the ceria sample is placed and a

buffer volume through which O2 and N2 can be fed to the furnace. Both are connected to a vac‑
uumpump via valves so that both compartments can be evacuated simultaneously or separately.
The test rig is shown in Figures 3.5 and 3.6. The vacuum pump used is a sliding vane rotary vac‑
uum pump type RZ 5 by Vacuubrand. The furnace is an STF 16/180 tube furnace by Carbolite
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Figure 3.5.: Schematic of the test rig.

Figure 3.6.: Photograph of the test rig.

(now Carbolite Gero) with a 180mm wide heated zone in the center. The buffer volume is con‑
structedwith tube elements. The sample is placed inside an alumina tubewith an inner diameter
of 20mm. This alumina tube is referred to as reaction tube. The reaction tube is placed inside
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another alumina tube with an inner diameter of 50mm. The outer tube protects the furnace in
the event of a reaction tube failure. At both ends, the reaction tube has metallic langes. The
length of the reaction tube is 822mm, including the langes. Besides the mentioned alumina
tubes, all tubes of the test rig are dedicated steel or aluminium vacuum tubes of the standard
ISO‑KF with inner diameters of 16mm, 24mm or 50mm. As depicted in Figure 3.5, these tubes
form three compartments which can be separated from one another by valves: the reaction tube
in the furnace plus adjacent tubing, the buffer volume and a pre‑chamber to the vacuum pump.
Throughout the present work, the reaction tube and its adjacent tubing will be referred to as
furnace or furnace volume. It is separated from the buffer volume and the vacuum pump by
the valves V1 and V3 shown in Figure 3.5. V1 is a butter ly valve, which allows rapid opening
and closing. The vent valve Vent 2 separates the furnace volume from the ambience. The buffer
volume is connected to the O2 and N2 supply via the needle valves NV‑O2 and NV‑N2. It is sepa‑
rated from the vacuum pump by V2 and from the ambience by Vent 1. The tubing to the vacuum
pump connects V2 and V3with the pump. Its volume serves as a pre‑chamber, which can be con‑
nected or disconnected from the ambience with vent valve Vent 3. This is important to control
the pressure gradient during start up and shut down of the vacuum pump. After an experiment
the vacuum pump is disconnected from the test rig. The test rig is kept at vacuum. For the next
operation of the test rig, the vacuum pump is again connected. During the start up, V2, V3 and
Vent 3 can be kept closed so that the pre‑chamber reaches a lower pressure than the buffer vol‑
ume and the furnace. Next V2 and/or V3 are opened. This prevents air from entering the test rig
in the beginning, to avoid contamination. Before the shut down of the pump, V2 and V3 can be
closed and Vent 3 opened. This ensures that gas is not sucked backwards through the pump by
a vacuum as this might damage the pump.

Temperatures are measured with thermocouples (TCs) at different points of the test rig as
indicated in Figure 3.5. The thermocouple that is placed closest to the ceria sample is a type‑B
(Pt30Rh‑Pt6Rh) TC. All other TCs are of type‑K (NiCr‑Ni). Throughout this dissertation, TCs are
named TC B0 (in case of the type‑B TC) or TC Ki (in case of the type‑K TCs), where i is an integer
from 1 to 9. To prevent TCs from touching the reaction tube, elements of a high temperature
insulation material are strung on the TCs, as depicted in Figure 3.7. A suitable material was
identi ied, by preliminary tests, in which different materials were heated in the tube furnace at a
rate of 10Kmin−1 to 1788K, i.e. 15K above the maximum temperature during the experiments
and held at that temperature for 1.5 h. Mats made from aluminium silicate ibres are found to
be suitable insulation materials that withstand the relevant temperatures and do not interact
with the reaction tube. All TCs, except TC K9 measure temperatures inside the test rig, which
they enter through dedicated feedthroughs. TC K9 measures the temperature on the surface as
a safety measure to prevent the operator from touching hot surfaces. Technical details on TCs
are summarized in Table 3.1.

The pressure sensors used to measure the pressure in both buffer volume and furnace are
Porter CDG020D capacitance diaphragm gauges by In icon, labelled PS1 and PS2 in Figure 3.5.
These can measure total pressures up to 1024Pa independent of the gas species. To monitor
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Figure 3.7.: Thermocouples with elements of a high temperature insulation material. Darker el‑
ements were subject to elevated temperatures in test runs.

higher pressures, two analogue pressure gauges, PG1 and PG2 are used. Details on all pressure
sensors are given in Table 3.1.

Thermocouples and pressure sensors send an analogue voltage signal to the control cabinet
where they are processed by Advantech ADAM modules of the 4000 series. ADAM 4018 and
ADAM 4018+ modules are used for TC signals, and an ADAM 4017+ module for the pressure
sensors’ signals. These modules use the standard RS‑485 for data transmission, which is con‑
verted to RS‑232 by an ADAM 4520module and inally to USB by an RS‑232 to USB converter for
communication with the computer. Here the measurements are managed by a dedicated Lab‑
VIEW code. The LabVIEW code logs data in steps of 400ms or multiples of 400ms. A time step
of 400ms was found to be a suf icient time frame for the processing of data by the ADAM mod‑
ules. The sheaths of TCs B0 and K1 to K3, i.e. the TCs inside the reaction tube, are earthed via
the control cabinet. Without earthing a large noise superposes the signal, in case of high power
consumption by the furnace.

During test runs of the setup an unexpected pressure increase during heating was observed.
The test rigwas irst evacuated and thenheated. The reaction tubedidnot hold a reactive sample.
In addition to the expected pressure increase due to heating of the gas phase, a steep pressure
increase was observed at TB0 ≈ 1500K during some of the test runs. This might have been due
to combustion or decomposition of an organic binder in the aforementioned aluminium silicate
ibre mats. To avoid this from happening during the actual experiments, the following proce‑
dure was performed to remove possible organic components from the system: the furnace was
kept at 1823K, i.e. 50K above the maximum temperature during the experiments for 6.5 h at
approximately 6 · 104 Pa O2. During that time, the atmosphere was six times removed via the
vacuum pump and replaced with fresh O2. In another run just after this treatment, the unex‑
pected pressure increase was not observed any more. The behaviour of the test rig before and
after the treatment, as well as after all experiments is shown in Figure B.1 of Appendix B, where
these results are discussed in more detail.
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Table 3.1.: Speci ications of temperature and pressure sensors used in the test rig.
Name Speci ications Measuring range Measuring error Location

TC B0
Sheath thermocouple
type B,� 1.5 mm
class 3 IEC 60584‑1: 2014‑07

593K to 1973K max {4K, 0.005 · |T |}
(T in °C)

In reaction tube
12 mm from center

TC K1
Sheath thermocouple
type K,� 1.5 mm
class 2 DIN EN 60584

73K to 1473K max {2.5K, 0.0075 · |T |}
(T in °C)

In reaction tube
130 mm from center

TC K2
Sheath thermocouple
type K,� 1.5 mm
class 2 DIN EN 60584

73K to 1473K max {2.5K, 0.0075 · |T |}
(T in °C)

In reaction tube
200 mm from center

TC K3
Sheath thermocouple
type K,� 1.5 mm
class 2 DIN EN 60584

73K to 1473K max {2.5K, 0.0075 · |T |}
(T in °C)

In reaction tube
400 mm from center

TC K4
Sheath thermocouple
type K,� 1.5 mm
class 1 DIN EN 60584‑1

73K to 1373K max {1.5K, 0.004 · |T |}
(T in °C) Furnace tubing

TC K5
Sheath thermocouple
type K,� 1.5 mm
class 1 DIN EN 60584‑1

73K to 1373K max {1.5K, 0.004 · |T |}
(T in °C) Furnace tubing

TC K6
Sheath thermocouple
type K,� 1.5 mm
class 1 DIN EN 60584‑1

73K to 1373K max {1.5K, 0.004 · |T |}
(T in °C) Furnace tubing

TC K7
Sheath thermocouple
type K,� 1.5 mm
class 1 DIN EN 60584‑1

73K to 1373K max {1.5K, 0.004 · |T |}
(T in °C) Buffer volume

TC K8
Sheath thermocouple
type K,� 1.5 mm
class 1 DIN EN 60584‑1

73K to 1373K max {1.5K, 0.004 · |T |}
(T in °C) Buffer volume

TC K9
Thermocouple type K
with copper contact
for surfaces, IEC 584

273K to 473K ± 1.5 K On furnace tubing,
close to reaction tube

PS1 In icon Porter CDG020D
3CA3‑961‑0100 ≤ 1024Pa ± 1 % of reading Furnace tubing

PS2 In icon Porter CDG020D
3CA3‑961‑0100 ≤ 1024Pa ± 1 % of reading Buffer volume

PG1 Analogue manometer
by Leybold 0 Pa to 1 · 105 Pa N/A Furnace tubing

PG2 Analogue manometer
by Pfeiffer 0 Pa to 1.6 · 105 Pa ± 1.6 % of measuring range Buffer volume

3.2.2. Volumes of Test Rig Components

During the construction of the test rig, results frommodelling the test rig, as described in Section
3.2.8 were used for the coarse dimensioning of the test rig components. The precise buffer and
furnace volumes however depend on the design of all components and should be measured as
they are crucial quantities for the evaluation of the experiments. To do so, a stainless steel cylin‑
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der of 292.7mL is used as a reference volume. The cylinder is attached to the test rig, as shown
in Figure 3.8.

Figure 3.8.: Photograph of the test rig including the reference volume.

Test rig and reference volumeare separatedbyaneedle valve. The reference volume is brought
to a pressure pref, while the test rig has a pressure p0. This is achieved by irst evacuating the
whole test rig with the needle valve open, then the test rig is illed with approximately 2 · 104 Pa
O2 (purity: 99.999%), after which the test rig is again evacuated until pref is reached. The needle
valve is then closed and the test rig (now separated from the reference volume) is evacuated
further to p0. After the initial pressures have been established, the needle valve is opened and
the pressure of the rest rig increases to p1. The volume of the test rig can then be calculated with
the ideal gas law formulated for states 0 and 1 for the test rig

p0 · VTR = n0 ·R · T0, (3.39)

p1 · VTR = n1 ·R · T1 (3.40)

and the reference volume
pref · Vref = n0, ref ·R · Tref, (3.41)

p1 · Vref = n1, ref ·R · T1 (3.42)

together with a mole balance
n0, ref + n0 = n1, ref + n1. (3.43)
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From equations 3.39 ‑ 3.43 follows the volume of the test rig

VTR = Vref ·
(
pref
Tref
− p1

T1

)
·
(
p1
T1
− p0

T0

)−1

. (3.44)

The valve V1 can either be open, in which case VTR is the sum of buffer and furnace volume
or closed, which means that VTR is only the buffer volume. The measurement was repeated with
values of p0 ranging from 38Pa to 294Pa and pref ranging from 770Pa to 930Pa. Results are
summarized in Table C.1 of Appendix C.

3.2.3. Measuring the Temperature Profile in the Furnace

To get an impression of the temperature pro ile along the reaction tube of the furnace, temper‑
atures were measured in the open reaction tube at ambient pressure. That means the reaction
tube was inserted into the furnace in the same way as in the actual experiments, but wasn’t vac‑
uum sealed. Instead, the reaction tube ended on one side with an open ventilating valve and
on the other side with a radiation shield out of aluminium foil as shown in Figure 3.9. These

Figure 3.9.: Setup for measuring the temperature pro ile inside the reaction tube. (a) setup on
the left side of the furnace, (b) setup on the right side of the furnace.

elements mitigate radiation losses, but cannot prevent ambient air from entering the system.
Hence, the conditions during this measurement differ from the actual experiments and results
are rather to be understood as a rough estimation that helps understanding the temperature
distribution and designing the experiment. The distinct advantage of the open system is that a
thermocouple can be easily moved through the furnace for rapid recording of several measuring
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points without constructional changes. Temperature data was measured with a type‑S thermo‑
couple, starting in the hot center of the reaction tube, moving in 10mm to 50mm steps to one
of the colder ends of the tube, i.e. the temperature was measured in one half of the tube. Due to
the symmetry of furnace and reaction tube, it is assumed that the measured temperatures can
be mirrored at the center. The furnace was set to a target temperature of 1773K.

3.2.4. Ceria Samples

Two types of ceria samples are used throughout the experiments conducted in this study: a bed
of ceria particles and a set of two ceria RPCs. The particles were used before in other projects
and are described in Ref. [36]. They have a diameter of 212 µm to 500 µm and a Brunauer–
Emmett–Teller (BET) surface area of 109m2 kg−1. The BET surface area was determined within
the framework of the present study with a sample of 8.1166 g, using a Surfer gas adsorption
porosimeter by Thermo Fischer Scienti ic. For the experiment, they are placed in an alumina
crucible, which is positioned in the reaction tube of the furnace. As described in Section 4.2.1,
the temperature is virtually constant within 40mm in the center of the reaction tube during
operation. Therefore, the particles are placed in the crucible such that they occupy a length of
approximately 40mm as shown in Figure 3.10(a). This way, the particles are exposed to the
virtually same temperatures as the smaller RPC‑sample.

RPCswere originally fabricatedwithin the framework of a bachelor thesis [153] and later pre‑
pared for use in the present study. They were produced with the replication method [98]. The
procedure is described in detail in Ref. [153] and is summarised in the following: A cylindrical
PU foam with a length of approximately 12mm and a diameter of approximately 20mm and 30
pores per inch (ppi) is coated with an aqueous slurry of ceria powder (Sigma‑Aldrich, < 5 µm,
99.9% purity). The slurry consists of 77wt.% ceria, 19wt.% water, 2.5wt.% Polyvinylpyrroli‑
don K30, which acts as a binder, 1wt.% of the dispersant Dolapix CE 64 (Zschimmer & Schwarz)
and 0.1wt.% anti foaming agent ContraspumKWE (Zschimmer& Schwarz). After coating the PU
foam, excess slurrywas removed, closed poreswere openedwith compressed air and the sample
was dried for 24 h at room temperature. Next, the PU foam and organic components of the slurry
were burnt in a furnace. The furnace was heated with 10Kmin−1 to 373K and then further with
1Kmin−1 until 1623K were reached. At that point, the temperature was kept constant for 3 h in
order to sinter the ceria RPC. [153]

Before their use in the experiments presented here, the ceria RPCs were sintered again in the
test rig’s tube furnace at 1823K, i.e. 50K above the highest temperature during the experiments,
for 2 h. During that step, the RPCs typically shrink by approximately 5% in both height and di‑
ameter. In preparation of the experiments, two ceria RPCs were placed in the hot zone of the
reaction tube consecutively with contact to each other. To prevent the sample from sintering
or otherwise reacting with the alumina reaction tube, the RPCs were wrapped in platinum foil.
Images of the ceria samples inside the reaction tube taken with an endoscope are given in Ap‑
pendix E. The BET surface after the initial sintering at 1623K is 863m2 kg−1. The BET surface
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area was measured with the same instrument as the particles. Due to the structure of the RPCs,
only a small sample of 0.716 g could be measured. The small sample translates to a small to‑
tal surface area, which leads to less accurate measurements compared to larger samples. The
resulting value is therefore only to be seen as an estimate.

Figure 3.10.: Ceria samples prior to experiments. (a) Particles in crucible, (b) twoRPCs in Pt‑foil,
(c) RPCs without Pt‑foil.

To identify whether samples undergo signi icant microscopic changes or changes in the crys‑
tal structure, particle samples are analysed with scanning electron microscopy (SEM), energy‑
dispersive X‑ray spectroscopy (EDX) and X‑ray powder diffraction (XRD). In addition, SEM im‑
ages of RPC‑samples as synthesized are taken to compare the two sample types. SEM is used to
study the topography of the samples’ surface, while EDX gives an impression on the atomic com‑
position. Both are performed with a Zeiss Ultra 55 scanning electron microscope. For EDX, an
UltimMax detector by Oxford Instruments is used. Potential changes in the crystal structure can
be identi ied via XRD, which is performedwith aD8Advance A25 diffractometer by Bruker using
a Lynxeye XE‑T compound silicon strip detector and a Cu‑anode. The investigated 2θ‑range was
10° to 80° at a step size of 0.02°. Diffractograms are compared to reference data for CeO2 from
the Powder Diffraction File (PDF 75‑0076). Particle samples before, after one and after eight
experiments were tested.

3.2.5. Experimental Procedure

Experiments on the recombination kinetics are performedwith a dedicated test rig, described in
Section 3.2.1. The general concept is to irst reduce a ceria sample at a high temperature under
vacuum conditions. The sample is then brought into contact with a de ined amount of oxygen.
This is repeated at gradually decreasing temperatures. Thisway, a low of reduced ceria from the
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hot to the cold end of a solid‑solid heat exchanger, while subjected to recombination is emulated.
During an oxidation step the furnace is set to a constant temperature Tset.

The overall procedure is depicted in Figure 3.11. Prior to an experiment, the sample is oxi‑
dised as shown in Figure 3.12(a) to ensure the same starting conditions. To this end, the furnace
is heated to 1273K to avoid kinetic limitation of the oxidation. Then approximately 5 · 104 Pa
are introduced and the temperature is held for 1 h, after which the test rig cools down to room
temperature. The sample is kept in this oxidising atmosphere for > 14 h. Without this step, the
material might remain partially reduced from the previous experiment. After that, again to en‑
sure the same starting conditions, the test rig is lushed to remove air and humidity that might
have entered the test rig through leakage as shown in Figure 3.12(b). This is done stepwise by
consecutively evacuating and illing the test rig with O2 to an absolute pressure of 5 · 104 Pa. The
O2 used for this step is the same as during the experiment and has a purity of 99.999%. In total
three consecutive steps of evacuating and illing the test rig with O2 are performed.

After these preparation steps, the sample is reduced. To this end, the test rig is irst evacuated,
then the furnace is heated toTset = 1773Kat 15Kmin−1. 1773K iswithin the range of commonly
investigated reduction temperatures for ceria [13, 19, 20], as discussed in Section 2.2. During the
heating phase, O2 evolves from the sample and thus the pressure in the furnace rises. The O2 is
removedwith the vacuumpump. This is done stepwise via the buffer volume. Todo so, the buffer
volume is evacuated with the pump, while the furnace is isolated from both buffer volume and
pump, by closing the respective valves. Afterwards, the valve between pump and buffer volume
is closed, as well. Now, the valve V1, which connects furnace and buffer volume is opened and
O2 is sucked into the buffer volume until the pressures of both compartments equalise. After
closing V1, the buffer volume is again evacuated and the process is repeated. Four O2‑removal
steps are performed as shown in Figure 3.12(c). Stepwise removal of gas from the furnace via
the buffer volume, allows to calculate the amount of removedO2. This is donewith themeasured
pressure and temperature values in the buffer using the ideal gas law. If the furnace was instead
constantly connected to the vacuumpumpduring the reductionphase, itwouldnot bepossible to
determine the amount of O2, sincemass lows cannot bemeasured. Also, calculating the amount
of substance with values measured in the furnace is not an option, because the gas temperature
there is dif icult to obtain, as discussed in Section 3.2.6. Therefore the buffer volume is a crucial
element for the experimental procedure and its evaluation.

To study the impact of an inert gas on the oxidation kinetics, experiments in which N2 with
a purity of 99.999% is added to the furnace and experiments without addition of N2 are per‑
formed. For simplicity, experiments in which N2 is used are referred to as inert gas experi‑
ments. In inert gas experiments, N2 is added once to the furnace, after the reduction of the
sample. Pressure curves and relevant pressure differences for this procedure are depicted in
Figure 3.13(a). Similar to the aforementioned gas removal step, gas is fed to the furnace through
the buffer volume. This is done by irst evacuating the buffer volume and then illing it with N2
until pBV ≈ pF + ∆pBV−F with ∆pBV−F = 310Pa or ∆pBV−F = 620Pa. After that, V1 is opened
so that the pressures in both compartments again equalise. The amount of N2 that has entered
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Figure 3.11.: Flowchart of the experimental procedure. The twoactions labelledwith an asterisk
(*) are simpli ied in this low chart. They are speci ied in Fig. 3.12.
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Figure 3.12.: Flow charts of re‑oxidation procedure and sub‑procedures in Fig. 3.11. (a): Re‑
oxidation of sample between two experiments (b): Flushing the test rig. (c): Re‑
moving gas from the furnace via the buffer volume through V1.

the furnace corresponds to a pressure increase ∆pN2 ≈ 270Pa or ∆pN2 ≈ 520Pa. In an ideal
case, in which only the intentionally added N2 enters the furnace,∆pN2 would be equal to the N2
partial pressure in the furnace pN2 . However, in reality a small amount of nitrogen from air also
enters the furnace due to leakage, so that pN2 = ∆pN2 + ∆pN2, leak. The leakage is addressed in
Section 3.2.6. In experiments without inert gas, i.e. ∆pN2 = 0 the addition of N2 is skipped. Both
experiments continue as follows.

Once the furnace has reached its target temperature, O2 is fed to the furnace in the same way
as described for N2. In Figure 3.13(b), pressure curves and relevant pressure differences for this
step are given. After evacuating the buffer volume, it is illedwith O2 until pBV ≈ pF+∆pBV−F and
V1 is opened. This time,∆pBV−F is 50 Pa, 200 Pa or 300 Pa. The resulting pressure increase∆pO2

in the furnace is approximately 44.5 Pa, 164 Pa and 245Pa, respectively. More precise values of
∆pO2 are listed in Table 3.2. The oxygen partial pressure in the furnace is given by

pO2 = pF −∆pN2 −∆pN2, leak, (3.45)

where pF is the total pressure in the furnace. Within the limits of accuracy, pO2 is equal for ex‑
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Figure 3.13.: Qualitative depiction of temperature and pressure curves, when (a) N2 or (b) O2 is
fed to the furnace, including de initions of∆pBV−F,∆pO2 and∆pN2 .

Table 3.2.: Experimental parameters. If more than one experimentwas conductedwith the same
sample and same set of parameters, these experiments were summarized into one
table entry (see no. of runs). The value of∆pO2 is the average for all oxidation steps
and the error accounts for the highest and lowest value in an experiment/a set of
experiments.

Sample Sample mass ∆pO2 ∆pN2 No. of runs

Particle bed 1 5.0238 g 46.4 Pa +13%
‑15% ‑ 1

Particle bed 1 5.0238 g 162 Pa±6% ‑ 3
Particle bed 1 5.0238 g 245 Pa±2% ‑ 1
Particle bed 1 5.0238 g 167 Pa +1%

‑2% 524 Pa 1
Particle bed 2 5.0225 g 160 Pa +5%

‑8% ‑ 1
Particle bed 3 5.0222 g 42.6 Pa +7%

‑4% ‑ 1
Particle bed 3 5.0222 g 166 Pa±1% 270 Pa 1

RPCs 5.0221 g 164 Pa +5%
‑10% ‑ 2

RPCs 5.0221 g 168 Pa±2% 520 Pa 1

periments with and without inert gas. This is important in terms of comparability of different
experiments, since pO2 is the relevant measure of concentration with respect to the reaction ki‑
netics as discussed in Section 2.3.2.

The manually operated valve V1 is closed immediately after opening. Afterwards, the system
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is kept at constant Tset for 10min, while the sample is oxidised, leading to a pressure decrease.
The temperature is reducedby100K thereafter and a newoxidation step follows. The next intro‑
duction of O2 into the furnace happens approximately 15min after the new target temperature
has been reached. In total, eight oxidation steps are performed. Two oxidation steps are shown
exemplarily in 3.13(b) including the temperature TB0.

3.2.6. Gas Phase Characterisation

For the evaluation of experimental results the gas phase behaviour, especially the temperature
of the gas is crucial. To determine howmuch oxygen is taken up by the ceria sample, the amount
of substance has to be calculated from the pressure curves logged during the experiments. To
do so, the gas phase has to be described with an equation of state which links pressure, volume,
temperature and amount of substance. Pressures aremeasured as described in Section 3.2.1 and
the volume can be determined with the method described in Section 3.2.2. This section covers
methods to characterise the gas phasewith a focus on its temperature. The ideal gas law seems to
be a plausible choice to describe the gas phase, due to the low pressures and high temperatures
in the system. First, a method to investigate the validity of the ideal gas law for the present
application is described. Second, heat transport in the gas phase and between gas phase and
thermocouples is important to understand whether the gas temperature can be measured. The
theory for this task is explainedbasedondimensionless quantities. Third, amethod todetermine
an averaged gas temperature via pressure curves from reference measurements is introduced.
Results obtained with these methods are discussed in Chapter 4.2.1.

In the assessment of experiments, the gas phase inside the experimental setup is treated as an
ideal gas. This seems to be a fair assumption given that the gas phase consists of O2 and N2 at
low pressures and temperatures above room temperature. However, to verify this, the ideal gas
law is compared to the van der Waals equation. The ideal gas law is [154]

p V = n R T, (3.46)

where p is the pressure, V the volume, n the amount of substance, R the universal gas constant
and T the temperature of the gas phase. The van der Waals equation reads [118]

p =
R T

v − b
− a

v2
(3.47)

with the molar volume v = V · n−1. This can be rearranged to the cubic equation

0 = v3 −
(
b+

R T

p

)
· v2 + a

p
· v − a b

p
, (3.48)

which is solved numerically for v in Python 3 [148, 149] using SciPy’s [155] solver fsolve. As an
initial value for the solver, v is calculated with the ideal gas law. The molar Volume is then cal‑
culated with both the van derWaals equation and the ideal gas law for the relevant temperature
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and pressure range of 295 to 1773 K and 10 to 1000 Pa. The relative difference |vvdW−vIG| ·v−1
vdW

is used to verify the assumption that the gas phase can be described as ideal. Values for the
universal gas constant and coef icients for the van der Waals equation are listed in table 3.3.

Table 3.3.: Parameters and constants for gas phase calculations.
Quantity Meaning Value Unit Ref.

R Universal gas constant 8.314 462 618 153 24 Jmol−1 K−1 [154]
kB Boltzmann constant 1.380 649 · 10−23 J K−1 [154]
a (O2) Van der Waals coef icient 0.138 207 3 Pam6mol−2 [118]
a (N2) Van der Waals coef icient 0.136 991 4 Pam6mol−2 [118]
b (O2) Van der Waals coef icient 3.19 · 10−5 m3mol−1 [118]
b (N2) Van der Waals coef icient 3.87 · 10−5 m3mol−1 [118]
rgas (O2 & N2) Radius of gas molecules ca. 1.5 · 10−10 m [154]
MO2 Molar mass of O2 31.9988 · 10−3 kgmol−1 [144, 145]

To describe the gas phase with an equation of state, it is crucial to know the gas temperature.
Themethods described in the following are used to determine whether the gas temperature can
be measured reliably in the presented setup. To this end, the heat transport in the gas phase
and between gas and thermocouples is characterised. Since the test rig is operated at a partial
vacuum, the gas phase has a low density, which might result in a low thermal conductivity of
the gas and low convective heat transfer between gas and hot elements, such as the reaction
tube and the thermocouples. An important quantity with respect to the thermal conductivity is
the Knudsen numberKn, which relates the mean free path of gas molecules to a characteristic
length [132], which in case of the present study is the inner tube diameter. The mean free path
is given by [154]

lmfp =
1

4 π
√
2 r2gas

(
N

V

) , (3.49)

where N · V −1 is the number density with the total number of molecules N distributed in the
volume V and rgas is the radius of gas molecules, given in table 3.3. To calculate the number
density, the ideal gas law (Equation 3.46) is usedwithN instead ofn and the Boltzmann constant
kB instead ofR. The Knudsen number is de ined as [132]

Kn =
lmfp
d

, (3.50)

where d is the inner tube diameter.
To see if the temperature measured by thermocouples is representative for the temperature

of the gas phase, radiative and convective heat input into the thermocouples are estimated. For
the calculation of the convective heat transfer between gas and thermocouple, a thermocouple
is treated as a horizontal cylinder that is subject to free convection. Herein, the dimensionless
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Rayleigh numberRa, Prandtl numberPr andNusselt numberNu are used as described in Chap‑
ter 2.5.1. The characteristic length is the diameter of the thermocoupledTC. The relevant temper‑
ature difference and the reference temperature at which the properties of the luid are evaluated
are ∆T = TTC − Tgas and Tref = 1

2 · (TTC + Tgas), respectively. The isobaric volume expansion
coef icient β is calculated with the approximation for ideal gases, given in Equation 2.39 and the
thermal diffusivity a is obtained from its de inition, given in Equation 2.40. The remaining luid
properties ν , ρ, λ and cp are calculated with data from Ref. [145]. To this end, data at 100 Pa and
temperatures ranging from 273K to 1773K was extracted from Ref. [145] and then itted with
second order polynomials of the form C2 · T 2 + C1 · T + C0. The parameters Ci are given in
table 3.4. The kinematic viscosity ν is calculated via the dynamic viscosity µ with ν = µ · ρ−1.
With those polynomials, the Nusselt number can be calculatedwith the empiric correlation from

Table 3.4.: Parameters for polynomial itC2 · T 2 +C1 · T +C0 to data from Ref. [145] for µ, ρ, λ
and cp.

Quantity C2 C1 C0

ρ in kgm−3 6.814 101 89 · 10−10 −1.972 083 22 · 10−6 1.657 943 20 · 10−3
µ in Pa s −7.995 072 71 · 10−12 5.001 009 88 · 10−8 7.140 333 96 · 10−6
cp in Jmol−1 K−1 −3.417 309 73 · 10−6 1.229 607 31 · 10−2 2.592 394 50 · 101
λ in Wm−1 K−1 −8.147 051 76 · 10−9 7.396 761 50 · 10−5 5.757 608 72 · 10−3

Chapter 2.5.1. Finally, the heat transfer coef icientα can be calculatedwith the de ininition of the
Nusselt number given in Equation 2.35. The convective heat low per unit length then directly
follows as

Q̇conv = α π dTC ∆T, (3.51)

while the net radiative heat low per unit length between thermocouple and reaction tube (RT)
is

Q̇rad = π dTC σ
(
T 4
RT − T 4

TC
)
. (3.52)

Both thermocouple and reaction tube are assumed to be black bodies. In the assessment of this
model, all temperatures are varied. The reaction tube temperature TRT takes values from 573 to
1773 K, the latter being the maximum set temperature in the experiments. The gas temperature
Tgas is varied from room temperature to the respective value of TRT. The temperature of the
thermocouple TTC is assumed to be between TRT and Tgas and is estimated as

TTC = f TRT + (1− f) Tgas, (3.53)

where f is a factor between 0 and 1. Note that empirical correlations like Equations 2.41 and
2.42 are most reliable for∆T ≪ Tref [132].

Using themethods described up to this point, it was found that the gas temperature cannot be
measured reliably, as will be discussed in Section 4.2.1. Instead, an approach to derive a correla‑
tion between an average gas temperature and temperature measurements is made. Herein, gas
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temperature and leakage from the ambience into the test rig are linked and therefore both are
described in the following. First, an average gas temperature T is de ined, for which

n =
p V

R T
(3.54)

holds. Formally, T can be derived as follows: The incremental amount of substance in a volume‑
increment is

dn =
p

R
· 1

T (x, y, z)
dx dy dz, (3.55)

where T (x, y, z) is the gas temperature at any given point (x, y, z) in the Volume V . Integration
of Equation 3.55, using Equation 3.54 then yields

T =
V∫

V

1

T (x, y, z)
dx dy dz

, (3.56)

which proofs that an average gas temperature T that ful ils Equation 3.54 exists. Since only tem‑
peratures and pressures are measured in the setup and the gas temperature T (x, y, z) cannot
be measured directly, an approach to calculate T via the pressure is needed. According to the
ideal gas law, for a constant volume, the pressure is a function of temperature and amount of
substance. Therefore, the total differential of the pressure can be written as

dp =

(
∂p

∂T

)
n

dT +

(
∂p

∂n

)
T

dn. (3.57)

With that, the derivative of the pressure with respect to time follows as

dp
dt =

(
∂p

∂T

)
n

dT
dt +

(
∂p

∂n

)
T

dn
dt︸ ︷︷ ︸

ṗL

. (3.58)

From this equation, it becomes clear that to determine the pressure change due to a temperature
change and the pressure change due to a change in the amount of substance separately fromeach
other, the respective other quantity has to be constant

(dT
dt = 0 or dn

dt = 0
)
. In the following, T ,

refers to the average gas temperature of the furnace volume and Equation 3.58 is applied for the
same volume.

Reference measurements are conducted, in which the furnace is heated to a certain set tem‑
perature Tset without a ceria sample. This temperature is then held for 9 hours. Afterwards,
the test rig cools down to room temperature. Without a sample, the only change of the amount
of substance in the gas phase is due to leakage into the test rig. Leakage is likely to be caused
mainly by imperfectly gas tight parts of the test rig through which gas from the environment can
enter. Leakage from the buffer volume to the furnace is also possible, even though the relevant
pressure difference here is signi icantly lower than the pressure difference to the environment.
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Gas can also enter the test volume from micro‑cavities in the materials used. Another leakage
mechanism could be diffusion of oxygen through the alumina reaction tube. For convenience
the pressure rate due to leakage is named ṗL as shown in Equation 3.58. After a certain dwelling
time at Tset, gas phase and furnace reach steady temperatures. At this point, T is constant and
the pressure change rate equals ṗL. The main driving force behind the leakage is the pressure
difference between test rig and ambience pamb− pTR. Since at al times pamb ≫ pTR, this pressure
difference is virtually constant. Consequently, at steady temperatures the pressure is expected
to increase linearly with respect to time, due to leakage. In other words, ṗL is constant and can
be calculated by linear regression. This is done in Python 3 [148, 149] with the function poly it
from NumPy [156]. The linear regression is performed with data measured in the last 3 hours
of the temperature dwelling phase, as here the pressure change rate is in good approximation
constant in all reference measurements. This way, the leakage can be determined for a certain
temperature level. As measure for this temperature level, the temperature measured with ther‑
mocouple TC K1 is used, i.e. ṗL = f(TK1). A total of 11 reference measurements are conducted
with Tset ranging from room temperature to 1773 K. Hence, 11 data points for ṗL for different
temperatures TK1, plus 9 more data points at room temperature (these are extracted from the
cooling phase of most reference measurements) are available. These data points are used for a
linear it of ṗL to TK1, which is again done using poly it fromNumPy [156]. The results are shown
and discussed in Section 4.2.1. For ideal gases, the expression

(
∂p
∂n

)
T
in Equation 3.58 scales

linearly with the gas temperature (see also Equation 3.62). Therefore, using a linear correlation
between ṗL and gas temperature is correct, if the molar leakage low (dndt in Equation 3.58) is
constant. In reality, the molar lowmight also depend to some degree on the temperature of the
system. This would for instance be the case if diffusion is a relevant transport mechanism for
the leakage or if different coef icients of thermal expansion of the materials used affect the gas
tightness of the test rig.

After calculating ṗL(TK1), the gas phase temperature T can be determined. To ind T as func‑
tion of TK1, the pressure increase due to temperature change is calculated. Knowing ṗL, this
can be done with the pressure curves from the reference measurements, according to Equation
3.58. During the reference measurements, heating of the furnace starts at the time t0. At any
time t1 > t0, the pressure is given by

pF,1 = nF,1 ·
R T 1

VF
(3.59)

with the amount of substance in the gas phase

nF,1 = nF,0 +∆n01. (3.60)

At t0, the amount of substance is
nF,0 =

pF,0 VF
R T 0

, (3.61)

whereT 0 equals the room temperature. The derivative of pressurewith respect to the amount of
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substance at a constant gas temperature in Equation 3.58 is given by the ideal gas law, according
to (

∂pF
∂n

)
T

=
R T

VF
. (3.62)

with the de inition of ṗL given in Equation 3.58,∆n01 can be derived by integration over time:

∆n01 =
VF
R
·

t1∫
t0

ṗL
T (t)

dt. (3.63)

Substitutionof Equations3.63 and3.61 intoEquation3.60 and substitutionof the resulting equa‑
tion into Equation 3.59 yields

pF,1 = pF,0 ·
T 1

T 0

+

t1∫
t0

T 1

T (t)
ṗL dt. (3.64)

Generally, at a given time t1, the gas temperature T 1 can be calculated from the measured pres‑
sure pF,1. Equation 3.64 however shows that to do so, a function T (t) or T (TK1) (as TK1(t) is
known these two can be converted into each other) is needed. In other words, the gas tempera‑
ture T is a function of itself. Therefore, an iterative approach is used to solve Equation 3.64 and
hence to get T as a function of TK1. To this end, the gas temperature is approximated by

T = C (TK1 − Tamb) + Tamb, (3.65)

which is a linear function that ful ils the condition that T and TK1 are equal at ambient temper‑
ature. As a starting point for the iteration, C = 1, i.e. T = TK1 is chosen. Next, the integral
in Equation 3.64 is solved numerically with the composite trapezoidal rule using NumPy’s [156]
trapz function for this value of T . Afterwards, a new value for T is calculated with Equation
3.64. These two steps are performed for each of the 11 reference measurements. The point t1
at which the equation is evaluated is the end of the temperature dwelling, i.e. after 9 h at Tset.
With these new values of T , Equation 3.65 is itted using the curve_ it function in SciPy [155] to
obtain a new Value forC . With this again the integral in Equation 3.64 is solved and the process
described above is repeated until (Ck−Ck−1)·C−1

k−1 < 10−5, where k is the number of iterations.
The coef icient of determination for the it of Equation 3.65 is given by [157]

R2 = 1−

11∑
i=1

(
T i − T̂ i

)2
11∑
i=1

(
T i − T

)2 , (3.66)

where T i is the gas temperature calculated with data from measurement i, according to equa‑
tion 3.64, T is the mean value of all T i and T̂ i is the gas temperature as estimated by the linear
Equation 3.65.
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The inal T and the leakage ṗL are calculated for points at which steady temperatures in the
setup are established. As explained above, this is necessary to separate the pressure change due
to temperature change from the pressure change due to leakage, which in turn is necessary to
enable themethod described above. During transient phases, i.e. heating and cooling phases, the
calculated T is therefore only suf iciently accurate, if the gas phase has a small thermal inertia.
This can be tested by applying the calculated T to Equation 3.64 for a different time t1, during
a heating or cooling phase. This is done by subtracting the integral expression in Equation 3.64
from the equation and thereby calculating a theoretical pressure curve without leakage which is
then checked for plausibility as discussed in Chapter 4.2.1.

As an additional plausibility check, a maximum gas temperature in the furnace can be derived
by discretisation of Equation 3.56:

Tmax =
VF

∆VRT, 0
TB0

+

3∑
i=1

∆VRT, i
TKi

+
∆Vtubing
Ttubing

, (3.67)

where ∆VRT, i are sections of the reaction tube volume. Due to the limited amount of available
temperature measuring points, the system is only discretised in axial direction, i.e. constant
temperatures in radial and circumferential direction are assumed. In case of i = 0, the section
is de ined from the center of the tube to the location of the thermocouple TC K1 and a mirrored
section in the other half of the reaction tube, as depicted in Figure 3.14. For i = 1 and i = 2 it is
de ined as the section ranging from the position of TC Ki to TC K(i + 1) and a mirrored section
in the other half of the reaction tube or adjacent tubing. For i = 3 the volume is de ined from
the position of TC K3 to TC K6 and a respective mirrored section. In these partial volumes, the
temperature is approximated with the temperaturemeasured by TC B0 and TC K1 to TC K3. The
remaining furnace volume, i.e. the rest of the adjacent tubing is

∆Vtubing = VF −
3∑

i=0

∆VRT, i. (3.68)

Here, the temperature is approximated with Ttubing, the average temperature measured by TC
K4 ‑ TC K6, which is typically close to room temperature. A qualitative depiction of Tmax and a
temperature pro ile are given in Figure 3.15. The statement T ≤ Tmax can bemade, if two condi‑
tions are met: irst, the discrete temperature pro ile has to overestimate the actual temperature
pro ile one would get if continuous measurement of the temperature with respect to space was
possible. Due to the mentioned de initions of temperatures and partial volumes, this condition
is always ful illed as indicated by the discrete pro ile and the dashed line in Figure 3.15. The
second condition is that the gas temperature is below themeasured temperatures, since gas and
thermocouples do not necessarily have the same temperature. This might not be the case when
the system is cooled after being at or close to a steady temperature pro ile. In that case, due
to the thermal inertia of the gas phase, the gas temperature might be temporarily higher than
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Figure 3.14.: Schematic of the partial volumes and respective temperatures for the de inition of
Tmax. Each color refers to one partial volume and the corresponding temperature
in Equation 3.67.

the measured temperature and theoretically even higher than Tmax, as indicated in Figure 3.15.
However, after reaching a steady temperature pro ile, the temperature of the thermocouples is
most likely higher than that of the gas phase due to radiation, which is especially strong close
to the center of the reaction tube, because of the high temperatures in this region. Thus, at a
steady temperature pro ile or during any kind of heating phase, e.g. after cold gas is fed to the
hot furnace, the gas temperature T can most probably not exceed Tmax. This is the case during
each oxidation step, so that Tmax can be used for plausibility checks.

Figure 3.15.: Qualitative depiction of the maximum temperature, temperatures measured by
thermocouples and gas temperature during cooling, heating and at a steady tem‑
perature pro ile. The dashed line, represents the unknown temperature pro ile in‑
between the measurement points.

3.2.7. Determining Oxygen Non-Stoichiometry and Oxidation Rates

The experimental procedure explained in Section 3.2.5 yields pressure and temperature data.
The kinetic of an oxidation step is characterised by the falling pressures after introduction of



64 3. Materials and Methods

O2. Thus, pressure curves for the furnace pF(t) give valuable insight into the oxidation kinet‑
ics. Comparison of these curves for different∆pO2 and∆pN2 and different ceria samples allows
qualitative evaluation of the impact that these three quantities have on the kinetics. As shown in
Table 3.2, 12 experiments are conducted and each experiment has eight oxidation steps. Hence,
the pressure curves of 96 oxidation steps in total have to be compared among each other. To
this end, it is convenient to introduce a measure that can characterise the pressure drop of an
oxidation step in a single quantity. This is done as follows: Figure 3.16 shows pF(t) for a single
oxidation step. The pressure jumps from its original value pF, 0, to a peak value pF, 1 as O2 is in‑
troduced. After that, pF(t) falls. The amount of O2 that at a given point in time t is not or not yet
absorbed by the material is described by the pressure difference

∆pF = pF(t)− pF, 0. (3.69)

This value correlates to a time difference ∆t = t − t0 as shown in Figure 3.16. This time dif‑
ference is determined for ixed values of ∆pF of 25 Pa, 50 Pa and 100Pa and denoted as ∆t25,
∆t50 and ∆t100, accordingly. Hence, ∆ti describes the time that is needed for the material to
take up a certain amount of O2 that correlates to a prede ined ∆pF. As explained earlier, the
measured pressure curve consists of discrete values measured every 400ms. The exact pF(t)
that matches this values of∆pF might thus not exist among the measured values. Therefore,∆t

is determined by linear interpolation, between the last pressure value that is greater than pF(t)

and the irst pressure value that is less than pF(t). An advantage of this approach is that ambi‑
guity in the de inition of∆t is avoided. Due to noise in the pressure signal, there might be more
than one point at which∆pF is reached. In these cases the pressure luctuates over a short pe‑
riod of time around the value of interest. The interpolation then yields a∆twithin this period of
time. Another source of ambiguity can be caused by leakage, which might increase pF after the
oxidation is virtually completed. Points after the minimum of pF, which indicates completion of
the oxidation step are therefore not taken into account.

To calculate the change of oxygen non‑stoichiometry ∆δ and a δ‑rate dδ
dt , the amount of O2

that was taken up by the sample has to be determined. If pressure and gas temperature data is
available, this can be done with an equation of state. The comparison of van der Waals equation
and ideal gas law discussed in Section 4.2.1 implies that the gas phase can be well described by
the ideal gas law. This way δ can theoretically be calculated with a mole balance in combination
to the ideal gas law, which yields

δ(t) = δref +
2

nceria
·

VF
R

(
pF(t)

T (t)
−

pF, ref
T ref

)

+
VBV
R

(
pBV(t)
TBV(t)

− pBV, 0
TBV, 0

)
−

t∫
tref

ṅLdt

.

(3.70)

Herein, the reference state can be any point in time during the experiment, as long as δref is
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Figure 3.16.: Depiction of∆t and distinctive pressures, for an exemplary oxidation step.

known. With that, δ(t) and∆δ = δ(t)− δ0 directly follow, while a δ‑rate can be obtained by des‑
critisation as∆δ ·∆t−1. As shown later in Section 4.2.1 however, themean gas temperature T (t)
and the leakage rate ṅL cannot be determined reliably with the presented setup. The evaluation
of the experiments is adapted to this circumstance as described in the following. As the main
portion of O2 uptake during an oxidation step takes place in a relatively short amount of time,
it is decided to neglect the leakage during an oxidation step. When analysing the pressure drop
after introduction of O2, i.e. when V1 is closed, pressure and temperature of the buffer volume
remain constant and Equation 3.70 can be simpli ied to

∆δ(t) =
2 VF

nceria R
·
(
pF(t)

T (t)
− pF, 1

T 1

)
, (3.71)

where state 1 was chosen as reference point. As exact determination of T is not possible, an
exact value of ∆δ(t) cannot be calculated either. Instead, a range of possible values of ∆δ(t) is
calculatedwithin the limits ofT . Anupper limit forT is givenbyTmax asde ined inEquation3.67.
As a lower limit, the temperatureof thebuffer volumeTBV,0 is used as cold gas is fed to the furnace
at that temperature. With these limits and Equation 3.71, a range of possible ∆δ values can be
calculated. During oxidation, δ decreases, therefore the difference∆δ = δ(t)− δ1 is negative. An
upper limit or a maximum value of∆δ as discussed in the following therefore correlates to the
minimum of the absolute value |∆δ| and hence the minimum of O2 uptake. To de ine an upper
limit of∆δ, T (t) in Equation 3.71 has to be small, while T 1 has to be high. The gas temperature
has to increase after the introduction of cold gas into the hot furnace at t1, i.e. T (t) ≥ T 1 must
hold. Thehighest valueof∆δ, according toEquation3.71 that ful ils this condition, at leastwithin
the limits of minor luctuations, is reached for T 1 = Tmax(t1) and T (t) = Tmax(t). For a lower
limit, T (t)has to be high andT 1 has to be low. The lowest value of∆δ, according to Equation 3.71
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follows if T (t) is the highest and T 1 is the lowest. This is the case, if at t1 the gas temperature is
given by T 1 = TBV,0 and then with the next time step jumps to the highest possible temperature,
i.e. T (t) = Tmax(t).

In addition to the temperature limits, there is another limitation given by the fact, that the
sample cannot take upmore oxygen than the amount of O2 that entered the furnace. This amount
is described by

∆nO2, in =
VBV
R
·
(
pBV, 0
TBV, 0

− pBV, 1
TBV, 1

)
. (3.72)

An equivalent quantity∆δin is de ined for the hypothetical case that all O2 was taken up by the
sample, according to

∆δin = −2 ∆nO2, in
nceria

. (3.73)

Due to the establishment of a new equilibrium after introduction of O2, this value can actually
not be reached, but it can be used for the de inition of limits. The inal upper and lower limits for
∆δ are both given by max

{
∆δin,∆δ(T )

}
, where∆δ(T ) is calculated with Equation 3.71, using

the limits of T as explained above. In addition to this∆δ‑range, an estimate value for∆δ can be
given if an estimation for T is found. A large portion of the furnace volume is outside the heated
zone and has a temperature close to room temperature and hence close to the temperature in
the buffer volume. Introduction of cold gas from the buffer volume into the furnace and the
followingheating of the gasphase,might result in strong luctuations of the local gas temperature
in the center of the reaction tube. Given the much lower gas temperature at other points in the
furnace volume, the luctuations might be signi icantly mitigated with respect to the mean gas
temperature T . Therefore, the assumption of a constant T is used to estimate ∆δ. In this case,
Equation 3.71 is further simpli ied to

∆δ(t) =
2 VF

nceria R T
· (pF(t)− pF, 1) . (3.74)

The amount of oxygen entering the furnace ∆nO2, in increases the pressure in the furnace be‑
tween states 0 and 1, according to

∆nO2, in =
VF
R T

· (pF, 1 − pF, 0) . (3.75)

Dividing Equation 3.74 by Equation 3.75 yields

∆δ(t) =
2 ∆nO2, in
nceria

· pF(t)− pF, 1
pF, 1 − pF, 0

(3.76)

or with Equation 3.73
∆δ(t) = ∆δin ·

pF(t)− pF, 1
pF, 0 − pF, 1

. (3.77)
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The according gas temperature T can be calculated as

T =
VF (pF, 1 − pF, 0)

R∆nO2, in
, (3.78)

following from Equation 3.75. This value for T is again based on the assumption that it is con‑
stant over the course of an oxidation step. It can be used to discuss the plausibility of∆δ‑values
calculated under the same assumption.

The aforementioned estimation of∆δ can also be used to determine δ(t) and the δ‑rate. The
δ‑rate is calculated by discretisation according to

dδ
dt ≈

δk+1 − δk
tk+1 − tk

=
∆δk+1 −∆δk
tk+1 − tk

, (3.79)

where k and k + 1 refer to two successive measuring points. The δ‑rate is determined for each
oxidation step, starting at state 1 and ending just before the furnace is set to the next temperature
level. To calculate the absolute δ‑value, irst the initial reduction extent δred has to be computed.
It is given by the material balance

n(t) = nstart +

t∫
tstart

ṅLdt−∆npump +∆δred
nceria
2

, (3.80)

where nstart is the amount of gas in the furnace, before the furnace is heated and∆npump is the
amount of gas that is removed by the vacuum pump. As the sample undergoes a re‑oxidising
procedure prior to an experiment and the thermodynamics of ceria dictate, that at room tem‑
perature and the relevant pressures, the material is virtually fully oxidised (δ ≈ 0) it is assumed
that ∆δred ≈ δred. Therefore, δred follows directly from Equation 3.80. Gas is removed by the
vacuum pump in four steps via the buffer volume, as described in Section 3.2.5. For each O2‑
removal step, the gas is irst moved to the buffer volume, where pressure and temperature are
measured, before the material is eventually removed with the pump. The related amount of gas
for each step can be calculated in analogy to Equation 3.72. nstart andn(t) are calculatedwith the
ideal gas law. While for nstart, the gas is at room temperature, for n(t) the same assumption of a
constant T as before is made and T is calculated analogous to Equation 3.78. For the leakage it
is shown later in Section 4.2.1 that ṅL cannot be described reliably as a function of temperature.
Instead, the leakage is estimated with the value obtained for room temperature, so that

t∫
tstart

ṅLdt ≈ ṅL
(
T = 295K

)
(t− tstart) . (3.81)

With the non‑stoichiometry after the initial reduction δred, δ(t) follows as

δ(t) = δred +∆δ(t). (3.82)
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As described above,∆δ(t) is calculated for each oxidation step. Since the ceria samplemight also
be oxidised during the cooling phases between twooxidation steps,∆δ(t)has to be computed for
these phases aswell in order to calculate δ(t). Even though Tset is reduced by 100K, as explained
above, the luctuation of T is probably signi icantly lower due to a large portion of the furnace
volume being outside of the heated zone. Therefore, the same assumption of a constant T is
used to estimate∆δ(t) during the cool down. This way,∆δ is calculated for each oxidation step
and each cooling phase. In each of these steps, δ starts with the inal δ‑value of the previous
step. As mentioned earlier, the pressure drop due to O2 uptake by the sample might be followed
by a slight pressure increase due to leakage. This yields the incorrect result of an increasing δ.
Therefore as inal δ‑value of the previous step, the minimum value of δ in that previous step is
used rather than the δ‑value calculated for the inal point in time as shown in Figure 3.16.

Under the assumption that the oxidation dominates the reaction kinetics, rather than its back
reaction, the reduction, the kinetics can be described by

ln
(
−dδ
dt

)
− ln

(
δ p0.218O2

)
= − ea, ox

R TB0
+ ln (k∞, ox) , (3.83)

as suggested in Ref. [49]. Here, the logarithm of Equation 2.18 was taken, neglecting the ex‑
pression for the reduction. The temperature of the ceria sample is assumed to be TB0, which
seems justi ied as TC B0 is placed in the hot zone together with the sample. The exponent 0.218
is taken from Ref. [48]. For each oxidation step but the irst, the oxygen partial pressure is esti‑
mated by pO2 = pF(t) − pF, 0, with pF, 0 as de ined in Figure 3.16. Here it is assumed that prior
to an oxidation step, all O2 was removed from the gas phase during the previous oxidation step
and cooling phase. For the irst oxidation step, there is excess O2 in the furnace from the initial
reduction step. Therefore, instead of pF, 0, the pressure after the irst oxidation and cooling step
is used. This is equivalent to using pF, 0 of the second oxidation step. The measured kinetics
follows Equation 3.83, if the left‑hand side of the equation, plotted against T−1

B0 yields a straight
line.

3.2.8. Numeric Model of Test Rig

The test rig was modelled in Python 3 [148, 149] to gain better understanding of the gas‑phase‑
behaviour, when oxygen is fed from the buffer volume to the furnace. The model is used to iden‑
tify suitable dimensions of the test rig and operating conditions for the experiment and to verify
measured peak pressures for the evaluation of the experiments. The peak pressures are dif icult
tomeasure, due to the rapid pressure increasewhen oxygen is fed to the furnace. To ind suitable
conditions to operate the test rig, the gas‑phase temperature T 0 and pressure pF,0 in the furnace
and the pressure in the buffer volume pBV,0 can be varied. Here, the subscript 0 indicates the
state prior to oxygen entering the furnace from the buffer volume. The model was irst used to
approximate the dimensions of the test rig during the planning phase. To this end, the volumes
of furnace VF and buffer volume VBV were varied. Later, when the model was used to verify peak
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pressure measurements, the actual volumes of the inal test rig design were set as parameters.
These and other parameters of the model are given in Table 3.5. For the model, it is assumed
that the buffer volume has a constant temperature of 295 K. It was later observed that the buffer
volume indeed approximately remains at this temperature throughout the experiments.

Table 3.5.: Parameters used in the test rig model.
Parameter Meaning Value Source

nCeO2
amount of substance
of ceria sample 0.029 19mol measured/calculated

(see Table 3.2)

VF Volume of furnace 5.38 · 10−4m3 measured/calculated
(see Section 3.2.2)

VBV Buffer volume 1.78 · 10−3m3 measured/calculated
(see Section 3.2.2)

MO2 Molar mass of O2 31.9988 · 10−3 kgmol−1 Refs. [144, 145]

The model describes the gas phase via balance equations and the ideal gas law. Herein, it is
assumed that the transport of oxygen takes place in two consecutive steps: Firstly, the valve be‑
tween furnace and buffer volume is opened and oxygen lows into the furnace until the pressure
in the two chambers is equal. Secondly, the valve is closed and oxidation of the ceria sample re‑
sults in a new equilibrium with a new pressure. The cool‑down phase to the next temperature
level after these two steps is modelled as well. The according states, used in the followingmodel
description are summarized in Table 3.6. In the irst step, a new gas temperature in the furnace

Table 3.6.: States used in the test rig model.
State Meaning

0 Before O2 is fed to the furnace.
1 After O2 was fed to the furnace.
2 After oxidation step.
3 End of cool‑down phase.

is established, due to mixing of hot and cold gas. This is described by the energy balance of the
furnace

0 = uF,1 nF,1 − nF,0 uF,0 − (nF,1 − nF,0) h(TBV), (3.84)

where n and u are the amount of substance and molar internal energy of O2 in the furnace, re‑
spectively. The indices 0 and 1 refer to the state before and after oxygen from the buffer volume
has entered the furnace. Prior to the mixing of hot and cold gas, the furnace’s controller estab‑
lishes a constant temperature, so that heat input and losses offset each other. It is assumed that
this is also the case during the mixing step, as it is fast and the total heat capacity of the gas is
small compared to that of the solid components of thetest rig, so that the temperature of surfaces
that are in contact with the ambience is likely not affected signi icantly. Therefore no heat low
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is considered in Equation 3.84. The amount of substance at state 0 follows from the ideal gas
law, as

nF,0 =
pF,0 VF
R T 0

, (3.85)

nBV,0 =
pBV,0 VBV
R TBV

. (3.86)

The molar enthalpy h of O2 is calculated using the Shomate Equation according to Refs. [144,
145]. The pressure dependence of h is neglected as it is small compared to the temperature
dependence. For example at 295 K, the enthalpy varies by less than 0.1% for pressures from
0Pa to 1 · 105 Pa and at higher temperatures even signi icantly less [145]. The internal energy
is calculated using the de inition of the enthalpy, h = u+ p v, so that

0 = uF,0 +
pF,0 VF
nF,0

− h(T 0), (3.87)

0 = uF,1 +R T 1 − h(T 1), (3.88)

where pv in Equation 3.88 has been replaced byRT using the ideal gas law, and it is assumed that
the internal energy and enthalpy of the gas‑phase can be calculated with the averaged gas tem‑
perature in the furnace T from Equation 3.56. Again, h is calculated with the Shomate Equation
according to Refs. [144, 145]. Finally, a mole balance for the gas‑phase in the furnace combined
with the ideal gas law yields

0 = ntotal − nF,1

(
1 +

T 1 VBV
TBV VF

)
, (3.89)

where ntotal = nF,0 + nBV, 0 = nF,1 + nBV, 1 is the amount of O2 in furnace and buffer volume
combined, which is constant during the irst step and hence equal for states 0 and 1. The system
of equations consisting of the Shomate Equation and Equations 3.84, 3.88 and 3.89 was then
solved numerically with the fsolve function from SciPy [155]. As initial value for the solver, T 1 is
approximated with an energy balance under the assumption of a constant heat capacity, which
yields

T
init
1 =

nF,0 T 0 +∆ninit
01 TBV

nF,0 +∆ninit
01

. (3.90)

Here,∆ninit
01 is an approximation for the amount of O2 that enters the furnace nF,1 − nF,0 with

∆ninit
01 =

(
nBV,0

VF TBV
VBV T 0

− nF,0

)
·
(
1 +

VF TBV
VBV T 0

)−1

. (3.91)

Equation 3.91 follows from the ideal gas law formulated for the furnace and the buffer volume
at state 1 with the approximation T 1 ≈ T 0, the fact that pBV,1 = pF,1 = p1 and the mole balance
∆n01 = nF,1 − nF,0 = nBV,0 − nBV,1. A detailed derivation of Equation 3.91 is given in Appendix
D. As initial values for h, the Shomate Equation for T init

1 was used and initial values of uF,1 and
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nF,1 can be calculated with Equations 3.88 and 3.89, but with T 1 substituted by T init
1 .

After aforementioned system of equations was solved numerically, remaining quantities can
be derived analytically, according to

p1 =
nF,1 R T 1

VF
, (3.92)

nBV,1 = nF,0 + nBV,0 − nF,1, (3.93)
∆n01 = nF,1 − nF,0, (3.94)

TBV,1 =
p1 VBV
nBV,1 R

. (3.95)

Since the buffer volume is isothermal, TBV,1 = TBV. Equation 3.95 is only used as plausibility
check.

The second step of the model is the oxidation of the ceria sample. It is assumed that during
the previous step, O2 enters the furnace so fast that no oxidation has yet taken place. The valve
between buffer volume and furnace can noweither be closed, so that the respective atmospheres
are separated and in the following different pressures are established in furnace and buffer vol‑
umeor the valve remains open so that the pressure in both chambers is again equal. In both cases
it is assumed that the gas temperature T 2 in the furnace has again reached the original value T 0,
since the gas phase is constantly heated by the furnace. For the new equilibrium between ceria
and gas‑phase, the non‑stoichiometry of ceria δ is calculated with the correlation proposed by
Bul in et al. [48], given in Equation 2.32. The oxygen partial pressure relevant to determine δ is
the total pressure pF,2 in the furnace after the new equilibrium is reached, since the atmosphere
is assumed to be pure O2. This pressure is calculated by the ideal gas law as

0 = pF,2 −
nF,2 R T 0

VF
, (3.96)

where the amount of substance nF,2 is determined by the mole balance

0 = nF,2 − nF,1 −∆n12, (3.97)

if the valve is closed or
0 = nF,2 − nF,1 + nBV,2 − nBV,1 −∆n12, (3.98)

in case of an open valve. In both cases∆n12 is determined by

0 = ∆n12 +
nceria
2

(δ0 − δ2) . (3.99)

If the valve remains open, an additional variable is introducedwithnBV,2 in Equation3.98. There‑
fore, to get a fully determined system, an additional equation is needed. This is achieved with
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the ideal gas law for the buffer volume at state 2, which reads

0 = p2 −
nBV,2 R TBV

VBV
, (3.100)

where pBV,2 = pF,2 = p2, due to the open valve. The system of equations is again solved nu‑
merically with the SciPy [155] function fsolve. First, the system of equations for the case of an
open valve is solved. Here, the initial values for the solver are∆ninit

12 = 0, δinit2 = δ0, ninit
F,2 = nF,1,

ninit
BV,2 = nBV,1 and

pinitF,2 =
ninit
F,2 R T 0

VF
. (3.101)

Next, the system of equations for the case of a closed valve is solved. The initial values ∆ninit
12 ,

δinit2 , ninit
F,2 and pinitF,2 for that are the solutions of the case with an open valve.

Afterwards, in a last step, the cooling to the next temperature level T 3 = T 0 − 100K with a
closed valve is simulated. This step can be described by the same equations as the prior step, the
oxidation of ceria for the case with a closed valve. The only difference is the use of T 3 instead
of T 0. As initial values for the solver, values of the prior step with a closed valve are used, i.e.
∆ninit

23 = ∆n12, δinit3 = δ2, ninit
F,3 = nF,2 and pinitF,3 = pF,2.

Comparison of the results with an open and closed valve, respectively and the results of the
cool‑down were used during the planning phase of the test rig. Based on this initial analysis it
was decided to close the valve during the experiments. Hence, results for a closed valve are used
to verify the measurement of peak pressure values.

3.3. Modelling Indirect Heat Recovery

This section is in part based on the following patents and peer‑reviewed publica‑
tions, authored or co‑authored by the author of the present work.

Stefan Brendelberger, Philipp Holzemer‑Zerhusen, Estefania Vega Puga, Martin Roeb, and
Christian Sattler. „Study of a new receiver‑reactor cavity system with multiple mobile re‑
dox units for solar thermochemical water splitting“. In: Solar Energy 235 (2022), pp. 118–
128. ISSN: 0038‑092X. DOI: https://doi.org/10.1016/j.solener.2022.02.013

Stefan Brendelberger and Philipp Holzemer‑Zerhusen. „Solarstrahlungsreceiver
sowie Reaktorsystem mit Solarstrahlungsreceiver“. (German). German pat.
DE102020118651B4. 2022

Stefan Brendelberger and Philipp Holzemer‑Zerhusen. „Solarabsorbervorrichtung sowie
Transportsystem für eine Solarabsorbervorrichtung“. (German). German pat.
DE102020118683B4. 2022

An alternative approach to the investigated direct heat recovery system is an indirect concept
in which heat is transferred from the hot redox material to a heat storage medium and in a sub‑

https://doi.org/https://doi.org/10.1016/j.solener.2022.02.013
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sequent step from the heat storage medium to a cold unit of redox material. A direct approach
offers potentially higher heat recovery ratios, for example up to full heat recovery in an ideal
countercurrent HE. In an indirect approach on the other hand, the recombination effect can be
eliminated, because of the separation of hot and cold redox material. Oxygen that might be re‑
leased when heating the cold redox material, can be removed from the HE, before hot reduced
redox material enters. In the present work, an indirect concept is studied, in which thin rect‑
angular porous ceria monoliths are used, in the following referred to as redox units. Theses
redox units are mobile and can be inserted into reduction and oxidation reactors and cycled be‑
tween them. In‑between reduction and oxidation, the redox units can be placed between two
walls which serve as heat storage media. Hot and cold redox units are alternately placed in this
HE setup so that heat is indirectly transferred from the hot to the cold redox unit in a transient
manner. The system is modelled in Python 3 [148, 149]. It is resolved in time and in one spa‑
tial dimension. In this model, which is described in the following, the temperature pro iles of
the heat storage and the redox units are calculated. Based on these temperature pro iles, a heat
recovery ratio is obtained. The model is used to alternately simulate charging and discharging
steps, where charging refers to heating of the heat storage with a hot redox unit and discharging
vice versa. A study is performed, in which different combinations of charging and discharging
times are investigated to ind the best heat recovery ratio.

3.3.1. Heat Transport Model

The heat transport is modelled in x‑direction according to Figure 3.17. Gaps between heat stor‑
age and redox unit are considered so small as to be insigni icant. Heat exchange at the small
sides, i.e. perpendicular to x is neglected. The model is meant to estimate the potential of a sim‑
ple HE design with a heat storage, consisting of two walls surrounding the redox unit. To this
end, the heat storage medium is modelled as a generic material whose properties can be var‑
ied, rather than choosing a speci ic heat storage medium. To ensure that realistic values for λ,
ρ and c̃p of the heat storage medium are chosen, data for two different representative materi‑
als is used: A high density concrete [132] and a high temperature insulation material Rath KVS
184/400 [161]. Emissivity ε and heat transfer coef icient α are varied within physically reason‑
able limits as described below. In addition, different values for the heat storage thickness are
investigated.

The heat conduction inside the materials is described by

ρeff c̃p
∂T

∂t
=

∂

∂x

(
λeff

∂T

∂x

)
, (3.102)

where ρeff andλeff are the effective density and the effective thermal conductivity of thematerial,
respectively. In case of the solid heat storagemedium, these effective quantities are equal to that
of the material. For the porous redox unit, the effective density is given by

ρeff = ρceria (1− ϕ) , (3.103)
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ୌୗ ୌୗ

ୖ

HS1
RU

HS2

Figure 3.17.: Schematic of the indirect heat exchanger.

where ϕ is the total dual‑scale porosity according to Equation 2.52. The effective thermal con‑
ductivity of the porous redox unit comprises a conduction term for the solid, using the properties
of dual‑scale reticulated ceria RPCs, given in Table 3.7 and a radiation term based on the Rosse‑
land approximation, as described in detail in Chapter 2.5.3. For the luid phase inside the pores,
data for O2 at 1 bar from Ref. [132] is used.

The following boundary conditions are used to solve Equation 3.102:

λeff
∂THS1
∂x

∣∣∣∣
x=0

= εHS σ
(
T 4
HS1 − T 4

amb
)
+ αHS (THS1 − Tamb) , (3.104)

λeff
∂THS1
∂x

∣∣∣∣
x=dHS

=
σ

1

εRU
+

1

εHS
− 1

(
T 4
RU − T 4

HS1
)
, (3.105)

λeff
∂TRU
∂x

∣∣∣∣
x=dHS

=
σ

1

εRU
+

1

εHS
− 1

(
T 4
RU − T 4

HS1
)
, (3.106)

λeff
∂TRU
∂x

∣∣∣∣
x=dHS+dRU

=
σ

1

εRU
+

1

εHS
− 1

(
T 4
HS2 − T 4

RU
)
, (3.107)

λeff
∂THS2
∂x

∣∣∣∣
x=dHS+dRU

=
σ

1

εRU
+

1

εHS
− 1

(
T 4
HS2 − T 4

RU
)
, (3.108)

λeff
∂THS2
∂x

∣∣∣∣
x=2 dHS+dRU

= εHS σ
(
T 4
amb − T 4

HS2
)
+ αHS (Tamb − THS2) . (3.109)

Here, radiative heat transfer is expressedwith the formulae described in Chapter 2.5.2. Between
redox unit and heat storage Equation 2.45 for parallel plates is used. For radiation between heat
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storage and ambience the expression can be simpli ied according to Equation 2.48, as explained
in Chapter 2.5.2, because εamb = 1 is assumed. The heat transfer coef icient αHS is estimated
with a constant value. Based on Equation 2.41, αHS typically lies in the range 5.0Wm−2 K−1 to
7.6Wm−2 K−1 for wall temperatures between 348K and 1048K. These values for αHS were ob‑
tained assuming a square outer surface with an edge length of 0.375m to 2m, which matches
dimensions of redox units studied in a reactor simulation described inRef. [158]. Due to the one‑
dimensional resolution of the presentHEmodel, these dimensions are otherwise not relevant for
the model. The default value for αHS is 10Wm−2 K−1, which, based on the aforementioned αHS‑
range, is a conservative approximation. A value of 5Wm−2 K−1 is also studied to show the impact
of the convective heat transfer.

The concept is based on transient heat transfer, so that the temperature pro ile is a function of
the time. After a suf icient number of charging and discharging steps, the temperature pro iles
should however stabilize in the sense that at a given point in time, e.g. in the beginning of each
charging/discharging step the same temperature pro iles are present. Results are obtained for
such a point of operation. To this end, Equation 3.102 is solved in space and time for the redox
unit and both sides of the heat storage repeatedly until the temperature pro iles have stabilized.
Since the temperature pro iles depend on the model parameters, especially the charging and
discharging time, this process has to be repeated for each parameter combination. As ameasure
for stabilizing temperature pro iles, the enthalpy change that the redox unit undergoes as it is
heated is used. It is de ined as

∆HRU = ρceria (1− ϕ)

dHS+dRU∫
dHS

T end
RU (x)∫

T ox
RU(x)

c̃p,ceria dTdx, (3.110)

where T ox
RU and T end

RU are the temperatures of the redox unit after the oxidation and at the end of
the heat recuperation, respectively. The stopping criterion is∣∣∣∣∆HRU,i −∆HRU,i−1

∆HRU,i

∣∣∣∣ ≤ 0.001, (3.111)

where i is the number of the simulation run. It is expected that the inal temperature pro iles in
the two sides of the heat storage are close to steady‑state temperature pro iles with a constant
temperature on the inside, equal to the mean temperature of the adjacent redox unit surface at
the end of reduction and oxidation. This case is therefore used as an initial value for the simula‑
tions. Hence, it is assumed that on the inside the temperatures are

T init
HS1(x = dHS) =

1

2
·
(
T red
RU (x = dHS) + T ox

RU(x = dHS)
)

(3.112)

and

T init
HS2(x = dHS + dRU) =

1

2
·
(
T red
RU (x = dHS + dRU) + T ox

RU(x = dHS + dRU)
)
, (3.113)



76 3. Materials and Methods

respectively. While on the outside the temperature is determined by convective and radiative
steady‑state heat transfer to the ambience, which yields

−λHS
dHS

(Tout − Tin) = αHS (Tout − Tamb) + εHS−amb σ
(
T 4
out − T 4

amb
)
, (3.114)

where the temperature on the inside Tin is either T init
HS1(x = dHS) or T init

HS2(x = dHS+ dRU) and Tout
is the initial temperature of one side of the heat storage on its outside, i.e. either T init

HS1(x = 0) or
T init
HS2(x = 2 dHS + dRU). The initial steady‑state temperature pro ile of the heat storage is given

by a linear progression between Tin and Tout for each side. The irst simulation for a given set
of charging and discharging time, which is always a charging step is solved with this initial tem‑
perature pro ile. The inal temperature pro ile of one charging or discharging step is the initial
pro ile for the followingdischarging or charging stepuntil the aforementioned stopping criterion
is ful illed. i.e. the temperature pro iles have stabilised. Based on these pro iles, heat recovery
ratios are determined, as described below. Next, the simulation starts for a new combination of
charging and discharging time with the initial linear temperature pro ile. The initial tempera‑
ture pro iles for the redox unit are always the same: In case of a charging step, the temperature
pro ile is that at which the redox unit leaves the reduction reactor. In this study a temperature
curve with 2000K in the front and 1781K in the back is used. It is the result of a receiver reactor
simulation, described in detail in Ref. [158]. It is assumed that after the oxidation, the redox unit
has a uniform temperature of 1200K, which is the initial temperature pro ile of the redox unit
for a discharging step.

The heat recovery ratio is de ined as

ϵ =
∆HRU
∆Hred

RU
, (3.115)

with

∆Hred
RU = ρceria (1− ϕ)

dHS+dRU∫
dHS

T red
RU (x)∫

T ox
RU(x)

c̃p,ceria dTdx, (3.116)

where T red
RU is the temperature of the redox unit after the reduction. Hence, ϵ is the recuperated

portion of heat necessary for the redox unit to reach the temperature pro ile of the reduction
step. Material data and parameters for the simulation are summarized in table 3.7.
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Table 3.7.: Parameters of the indirect heat recovery model.
Quantity Meaning Value Unit Ref.

dRU Thickness of redox unit 0.035 m
dm, pore Mean pore diameter of redox unit 2.5 · 10−3 m [20]
ϕmacro Macroscopic porosity of redox unit 0.71 [20]
ϕstrut Microscopic porosity of struts in redox unit 0.18 [20]
λconc Thermal conductivity of concrete 2 Wm−1 K−1 [132]
λins Thermal conductivity of insulation material 0.25 Wm−1 K−1 [161]
λgas Thermal conductivity of gas in redox unit 0.07 Wm−1 K−1 [132]
εamb Emissivity of ambience 1
ρconc Density of concrete 2400 kgm−3 [132]
ρins Density of insulation material 400 kgm−3 [161]
ρceria Density of ceria 7220 kgm−3 [111]
c̃p,conc speci ic heat capacity of concrete 1000 J kg−1 K−1 [132]
c̃p,ins speci ic heat capacity of insulation material 1228 J kg−1 K−1 [51, 162, 163]
c̃p,ceria speci ic heat capacity of ceria 470 J kg−1 K−1 [164]
Tamb Ambient temperature 298 K

3.3.2. Model Discretisation

Equation 3.102 is discretised in time and x‑direction. The time is divided intont steps and the x‑
dimension of each component, i.e. the two sides of the heat storage and the redox unit is divided
into nx steps. The step size ∆x is the same for all three components, which means that heat
storage and redox unit can have different values for nx. In the present study, systems in which
dHS is a multiple of dRU are studied, so that nx is larger for the two sides of the heat storage than
for the redox unit. The integer indices it ∈ [1, nt] and ix ∈ [1, nx] are used to refer to the current
point in time and the x‑position, respectively. The temperature at a point in time it is calculated
with data from the last time step it − 1, so that the discretised form of Equation 3.102 reads

ρeff c̃p
Tix,it − Tix,it−1

∆t
= λeff

(
T

edge
ix,it−1

)
· Tix+1,it−1 − Tix,it−1

∆x2

− λeff
(
T

edge
ix−1,it−1

)
· Tix,it−1 − Tix−1,it−1

∆x2
.

(3.117)

Here, the temperature T is either TRU or THS and is de ined as the temperature in the center of a
volume element. Also, a second temperature, T edge is introduced, as depicted in Figure 3.18. It
is the temperature on the edge between volume elements ix and ix + 1 and is calculated as

T
edge
ix,it

=
1

2
(Tix,it + Tix+1,it) . (3.118)

It is used to calculateλeff for the heat transport between two adjacent volume elements. The irst
and last volume elements are only half the size of the other elements as indicated in Figure 3.18.
Thus, T1,it andTnx,it are not the temperature in themiddle of the respective volume element, but
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Figure 3.18.: Depiction of the one‑dimensional discretisation of the modelled media.

on the outer surface and can be used in the aforementioned boundary conditions. To account
for the halved thickness of these two elements, at ix = 1 and ix = nx, a factor of 2 has to be
considered for the right‑hand side of Equation 3.117.
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In this chapter, simulation results and experimental results are presented. The correlation be‑
tweenheat recovery and recombination is shownbased on simulations. These results also reveal
the impact that recombination has on the overall ef iciency of the redox cycle. Experiments on
the re‑oxidation, which leads to recombination in a HE are performed. The impact that addition
of N2 has on the reaction rates is studied to validate the hypothesis that an inert gas can act as a
mass transport resistor. Prior to the investigation of oxidation rates, results of the characterisa‑
tionof the gasphase in the test rig arepresented. These are crucial for the calculationof oxidation
rates. Following the experimental results, simulations of the recombination for given reaction
rates are shown and discussed in the context of experimental results. Finally, simulations of a
simple indirect heat recovery concept are presented. Temperature curves of the components
resulting from the transient heat transfer and achievable heat recovery ratios at different com‑
binations of residence times are obtained from the simulations.

4.1. Simulaton of Redox System with Oxygen Crossover

This section is in part based on the following peer‑reviewed publications, authored
by the author of the present work.

Philipp Holzemer‑Zerhusen, Stefan Brendelberger, Martin Roeb, and Christian Sattler.
„Oxygen Crossover in Solid–Solid Heat Exchangers for Solar Water and Carbon Dioxide
Splitting: A Thermodynamic Analysis“. In: Journal of Energy Resources Technology 143.7
(Oct. 2020). 071301. ISSN: 0195‑0738. DOI: 10.1115/1.4048772

Philipp Holzemer‑Zerhusen, Stefan Brendelberger, Martin Roeb, and Christian Sattler.
„Oxygen Crossover in Solid‑Solid Heat Exchangers for Solar Water and Carbon Dioxide
Splitting: A Thermodynamic Analysis“. In: Proceedings of the ASME 2020 14th Interna‑
tional Conference on Energy Sustainability. ASME 2020 14th International Conference on
Energy Sustainability. V001T13A001. Virtual, Online, June 2020. DOI: 10.1115/ES2020-
1608

In this work, the extent towhich recombination takes place in a continuously operated redox cy‑
cle utilising a solid‑solid heat exchanger and the impact that the recombination has on the energy
ef iciency is investigated. To this end, simulations based on chemical equilibrium assumptions
are conducted, using the model described in Chapter 3.1. As a starting point for simulations,
default values for parameters are de ined. They are summarised in Table 4.1 and used unless

https://doi.org/10.1115/1.4048772
https://doi.org/10.1115/ES2020-1608
https://doi.org/10.1115/ES2020-1608
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otherwise stated. This parameter set does not represent an optimised system, but seems to be
a plausible point of operation for both reactors with respect to the relevant literature, which is
also listed in Table 4.1. In this work, the impact of the heat recovery ratio ϵ on the system ef i‑
ciency ηsys is studied. There are two reasons for incomplete heat recovery. First, losses from the
HE to the ambience and second the inite dimensions of a HE. In a technically feasible HE, amini‑
mum temperature difference between hot and cold stream is needed to drive the heat transport.
So there is always a trade‑off between investment costs and heat recovery ratio. In addition, it
is hypothesised that the recombination effect introduces another trade‑off: that between heat
recovery and recombination. In order to understand this trade‑off, irst a HE without losses to
the ambience is simulated. Heat losses are then analysed in a second step.

Table 4.1.: Default simulation parameters.
Parameter Meaning Value Ref.

Xox
Conversion of H2O or CO2
in oxidation chamber 0.2

pred Pressure in reduction reactor 100Pa [70]
pox Pressure in oxidation reactor 1.013 25 · 105 Pa [13]
Tox Temperature in reduction reactor 1073K [13, 64, 80]
Tred Temperature in oxidation reactor 1773K [13, 19, 113]
Tamb Ambient temperature 298K

Irec
Concentrated solar heat lux
at the aperture 2.5MWm−2 [13, 27]

ηel Ef iciency of solar power plant 0.343 [151]
floss Heat loss factor 0

4.1.1. Energy Efficiency

Figure 4.1 shows ηsys as a function of ϵ, for setup 1 using the standard values from Table 4.1.
For reference, the igure also includes results for a theoretical HE, in which no recombination
occurs as well as a case without any HE. In the system with recombination, ηsys increases with
increasing ϵ, for ϵ < 0.34. After reaching a peak value at ϵ = 0.34, ηsys decreases with increasing
ϵ. The initial positive effect of ϵ on ηsys can be explained by a reduced heat demand for sensible
heating of ceria due to heat recovery. Here, the system behaves similar to the reference case
without recombination. Especially for low ϵ, ηsys has a similar slope in both cases. The follow‑
ing decrease of ηsys emerges as the recombination becomes more pronounced. This is shown
by the progression of frecomb, which is also included in the igure. For low ϵ, frecomb is also low
and almost constant, which explains, why the bene its of heat recovery are dominant in this re‑
gion. Then, around ϵ = 0.34, frecomb increases steeply with respect to ϵ. Hence, at higher ϵ, the
recombination has the dominant impact on ηsys.

An unexpected result is that for ϵ < 0.40, the HE with recombination yields a higher ηsys than
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Figure 4.1.: System ef iciency of setup 1 as function of the heat recovery ratio. Vertical lines in‑
dicate, where frecomb reaches the value 0, ϵ and 1, respectively.

the HE without recombination. In this range, frecomb < 0, which implies that the ceria stream,
entering the HE from the reduction reactor, is further reduced in the HE, rather than oxidised as
expected. To gain deeper understanding of this effect, the thermodynamic states reached in the
HE are investigated. Figure 4.2 shows δi and Ti for the states i ∈ {1, 2, 3, 4}, de ined in Figure 3.1
as a function of pO2 . Lines represent isotherms for the respective temperatures. A case in which

Figure 4.2.: Thermodynamic states of ceria streams entering or leaving the HE for setup 1 at (a)
ϵ = 0.45 and (b) ϵ = 0.20. Calculated with Equation 2.32 from Ref. [48].

frecomb > 0 is shown in Figure 4.2(a). Here ϵ = 0.45. States 2 and 4 are reached at the HE outlets.
Therefore, in both cases the partial pressure of O2 is pO2,HE. As shown in the igure, δ2 > δ1 and
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δ4 < δ3. This means that the ceria stream coming from the reduction reactor is oxidised, while
the material coming from the oxidation reactor is reduced. This is the recombination effect as
originally expected. Figure 4.2(b) shows a case for ϵ = 0.2, where frecomb < 0. Here, δ2 < δ1

and δ4 > δ3. So, indeed the material entering the HE from the reduction reactor is further re‑
duced, while the material entering from the oxidation reactor is further oxidised. In that sense,
the recombination effect is reversed. Reason for the reversed recombination is the O2 partial
pressure in the HE. It is lower than in the reduction reactor and higher than in the oxidation
reactor. The impact that pO2,HE has on δ2 and δ4, counteracts that of the temperature change,
which thematerial undergoes in the HE. At low ϵ, the temperature change is small and therefore
the impact of pO2 outweighs that of the temperature change. Due to the reversed recombina‑
tion, the material has an even higher capacity to split H2O or CO2 than without recombination.
This results in a lower demand of redox material and thus a lower heat demand. At ϵ = 0.40,
frecomb = 0 and therefore setup 1 and the theoretical HE without recombination yield the same
system ef iciency. For the parameters used until now, the positive effect of reversed recombina‑
tion is limited and it seemsmore bene icial if the recombination could be suppressed and higher
ϵ achieved. All results, including the reversed recombination are checked for plausibility with
respect to the second law, later on.

At ϵ = 0.5, Figure 4.1 shows that ηsys is equal for setup 1 and the reference case without HE.
Here, ϵ = frecomb = 0.5. Hence, the two effects offset. In other words, according to Equation
3.14, the redox material loses 50% of its capacity to split H2O or CO2, so that twice the amount
of ceria is needed, compared to a system without HE. At the same time, ϵ = 0.5, means that the
heat demand to heat a certain amount of ceria fromTox toTred is halved, due to heat recovery. For
setup 1, the point, where ϵ = frecomb is always reached at 0.5, if no heat losses are considered. As
50% of the heat is recovered, T2 = T4 and thus δ2 = δ4. This means hot and cold ceria streams
leave the HE at the same temperature and consequently at the same oxygen non‑stoichiometry.
As explained above, setup 1 has a stable point of operation at which ∆δ12 = −∆δ34, as all the
O2 released by one ceria stream is taken up by the other stream. From this and δ2 = δ4 follows
∆δ34 = −0.5 ∆δ13. According to Equation 3.14 this is the case if frecomb = 0.5.

For ϵ > 0.34, ηsys decreases to the point where it is even lower than in the case without any HE
and inally reaches zero at ϵ = 0.60. This marks the point where the reduction extent is fully lost
to recombination. Accordingly, frecomb becomes 1 and the redox material has no capacity left to
split H2O or CO2. This point is reached at ϵ < 1, because the recombination is not only a function
of the temperature, but also of the O2 partial pressure. Since pO2,HE > pO2, ox, the material is
oxidised in the HE to the same degree as in the oxidation reactor already at higher temperatures.
Values of ϵ higher than 0.6 therefore do not represent relevant points of operation as splitting
of H2O or CO2 are not possible. However, they are discussed later in the context of a second law
analysis in Section 4.1.2.

Figure 4.3 shows ηsys for setup 1 for both, H2O and CO2 splitting. Using the standard param‑
eters given in Table 4.1, yields very similar results for both process variants as shown in Figure
4.3(a). Resultswith ahigher oxidation temperature of 1273Karedepicted in Figure4.3(b). Here,
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CO2 splitting is signi icantly more ef icient than H2O splitting for the reference cases without re‑
combination. ThedifferencebetweenH2OandCO2 splitting, is due to the related thermodynamic
properties, which has an impact on the HHV, the heat needed to heat CO2 or evaporate and over‑
heat H2O and the equilibrium of the respective thermolysis reaction. The HHV of CO and H2 is
very similar and differs by only 1% [131]. For both cases, the heat needed to evaporate and/or
heat the feed stream are small compared to the overall heat demand. The main difference be‑
tween H2O and CO2 splitting is associated with the equilibrium thermodynamics. Figure 4.4
shows the Gibbs energy∆rg◦ of the two reactions as well as the resulting equilibrium constants
Keq. The O2 partial pressure pO2,ox in the oxidation scales with Keq, according to Equation 3.3.
Figure 4.4 reveals thatKeq is similar for both reactions at low Tox, but differs more at high Tox.
Consequently, pO2,ox and δ1 barely differ at low Tox, while at higher Tox, higher pO2,ox and there‑
fore lower δ1 exist for CO2 splitting compared toH2O splitting. The lower δ1 means that less ceria
is needed to produce the same amount of product. Therefore, the heat demand to heat ceria from
Tox to Tred is reduced and the ef iciency is increased. Figure 4.3(b) also shows that over a wide

Figure 4.3.: System ef iciency of setup 1 as function of the heat recovery ratio for H2O and CO2
splitting at (a) Tox = 1073K and (b) Tox = 1273K. Figure (b) is adapted from Ref.
[146] with permission from the American Society of Mechanical Engineers.

range of ϵ, the recombination is reversed. On top of that, the effect of reversed recombination
on ηsys seems to be ampli ied, compared to Figure 4.3(a). While increasing Tox reduces ηsys for
the reference cases without recombination, ηsys is of similar magnitude for both values of Tox,
shown in Figures 4.3(a) and 4.3(b), if recombination takes place. The reversed recombination
also drastically mitigates the disadvantages of H2O splitting compared to CO2 splitting at high
Tox, previously discussed. Ampli ied reversed recombination is due to the oxidation state at the
oxidation reactor outlet, represented by δ1, as explained in the following. A similar behaviour is
observed when Xox, the conversion of H2O or CO2, is varied. This is shown in Figure 4.5. At a
low conversion ofXox = 0.02, depicted in Figure 4.5(a) there is almost no reversed recombina‑
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Figure 4.4.: Gibbs energy∆rg◦ and equilibrium constantKeq for thermolysis reactions.

tion effect. At a higher conversion of Xox = 0.5, shown in Figure 4.5(b), the effect of reversed
recombination is again ampli ied compared to the standard case withXox = 0.2. A higher con‑
version results in lower values of pO2,ox and consequently higher δ1. In the discussed two‑step
solar thermochemical redox cycle, the amount of H2O or CO2 that can be split, depends on the
difference in oxygen non‑stoichiometry ∆δ between the oxidation reactor’s in and outlet. In a
system without recombination, the relevant ∆δ is ∆δ13. In a system with recombination it is
∆δ14. In case of reversed recombination,∆δ14 > ∆δ13 as the redox material gets reduced in the
HE from state 3 to 4. This is depicted in Figure 4.2(b). Since in the HE in setup 1,∆δ12 = −∆δ34

holds, this additional reduction from state 3 to 4 is equal to the degree of oxidation from state 1
to 2. Consequently, the additional degree of reduction due to reversed recombination is limited
by the possible degree of oxidation in the HE. The oxidation is bound to the condition δ2 > 0,
which yields∆δ12 < δ1. In other words, the maximally possible extent of reversed recombina‑
tion is determined by δ1. The higher δ1, i.e. the less oxidised the redox material is when it leaves
the oxidation reactor, the more O2 can be exchanged between the two ceria streams in the HE.
This explains why high Tox and highXox, shown in Figures 4.3(b) and 4.5(b) result in an ampli‑
ied reversed recombination effect as they yield higher values of δ1. Figure 4.2(b) exempli ies
the limits of reversed recombination. Here, the reversed recombination increases the degree of
oxidation from δ1 ≈ 0.005 to δ2 ≈ 0. The relevant∆δ that can be used to split H2O or CO2 is as
large as in a system without recombination, in which the material was almost fully oxidised in
the oxidation reactor. Consequently, it is not possible to achieve a ∆δ via reversed recombina‑
tion that can not be achieved in a system without recombination. However, it seems possible to
achieve such high∆δ, even at relatively large δ1. In terms of process optimisation this makes the
process more lexible and it seems possible to achieve high ∆δ even if the process is operated
under conditions that are not ideal with respect to the oxidation reactor, for example at high Tox
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Figure 4.5.: System ef iciency of setup 1 as function of the heat recovery ratio for different values
ofXox. (a): Xox = 0.02; (b): Xox = 0.5.

as discussed for Figure 4.3(b). This might in turn allow higher overall system ef iciencies.
In Figure 4.6, the power demand of the redox cycle of setup 1 is exempli ied for H2O splitting at

ϵ = 0.45, including different parameter variations. Except the varied parameter, the parameter
set fromTable 4.1 is used. First, the impact ofTox is studied. Results are depicted in Figure 4.6(a).
∆Ḣceria is the largest fraction of the overall energy demand and therefore has a crucial impact on
ηsys. It depends on the amount of redoxmaterial ṅceria and the temperature gap between Tox and
Tred. At constant Tred, increasing Tox, decreases this temperature gap. However, it also decreases
the extent of oxidation and hence more ceria is needed to produce the same amount of H2. The
trade‑off between these two effects results in a minimum of ∆Ḣceria with respect to Tox. The
position of this minimum depends on ϵ, as it impacts the extent of recombination, which in turn
has an impact on the amount of ceria needed. Higher Tox lead to a negligible decrease of∆Ḣred.
Furthermore, increasing Tox also increases∆Ḣfeed so that more heat is needed to evaporate and
overheat the feed stream. This effect is ampli ied by the fact that a higher Tox leads to a lower
receiver ef iciency ηrec, ox. Nonetheless, ∆Ḣceria has the dominant impact on the overall solar
heat demand Q̇sol and thus on ηsys.

The in luence of the conversionXox is given in Figure 4.6(b). As mentioned above,Xox deter‑
mines the oxygen partial pressure in the oxidation chamber. Hence, it is directly linked to the
achieved degree of oxidation. Higher values ofXox mean higher δox, which is why more ceria is
needed. In consequence,∆Ḣceria rises. On the other hand, a high conversion means less excess
reactant, which has to be heated. Therefore,∆Ḣfeed falls with risingXox. Analogously, very low
values ofXox, drastically increase∆Ḣfeed. The trade‑off between these effects results in an op‑
timum of Xox in terms of minimizing Q̇sol. However, Q̇sol is nearly constant over a wide range
of Xox. Only very high and very low values of Xox result in a strongly increasing heat demand.
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Figure 4.6.: Power demand for the production of 1mol s−1 of H2 with setup 1 at ϵ = 0.45. The
igure shows the total solar power demand Q̇sol and the single contributions accord‑
ing to Equation 3.26. All parameters are set to the value given in Table 4.1, except
the variable on the respective abscissa.

It should be noted that the simple process design used in this study does not contain heat inte‑
gration for the feed stream. Thus, a more sophisticated system with heat recovery for the luid
phase, might offer the option to operate the system at a lower conversion without signi icantly
decreasing the ef iciency. As a result, a high degree of oxidation would be possible at elevated
Tox, which in turnwould reduce the temperature gap. The in luence ofXox on∆Ḣred is negligible
with respect to the overall heat demand.

The reduction temperature Tred has a similar in luence on the heat demand as Tox as shown
in Figure 4.6(c). Increasing Tred, increases the extent of reduction and therefore decreases the
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necessary amount of ceria ṅceria and thus∆Ḣceria. At the same time, a higher Tred increases the
temperature gap to Tox, which should increase∆Ḣceria. For the given parameter set however an
optimal Tred is not found below 2000K. An even higher Tred might result in practical dif iculties
such as sublimation of ceria [112, 113], which can, at low vacuum pressures, already occur at
lower temperatures [114]. Also, the present study does not consider the temperature pro ile of
the material. In a real system, peak temperatures at the directly irradiated front can drastically
exceed the average temperature [66]. Therefore, values above 2000K are not investigated. High
reduction temperatures decrease the receiver ef iciency ηrec, red, which additionally increases
Q̇sol. However, also for Q̇sol nominimum is found below 2000K. Higher reduction temperatures
reduce∆Ḣred, which again only has aminor impact on the system. All in all, it seems reasonable
to choose Tred as high as technical limitations allow.

Finally, the impact of varying pred is investigated in Figure 4.6(d). In general, decreasing pred
decreases∆Ḣceria, since it increases the degree of reduction, while the temperature gap between
oxidation and reduction stays the same. On the other hand, the power demand for the vacuum
pumps Ppump is increased at lower pressures. Lower pressures also decrease∆Ḣred due to their
impact on δ. Once again this effect is however not decisive for the overall heat demand. Ulti‑
mately, there is an optimum pred in terms of the overall energy ef iciency. For the given param‑
eters it is found at approximately 32 Pa.

The aforementioned parameter variations give insights into the system’s behaviour without
providing a strict ef iciency optimisation. The most important quantity in terms of system ef i‑
ciency is ∆Ḣceria. As it depends on ϵ and ṅceria, the optimal parameter set depends on the per‑
formance of the HE.

Next, the impact of heat losses is investigated, by varying floss. The magnitude of ϵ describes
how much heat is transferred from hot to cold ceria stream, whereas floss is a measure for how
much heat is released to the ambience. At floss > 0, not only the heat being transferred to the
cold stream, but also the heat losses to the ambience cool the hot ceria stream. Consequently,
higher floss result in lower T4. This in turn affects the recombination effect, without affecting
ϵ. The lower T4 results in a higher degree of oxidation of the reduced ceria stream or in case of
reversed recombination a lower degree of reduction. Either way, the potential of ceria to split
H2O or CO2 is reduced. Therefore, more ceria is needed to produce the same amount of H2 or
CO, which increases the heat demand. The impact of floss on ηsys is illustrated in Figure 4.7. For
the whole range of ϵ, a higher floss leads to a decreased system ef iciency. For the reference case
with a theoretical HE that is not subject to recombination, heat losses also limit the recoverable
heat to ϵ ≤ 1− floss as indicated by vertical lines in Figure 4.7.

With setup 2 the performance of a system with only one pressure lock is investigated. Here,
the atmospheres of HE and oxidation reactor are separated, while HE and reduction reactor are
connected. This leads to the results of Figure 4.8, where the parameters from Table 4.1 were
applied to H2O splitting. In setup 2, frecomb > ϵ for all points of operation. As a result, ηsys is
always lower than in a system without a HE. The point where ηsys = 0 is already reached at
ϵ = 0.28. As discussed later, the results for setup 2 with the standard parameter set violate the
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Figure 4.7.: System ef iciency of setup 1 as function of the heat recovery ratio for different values
of floss. Vertical dotted lines mark ϵ = 0.7 and ϵ = 0.4, the possible maximum of ϵ for
floss = 0.3 and floss = 0.6, respectively.

Figure 4.8.: System ef iciency of setup 2 as function of the heat recovery ratio. The vertical line
indicates, where frecomb reaches 1.

second law for the whole range of ϵ. Reducing Tox to 873K, yields the results shown in Figure
4.9. Here, for almost all values of ϵ, no violation of the second law is detected. At Tox = 873K, the
performance is slightly improvedand ηsys = 0 is only reachedat ϵ = 0.45. However, the ef iciency
is still lower than in a systemwithout HE. The reason for the high recombination extent and the
resulting low ef iciency is additional O2 coming from the reduction reactor. A large portion of
O2 that was just released from the redox material by thermal reduction is taken up by the same
material as it cools down in the HE. As depicted in Figure 4.10, δ2 < δ1 and δ4 < δ3 indicate that
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Figure 4.9.: System ef iciency of setup 2 as function of the heat recovery ratio for Tox = 873K.
The vertical line indicates, where frecomb reaches 1.

both material streams are oxidised in the HE. In contrast to setup 1, the O2 partial pressure in
the HE of setup 2 has the highest possible value, which is the pressure in the reduction reactor,
i.e. pO2,HE = pO2, red. Hence, pO2, 2 = pO2, 3 = pO2, 4 in Figure 4.10. From a thermodynamic
point of view, it is this high pO2,HE that causes the large degree of re‑oxidation in the HE. The

Figure 4.10.: Thermodynamic states of ceria streams entering or leaving the HE for setup 2 at
ϵ = 0.2 and Tox = 873K. Calculated with Equation 2.32 from Ref. [48].

combination of the high pO2,HE and the steep slope of the isotherm at T4 in Figure 4.10, illustrate
the thermodynamics that result in low values of δ4.

As explained in Chapter 3.1.2, the reaction enthalpy for oxidation of ceria inside the HE was
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neglected. In contrast to setup 1, in which one stream is always oxidised and the other reduced,
thus attenuating the in luence of the reaction enthalpy, in setup 2 both streams are oxidised.
Therefore, the impact of neglecting the reaction enthalpy might be more signi icant for setup
2. Recalculating T4 and δ4, with a simple iterative approach including the reaction enthalpies,
implies that the general trends depicted in Figures 4.8 and 4.9 do not change and that with or
without consideration of the reaction enthalpies, setup 2 is less ef icient than a process without
HE. The only exception is for small values of ϵ, where the iteration leads to a heat transfer from
cold to hot ceria stream. This unphysical result indicates that the iterative approach to take the
reaction enthalpy into account is not suitable for the given zero‑dimensionalmodel and requires
a more sophisticated model and it is not further considered in the present work.

4.1.2. Second Law Analysis

In the present work, a simpli ied generic model of a real system is used to understand the phe‑
nomena associated with recombination and to estimate their impact on the process. Reactions
are simpli ied, in the sense that they are assumed to be in initely fast, resulting in equilibrium
conditions in both reactors and the HE. The gas in the HE is assumed to be ideallymixed and due
to the lack of spatial resolution of the HE model, only inlet and outlet conditions are speci ied
or calculated. To test whether the model yields plausible results, despite these simpli ications,
a second law analysis is performed. The entropy balance presented in Equation 3.35 is used, to
check if results obey the second law. The condition sirr ≥ 0 has to be met for the second law to
hold.

Figure 4.11(a) shows the entropy terms for setup 1 for the parameters from Table 4.1. For
values of ϵ close to 0, the second law is violated as sirr < 0. For most simulated points of op‑
eration however, the second law is obeyed. This is the case, regardless of the direction of the
oxygen transport between the two ceria streams. Hence, the points of operation at which the
recombination effect was found to be reversed seem possible according to this analysis. At these
points, which are found at ϵ < 0.40, the sum of the chemical contributions to the entropy∆sch
is below 0. Due to the strongly positive thermal contribution ∆sth, the entropy balance never‑
theless yields a net positive entropy production. The violation of the second law for low values
results from negative values of∆sch, due to reversed recombination, while∆sth is positive, but
small. This implies that the predicted oxygen transfer due to pO2, ox ≤ pO2 HE ≤ pO2 red, while the
two ceria streams undergo no or almost no temperature change is impossible. As∆sth increases
quickly with increasing ϵ, the second law is only violated in a very small parameter range.

At ϵ = 0.4, ∆sch becomes positive as frecomb becomes positive. For ϵ > 0.60, the chemical
entropy term is again below 0. As discussed above, at ϵ = 0.60, the recombination fully oxidises
the reduced ceria stream, meaning that δ4 = δ1. Hence, the redox material cannot split any
H2O or CO2. At even higher ϵ, the model results in δ4 < δ1. Consequently, Equation 3.9 yields
ṅceria < 0, indicating a process that operates backwards. The model is however not designed
for such results, which contradict the compositions of streams at the reactors’ inlets and outlets.
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Results for ϵ > 0.60, do therefore not represent a physically meaningful system and are not
further discussed.

Figure 4.11(b) shows results for setup 1, in which heat losses from the HE to the ambience
are considered. Here, floss = 0.3, while all other parameters are the ones given in Table 4.1. As
ϵ ≤ 1 − floss must hold, heat recovery ratios up to 0.7 are possible. The heat loss has an impact
on T4 and with that on δ4. Consequently, both ∆sth and ∆sch are different from the results in
Figure 4.11(a). However,∆sch is still similar and also starts with negative values due to reversed
recombination for ϵ < 0.27. It is again negative for ϵ > 0.43, where the model results in δ4 < δ1

and ṅceria < 0. The heat loss also introduces the term−qloss ·T−1
loss to the entropy balance. Figure

4.11(b) reveals largely negative values of∆sth. Due to positive values of−qloss ·T−1
loss in the same

order of magnitude, sirr > 0 is however ful illed for most points of operation. Again the second
law is violated for heat recovery ratios close to 0. Recalling that a pessimistic estimation for Tloss
was chosen, it is possible that also low values of ϵ are actually feasible.

Figure 4.11.: Entropy expressions permol of ceria as a function of the heat recovery ratio forH2O
splitting with setup 1. (a) all parameters as in Table 4.1, (b) floss = 0.3, all other
parameters as in Table 4.1.

It was mentioned above that the results for setup 2 violate the second law for all points of
operation, if the parameter set from Table 4.1 is used. This is depicted in Figure 4.12(a). Here,
sirr < 0 for all ϵ. ∆sth is identical to the results for setup 1 given in Figure 4.11(a). The biggest
difference between the two setups is that in setup 2, O2 can enter from the reduction reactor.
This impacts∆sch, as more O2 is taken up by ceria in the HE and also adds the term∆sO2 to the
entropy balance. While ∆sO2 has barely an impact, as it is close to 0 for all ϵ, negative values
of ∆sch for all points of operation result in sirr < 0. Results show that the hot ceria stream,
which enters the HE from the reduction reactor, is always oxidised in setup 2. For results that
are meaningful in the sense that ṅceria > 0, also the cold ceria stream coming from the oxidation
reactor is oxidised. Only at high ϵ atwhich the cold stream is heated to a highT2, reduction of that
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stream is predicted by themodel. Since these point are found in the regionwhere ṅceria < 0 they
are not relevant. Due to the additional oxygen uptake in the HE, ∆sch is negative even though
frecomb is positive.

Comparison of Figures 4.12(a) and 4.12(b) shows that the reduction of the oxidation tempera‑
ture yields changes in∆sch and∆sth. The lower oxidation temperature results in reduced T1, T2

and T4, which affects δ1, δ2 and δ4. The largest impact of the oxidation temperature on∆sch is as‑
sociatewith a lower δ1. At Tox = 873K,∆sth is signi icantly increased compared to Tox = 1073K.
Similar to setup 1 at Tox = 1073K, setup 2 at Tox = 873K results in the second law being violated
for ϵ close to 0, but at most points of operation, the second law is obeyed.

Figure 4.12.: Entropy expressions permol of ceria as a function of the heat recovery ratio forH2O
splitting with setup 1. (a) all parameters as in Table 4.1, (b) Tox = 873K, all other
parameters as in Table 4.1.

The second law analysis presented in this work is based on an entropy balance around the HE.
This approach considers the states at the HE inlets and outlets, namely states 1 to 4. It there‑
fore shows, if the simultaneous net changes of state from 1 to 2 and from 3 to 4 are feasible. It
is not possible to test an arbitrary point inside the HE for feasibility due to the lack of spatial
resolution of the model. A point of operation that is found to violate the second law with the
presented analysis, is infeasible. On the other hand, sirr ≥ 0 only suggest that the net change
of states is possible. Whether a real HE can achieve the according point of operation depends
on the HE layout and has to be analysed with a more detailled model for the speci ic HE design.
To prove that a continuous HE design exists that is capable of reaching the predicted thermody‑
namic states 1 to 4, it has to be shown that the second law is not violated at any point within the
HE. To this end, incremental entropy balances, at least along the low direction of the redox ma‑
terial, would be needed. A spatially resolved model goes beyond the scope of the present work,
but the presented results give a irst impression on the feasibility of the process and imply that
the presented results are plausible.
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4.2. Experiments

Simulation results presented in Chapter 4.1 show that the recombination effect might substan‑
tially limit the ef iciency potential of the investigated redox cycle. These results were obtained
under the assumption of in initely fast reactions in the HE, which raises the question, whether
the inite reaction rates of a real system would mitigate the recombination effect to the extent
that the redox cycle reaches a competitive ef iciency. Also it is hypothesized that introduction
of an inert gas in the HE atmosphere can limit the mass transport in the gas phase, thus weaken
the recombination. The oxidation rates of ceria are therefore studied under vacuum conditions
with and without addition of nitrogen as an inert gas. In the following, irst the behaviour of the
gas phase in the test rig is analysed, followed by the evaluation of re‑oxidation experiments.

4.2.1. Gas Phase Characteristics

Prior to the actual experiments, the characteristics of the gas phase within the test rig was stud‑
ied, as it has a crucial impact on the assessment. This is done by theoretical considerations and
referencemeasurements inwhich the test rig is operatedwithout a reactive sample, as described
in Section 3.2.6. Results are discussed in the present section.

To verify that the gas phase within the test rig can be treated as an ideal gas, the molar vol‑
ume v of the gas is calculated with the ideal gas law and the van der Waals equation of state for
the relevant pressure and temperature range. Results for O2 are compared in Figure 4.13. The

Figure 4.13.: Molar volume of O2 calculated by ideal gas law and van derWaals equation in com‑
parison. The secondary axis shows the relative difference.

graphs show good agreement between the two methods. In fact the relative difference of v for
the two equations is always below 10−5. Calculations for N2 show very similar results and are
excluded from igure 4.13 for the sake of clarity. The maximal relative difference in case of N2 is
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even below that for O2 shown in the graph. Hence, it seems justi ied to use the ideal gas law to
describe the gas phase throughout the experiments.

The furnace used in the test rig, has an active heating region in its center of 180mm in axial
direction, while the reaction tube has a total length of 822mm. Therefore, a temperature gra‑
dient is expected, which is measured as described in Section 3.2.3. Results are given in Figure
4.14. The graph shows that indeed a distinct temperature pro ile is present in the reaction tube.

Figure 4.14.: Temperature pro ile measured by type‑S thermocouple under atmospheric pres‑
sure at a set temperature of 1773K. Vertical lines represent the position of ther‑
mocouples in the furnace during the experiments.

Within a length of 40mm in the center of the reaction tube, the temperature is practically con‑
stant. Further away from the center, the temperature is signi icantly lower. Based on this result,
the positions of four thermocouples in the reaction tube, which are also shown in the igure, are
de ined. During the actual experiments, different set temperatures are used and the test rig is
operated at a partial vacuum. The temperature pro ile shown here was measured for a set tem‑
perature of 1773K at atmospheric pressure. Hence, in general the temperature pro ile during
an experiment will be different, but the results in Figure 4.14 show that the temperature has a
spacial distribution and that a more thorough investigation of the gas temperature is needed,
which is provided in the following.

A low pressure in the gas phase results in a low density and a long mean free path of the
molecules. Depending on the actual pressure and density level, this might result in a low heat
conductivity of the gas and hence a slow dynamic behaviour of the gas when heated or cooled.
During the experiments, pressures are typically in the range of 10 Pa to 1000Pa, which raises the
questionwhether the gas phase has a reduced heat conduction, which results in a delay between
temperature changes in the gas phase and those measured by thermocouples.

The Knudsen number, the ratio of the mean free path and the inner tube diameter, charac‑
terises the gas behaviour. At Kn ≪ 1, the gas can be described as a continuum, in which the
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heat conductivity is independent of the density, while strongly rare ied gases atKn ≫ 1 are in
a free‑molecule regime, where the heat lux is proportional to the density [132].

Figure 4.15.: Knudsen number for an ideal gas at given temperature and pressure for tube diam‑
eters d that are present in the test rig.

Figure 4.15 shows the Knudsen numberKn in the relevant pressure and temperature range
for the tube diameters used in the test rig. The Knudsen number lies in the range 2 · 10−4 <

Kn < 0.4. Even thoughKn < 1 in the experiments, the gas cannot always be clearly categorized
as continuum. In fact, Ref. [132] de ines that the continuum regime is reached atKn < 10−2. Es‑
pecially at high temperatures and low tube diameters such as in the reaction tube, the Knudsen
number is relatively high, while at lower temperatures and larger tube diameters, such as in the
surrounding tubes and the buffer volume theKnudsennumber is rather small. These results sug‑
gest that during experiments the gas phase will be in a continuum regime in colder parts of the
test rig, while the gas in the reaction tube might be in a transitional regime between continuum
and free‑molecule regime [132]. Therefore, the gas phase might at least locally have a reduced
heat conductivity, so that thermal inertia might make measurements of a dynamically changing
gas temperature dif icult. However, this examination alone does not allow a clear assessment of
whether the gas temperature can be measured reliably or not. This motivates further investiga‑
tion of the gas temperature.

To gain deeper understanding of whether the temperatures measured by thermocouples are
representative for the gas temperature, the radiative heat transfer between reaction tube and
thermocouple and the convective heat transfer between gas phase and thermocouple are es‑
timated with the methods described in Section 3.2.6. Figure 4.16 shows the ratio of Q̇rad and
Q̇conv. Here, the temperature of the thermocouple is the mean value of the temperatures of the
gas phase Tgas and the reaction tube TRT, i.e. according to Equation 3.53, f = 0.5. It can be seen
from Figure 4.16 that Q̇rad > Q̇conv for all values of Tgas and TRT. The ratio of the two heat trans‑
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fer rates is almost constant for the whole range of Tgas. Figure 4.17 shows results for f = 0.8,

Figure 4.16.: Ratio between radiative and convective heat transfer and ratio between the tem‑
perature difference and the reference temperature, for p = 100Pa and f = 0.5, i.e.
TTC = 0.5 TRT + 0.5 Tgas.

which means that still Tgas < TTC < TRT, but this time TTC is closer to TRT. In this case, the ratio
of Q̇rad and Q̇conv is smaller than before and for TRT = 573K the net radiative heat transfer rate
is even slightly lower than the convective heat transfer rate. These results imply that for a large
range of temperatures Q̇rad > Q̇conv holds, but that by no means a generally valid assumption
like Q̇rad ≫ Q̇conv or Q̇rad ≪ Q̇conv can bemade. Thismeans that the gas temperature has an im‑
pact on the temperaturemeasured by the thermocouple, butwhenever Tgas ̸= TRT themeasured
temperature is likely closer to TRT than Tgas, in particular at high temperature levels. Especially
in transient phases, for example when cold gas is fed to the hot system, the thermocouple might
react slowly to the rapid change in Tgas. Therefore, the temperatures measured by thermocou‑
ples are not a reliablemeasure for the gas temperature and thus a different approach to quantify
the gas temperature is developed.

The ratio of Tref and ∆T is also depicted in Figures 4.16 and 4.17. As mentioned earlier, the
empirical correlations used to determine Q̇conv are most reliable for∆T ≪ Tref [132]. As indi‑
cated in the igures, this condition is well met at high gas temperatures, but not somuch at lower
temperatures. The results discussed in this section are therefore only a irst approximation.

As it becomes clear in the assessment above that neither the local gas temperature Tgas nor
the average gas temperature T can be measured reliably, an alternative approach is needed. As
explained in Section 3.2.6, reference measurements are performed to derive a correlation be‑
tweenmeasured temperatures and T and to determine the leakage into the test rig as a function
of measured temperatures. The pressure change rate due to leakage ṗL is determined with data
from said reference measurements. Results are shown in Figure 4.18. As described in Section
3.2.6, the leakage is determined after 6 h of dwelling atTset, so that a steady temperature is estab‑
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Figure 4.17.: Ratio between radiative and convective heat transfer and ratio between the tem‑
perature difference and the reference temperature, for p = 100Pa and f = 0.8, i.e.
TTC = 0.8 TRT + 0.2 Tgas.

Figure 4.18.: Leakagedetermined fromreferencemeasurements and linear it as functionof tem‑
perature TK1. Fluctuations in the temperature are given by error bars, ranging from
maximum to minimum temperature.

lished. However, minor luctuations in the temperature are always present. This is considered
in Figure 4.18 by error bars, which range from maximum to minimum temperature. The linear
regression shown in Figure 4.18 approximates these results with anR2‑value of 0.90. With this
correlation for ṗL, the gas temperature T is calculated in an iterative approach explained in Sec‑
tion 3.2.6. Figure 4.19(a) depicts T after the irst and inal iteration. Again, linear regression is
used to derive a continuous correlation between TK1 and T . Figure 4.19(b) shows the evolution
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of the it‑parameter C and the coef icient of determination R2. The iteration converges quickly
and the stopping criterion (Ck − Ck−1) · C−1

k−1 < 10−5 is met after 5 iterations. After the inal
iteration,R2 = 0.52, which implies a poor agreement between it and data. During experiments,

Figure 4.19.: Iterative approach to derive T as a function of TK1. (a): Results of irst and last
iteration step. Data points show results calculated with Equation 3.64. Lines show
linear it to data points according to Equation 3.65. (b): Evolution of it parameter
C and coef icient of determinationR2 over iteration progress.

the maximum gas temperature Tmax, given by Equation 3.67, is in the range 407K to 466K. In
Figure 4.19(a), these values are exceed. A reason for this could be the thermal inertia of the gas
phase. As mentioned above, T in Figure 4.19(a) is calculated after a dwelling time at Tset of 6 h.
During experiments, gas enters the hot reaction tube at room temperature and it takes the gas
phase some time to reach the inal steady temperature. As indicated above, the gas phase might
react slowly to temperature changes. Thus the gas temperature in an experiment might be sig‑
ni icantly lower than estimated in Figure 4.19(a). Also results depicted in Figure 4.20 support
this theory. The graphs showapressure curve during a referencemeasurement and a theoretical
pressure curve without leakage, calculated with ṗL and T from Figures 4.18 and 4.19(a). During
heating and temperature dwelling phase the pressure curve without leakage seems plausible. A
sudden pressure increase is indicated, as the furnace starts to cool down, which seems implausi‑
ble. As the temperature drops, the slope of the pressure should decrease as well. The theoretical
pressure curve without leakage results from subtracting the integral in Equation 3.64 from p1,
given in the same equation. If the gas phase reacts slowly to temperature changes, the gas tem‑
perature during the cooling phase (T 1 in the integral) is higher than the inal steady temperature,
which would be reached after a suf icient dwelling time. It would therefore be underestimated
by the linear it discussed above. With that, the whole integral in Equation 3.64 is underesti‑
mated and hence the calculated pressure is higher than plausible. This is exactly what can be
seen in Figure 4.20, suggesting that the lack of consideration of thermal inertia in the model is
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the reason for the poor predictability of the transient behaviour.

Figure 4.20.: Measuredpressure curve andpressure curve after subtractionof calculated leakage
for a reference measurement.

In conclusion, the results of this section show that no generally valid correlation between T

and TK1 could be found. The investigated model did not result in satisfactory results. The main
reason appears to be the missing consideration of thermal inertia in the simple linear correla‑
tion. The thermal inertia might in reality also have an effect on the leakage, which has also been
expressed in simpli ied form via a linear relationship with TK1. The leakage in turn in luences
the determination of T . These simpli ications result in a poor prediction of T and especially its
transient behaviour by the model. Consequently, T can only be estimated within the bounds
Tamb < T < Tmax. As mentioned above, T does not exceed 466K during experiments. This
means, that T lies in the range 295K to 466K. It therefore seems to be an acceptable approxi‑
mation to perform the assessment of the experiments assuming a constantT during an oxidation
step, as given in Equation 3.78 and described in detail in Chapter 3.2.7. This assumption is used
and its plausibility is discussed in the following section.

4.2.2. Oxidation Experiments

Oxidation rates of ceria under vacuumconditions are studiedexperimentally, todetermine,whether
the kinetics have a decisive impact on the recombination effect and whether the presence of an
inert gas (N2) is a suitable measure to counteract this effect. Oxidation experiments are per‑
formed in a dedicated test rig, developed in the framework of the present work, as described
in Chapter 3.2. The experimental procedure is designed to mimic the processes that a reduced
element of redox material undergoes on its way from the hot to the cold end of the HE.

Pressures and temperatures as measured are exempli ied in Figure 4.21 for an experiment in
which the ceria samplewas a particle bed and noN2was added. Rawdata for all experiments can
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be found inAppendixA. Figure4.21 incorporates thewhole experimental procedure asdescribed
in Figures 3.11 and 3.12 and the start of the cooling phase after the experiment. Steep pressure

Figure 4.21.: Measured pressures and temperatures during an experiment with a particle bed
without addition of N2.

luctuations in the beginning are due to lushing the test rig with O2 in preparation of the actual
experiment as described by Figure 3.12(b). Afterwards, during the heating phase, the pressure
in the furnace pF rises, due to three effects: leakage, heating of the gas phase and reduction of
ceria. The latter beingdominant once suf icient temperatures are reached. The valveV1between
furnace and buffer volume is closed, which iswhy the pressure in the buffer volume pBV is almost
constant andonly increases slightly due to leakage. EvolvingO2 is then removed from the furnace
as described by Figure 3.12(c) via the buffer volume. This is the reason for pressure luctuations
in both compartments after approximately 150 minutes.

Subsequently, when the maximum temperature is reached, the actual oxidation experiment
starts. The buffer volume is illed with O2 until pBV − pF reaches a certain value. In the example
depicted in Figure 4.21 this pressure difference is 200 Pa. pBV and pF then rapidly converge as V1
is opened, leading to a pressure jump in the furnace of∆pO2 ≈ 164Pa. pBV then stays constant
as V1 is closed shortly after being opened, while pF rapidly falls, because oxygen is taken up by
ceria and pF approaches a new equilibrium. These oxidation steps are the main focus of this
investigation and are assessed in detail below. The igure shows that in some oxidation steps,
pF drops to approximately the value it had before O2 was added (pF,0), while in other cases only
part of the O2 seems to be absorbed. The latter being the case for the irst two and the last two
steps in case of the experiment shown in Figure 4.21. This is highlighted exemplarily in Figure
4.22 for the second and third oxidation step of the same experiment.

After each oxidation at a constant set temperature of the furnace Tset, the furnace is cooled
down and Tset is 100K lower than in the previous step. While the ceria sample cools down,
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Figure 4.22.: Measured pressures during an experiment with a particle bed without addition of
N2. The igure shows a magni ied representation of the second and third oxidation
step of Figure 4.21.

excess O2 still present in the gas phase is now taken up by the sample. In case of Figure 4.21 this
effect is most pronounced after the irst two oxidation steps. As mentioned earlier, in these two
steps not all of the available O2 was absorbed, so thatmore O2 can be taken up during the cooling
phase. In other oxidation steps, virtually all of the available O2 was removed from the gas phase
as the samplewasoxidised. Consequently almost noO2 remains tobe takenupduring the cooling
phase. Only in the cooling phase after the irst oxidation step, pF drops to a value lower than prior
to the addition of O2. This indicates that also O2 from the initial reduction of ceria, is absorbed.
After the following oxidation steps, pF seems to settle at a base line, which increases over time.
The fact that here during the cooling phase pF does not drop below the level it had before the
oxidation, implies that virtually no O2 is left in the furnace and the pressure level of the base line
is due to N2 that has entered the system, in form of air leaking into the test rig. As mentioned
above, the oxygen uptake during the two last steps is incomplete. In contrast to the two irst
steps, here the remaining O2 is not absorbed during the cooling phase, which suggests that the
material is almost fully oxidized, i.e. δ ≈ 0. This hypothesis is backed by the results presented
in Figure 4.23. Here, Different amounts of O2 are fed to the furnace, by setting different pressure
difference between buffer volume and furnace. Hence, the pressure in the furnace is increased
by different values ∆pO2 . In the experiment with ∆pO2 ≈ 44.5Pa, the sample takes up O2 even
in the last oxidation step. Given the fact that in this experiment signi icantly less O2 is fed to the
furnace it is likely that the sample is not fully oxidized due to oxygen shortage. In the experiment
with∆pO2 ≈ 245Pa on the other hand, the sample seems to be completely oxidized during the
fourth oxidation step, as no signi icant pressure drop is observed in the following steps. Note
that in the last step, a smaller amount of O2 was fed to the furnace (∆pO2 ≈ 142Pa instead of
245Pa) as otherwise the pressure would have exceeded the measuring range of the pressure
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Figure 4.23.: Pressure curves pF for three different experiments. Different amounts of O2 are fed
to the furnace, resulting in different pressure jumps∆pO2 .

sensor. In this experiment, it is also evident that during all oxidation steps, the oxidation is not
complete, as excess O2 is absorbed by the sample during each cooling step.

In conclusion, the pressure curves in Figure4.23 imply that∆pO2 ≈ 164Pa is suited to virtually
fully oxidise thematerial over the course of seven or eight oxidation steps. This value is therefore
used for further investigations discussed in the following.

Figure 4.24 shows results for different sample types for experiments with∆pO2 ≈ 164Pa. As
described in Section3.2.4, bothparticle bedswith an approximate speci ic surface of 109m2 kg−1
and RPCs with an approximate speci ic surface of 863m2 kg−1 were used. The different topogra‑
phy of the two sample sized is illustrated by SEM images given in Figure 4.25. Smaller grain sizes
on theRPC surface shown inFigure4.25(b) compared to the surface of a particle, shown inFigure
4.25(d) might explain the higher BET surface of RPCs. Besides minor luctuations and a slightly
different dynamic in the initial reduction step, the two sample types do not differ signi icantly.
During all oxidation steps, the pressure curves shown in Figure 4.24 are in good agreement. Only
one outlier, an experiment with particles (dotted line in Figure 4.24), shows somewhat different
pressure values: After the reduction, the pressure level is lower than in the other experiments.
Throughout the oxidation steps, the pressure is then a bit higher and the sample takes up more
oxygen during the two last oxidation steps. Said experiment was the second overall experiment
conducted in this study. It was only recognized after this experiment that a re‑oxidation of the
sample after an experiment as described in Section 3.2.5might be necessary. Such a re‑oxidation
procedurewas then introduced for the following experiments. Incomplete oxidation prior to the
mentioned experimentwould explain the lower pressure after the reduction, as thematerial was
already partially reduced and therefore released less O2 and it would also explain why more O2
was absorbed by the material in the end of the experiment. More experiments were conducted
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Figure 4.24.: Pressure curves pF for experiments with different samples. In all cases ∆pO2 ≈
164Pa. Dashed line: Experiment with second particle sample (particle bed 2 in
table 3.2). All other experiments with particles use the same sample (particle bed
1 in table 3.2). Dotted line: Outlier as discussed in text.

with the sameparticle bed. Therefore, it should be veri ied that the differing pressure curve is in‑
deed due to the lack of re‑oxidation and not due to contaminations of the sample or microscopic
changes or changes in the crystal structure that might occur after several experiments. To this
end, the experiment was repeated with the same parameter set and a new particle bed, which
this timewas oxidized prior to the experiment (dashed line in Figure 4.24). This experimentwas
in good agreement with other experiments that used the irst particle bed, as can be seen in Fig‑
ure 4.24, which implies that the repeated use of the particle bed did not affect the performance
of the sample. In addition, SEM images of particles before, after one and after eight experiments
were recorded and EDX and XRD measurements with the same samples were performed. SEM
images show no signi icant difference in the microscopic appearance of the particles, as can be
seen in Figure 4.26. More SEM images are shown in Appendix F. XRD reveals no phase change
due to repeated experiments. The diffractograms depicted in Figure 4.27 show good agreement
between all three samples and reference data for CeO2. Results of EDX support the XRD results:
For several spectra of all samples the atomic composition is virtually entirely made up of Ce and
O. Results are depicted in Appendix G. The Spectra also show peaks of Pt and C, which can be
explained by the fact that samples were coated in Pt and ixed with a carbon‑tape in prepara‑
tion of the analysis. Minor Al peaks in some of the results (typically less than 1%) might be
due to abrasion from alumina components such as the crucible or might simply be errors in the
measurement. As shown in Appendix E, sintering of particles during experiments appears to be
negligible, no signi icant weight change of the samples was observed after the experiments and
the position of the sample was stable, as well.

Next, the in luence of∆pN2 is discussed. In experimentswith different∆pN2 , the same amount
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Figure 4.25.: SEM images of ceria samples before experiments. (a) and (b): RPCs; (c) and (d):
particles.

Figure 4.26.: SEM images of particles, (a) before and (b) after eight experiments.

of O2 is fed to the furnace with∆pO2 ≈ 164Pa. Consequently, the approximately same O2‑partial
pressure, but different N2‑partial pressures are present in the different experiments. Results are
depicted in Fig. 4.28. The pressure curves are almost identical during the reduction phase, which
indicates good reproducibility of this step. The addition ofN2 after the reduction causes different
pressure levels during the oxidation. The igure shows that for∆pN2 = 0 a pressure drift exists
as also seen in previously discussed results. For higher ∆pN2 there is almost no pressure drift.
The general pressure level depends on the amount of substance and the temperature. Due to
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Figure 4.27.: Diffractograms of particles (a) as before experiments, (b) after one experiment and
(c) after eight experiments. The 2 θ range was 10° to 80°. Reference data for CeO2
(PDF 75‑0076).

leakage into the system, the amount of substance increases, which increases the pressure, while
a falling gas temperature would decrease the pressure. According to the ideal gas law, the pres‑
sure change, caused by a temperature change scales linearly with the amount of substance. One
explanation for the pressure drift not being present for higher∆pN2 could therefore be the higher
amount of substance in the gas phase, which leads to a higher pressure reduction due to falling
temperatures, which offsets the pressure increase due to leakage. Another reason could be that
for∆pN2 = 0, the gas temperature does in fact increase over time. As discussed in Section 4.2.1,
the gas phase seems to have a considerable thermal inertia. This means that during the initial
heating of the test rig from room temperature to 1773K, the gas temperature follows its steady‑
state‑temperature with a certain delay. Afterwards, during the oxidation steps, the temperature
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is decreased gradually. As the gas temperature catches up with its steady‑state‑temperature, it
will decrease aswell. Since heat conductivity and convective heat transfer between gas and reac‑
tion tube are lower at lower pressure levels, the point at which the gas temperature transitions
from increasing to decreasing might be reached later in case of ∆pN2 = 0. Hence, in that case,
the temperature might increase over time for signi icant parts of the experiment.

Figure 4.28.: Pressure curves pF for three different experiments. Different amounts of N2 are fed
to the furnace, initially.

Figure 4.28 also shows that the oxygen uptake is slower, the higher ∆pN2 as indicated by a
more shallow pressure drop after addition of O2. This suggests that the addition of N2 in fact
decelerates the oxygen uptake as hypothesised. This is further investigated using ∆t25, ∆t50

and ∆t100 as de ined in Section 3.2.7. Figure 4.29 shows these three ∆ti as a function of Tset
for different∆pN2 . Each data point in Figure 4.29 corresponds to one oxidation step. The tem‑
perature axis is inverted to match the course of time, as Tset starts at 1773K and then drops in
increments of 100K to the inal value of 1073K. Results for the different ceria samples, namely
Particles and RPCs do again not differ signi icantly. Different values of ∆pN2 on the other hand
have a substantial impact on ∆t and a clear trend is evident: The more N2 is added, the longer
it takes for the sample to take up the O2. It can also be seen that at the beginning and the end of
the experiment, O2 is absorbed slower than in‑between. This is most apparent for the very irst
and very last step, i.e at Tset = 1773K and Tset = 1073K as shown for∆t100 in Figure 4.29(c). A
value for∆t25 and∆t50 doesn’t even exist for these two oxidation steps. As discussed above, in
the irst and last oxidation step the sample absorbs less O2, and a remaining pressure difference,
as de ined in Section 3.2.7, of∆p = 25Pa or∆p = 50Pa is never reached. The trend of∆twith
increasing∆pN2 is given in Figure 4.30. The graphs show an almost linear dependence of∆t on
∆pN2 in the studied range. The luctuation of∆twith different experiments and different oxida‑
tion steps is considered by error bars, showing the range from lowest to highest value. Note that
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Figure 4.29.:∆t for different∆pN2 as a function of Tset. Each data point corresponds to one oxi‑
dation step. (a)∆t25, (b)∆t50 and (c)∆t100

the actual partial pressure of N2 is higher than∆pN2 as additional N2 from air enters the test rig
via leakage.

The absorbed O2 causes a change in oxygen non‑stoichiometry ∆δ, which is proportional to
the amount of substance taken up by the sample. This can in theory be calculated with the ideal
gas law. As explained in Section 4.2.1, however, values of the average gas temperature T can‑
not be stated reliably and thus an exact value for ∆δ cannot be computed this way. Instead, a
range within an upper and a lower limit of∆δ can be given using mole balances and a possible
temperature range, as explained in detail in Section 3.2.7. In addition to this range, ∆δ is cal‑
culated assuming a constant T , which can then be calculated as well, using Equation 3.78. This
assumption is checked for plausibility afterwards.

The calculation of ∆δ is based on the pressure change in the furnace. To this end it is cru‑
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Figure 4.30.: Impact of amount of inert gas on the oxidation kinetics. Markers showmean values
of∆ti, obtained from all oxidation steps of all experiments with∆pO2 ≈ 164Pa as
a function of∆pN2 . Error bars show the range from lowest to highest value of∆ti.

cial to know the pressure difference ∆pO2 = pF, 1 − pF, 0, where pF, 1 is the peak pressure after
O2 is fed into the furnace and pF, 0 is the pressure just before the introduction of O2. The pres‑
sure jumps from pF, 0 to pF, 1 in typically less than 1 s. Technical limitations allow a minimum
time step of 400ms at which signals from the sensors can be logged. This raises the question
whether the time resolution is suf icient to reliably determine the peak pressure pF, 1. A too
low time‑resolution might lead to an underestimation of pF, 1. To examine if the measured peak
pressures are representative for the actual peak pressures, the measurements are compared to
computations with the numeric model described in Section 3.2.8. Themodel calculates the peak
value p̂F, 1 based on the measured pF, 0 and T as input parameters. An exact value of T is not
known. Results are instead obtained for T within the limits of the highest possible value Tmax
and the lowest possible value, which is room temperature. Figure 4.31 shows the ratio between
the computed pressure increase p̂F, 1− pF, 0 and the measured pressure increase pF, 1− pF, 0. Re‑
sults are obtained for every oxidation step in all 12 experiments. Except for a few outliers, all
calculated and measured pressure differences are in good agreement. For more than 91% of all
values the deviation between calculation and measurement is less than ±4%. As can be seen in
the magni ied section, error bars show the range of calculated values, according to T = Tmax
and T = 295K, while the marker highlights the mean value. The impact of T is negligible as for
all data points this range is below 0.1%−pt.. As supported by the good agreement of predicted
and measured pressures,∆δ is in the following calculated based on the measured pressure dif‑
ference∆pO2 .
∆δ‑curves are given for two exemplary experiments with∆pN2 = 0 and∆pN2 ≈ 520Pa in Fig‑

ure 4.32. The graphs show∆δ over time. Each curve corresponds to the uptake of oxygen during
one oxidation step. By de inition, ∆δ < 0 in an oxidation step, since δ decreases when ceria is
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Figure 4.31.: Ratio of computed and measured pressure increase as O2 enters the furnace, plot‑
ted against the corresponding time in the experiment. Error bars show the range
fromvalues computedwithT = Tmax to values computedwith T = 295K. Markers
highlight mean values.

oxidised. Therefore, lower values of∆δ correspond to larger amounts of O2 being absorbed by
the material. In many cases the steep decrease of∆δ is followed by an increase. This is due to a
corresponding increase in the pressure, which is most likely caused by leakage. Therefore, there
is no actual increase in∆δ, but more likely∆δ establishes a near constant value after the steep
decrease. Again, the graphs show that the oxidation is faster if no N2 is added. For all cases de‑
picted in Figure 4.32,∆δ calculated for a constantT stayswithin the limits. Uncertainty is higher
in the irst and last oxidation step. As discussed before, in these steps, O2 is not fully taken up by
the sample, which means that residual O2 remains in the furnace. In Figure 4.32, the lower limit
for∆δ is in most cases given by the∆δ‑value reached if all the O2 was taken up by the sample.
Therefore, the actual∆δ‑value should be signi icantly higher than the lower limit in the irst and
last oxidation step. The result calculated for a constant T is in line with this.

As mentioned before, T can be calculated under the assumption that it is constant during one
oxidation step. This can help to further investigate the plausibility of this assumption. Results for
∆pO2 = 164Pa are given in Figure 4.33. For reference, the igure features Tmax, where error bars
show the range from lowest to highest value during an oxidation step. Only small luctuations
are however evident. Data points represent the calculated T . As can be seen, for all oxidation
steps in all experiments, T < Tmax holds. In case of ∆pN2 = 0, the data is widely scattered,
but for each individual experiment, typically a rising trend for T is visible. This behaviour is
also found for other values of ∆pO2 if ∆pN2 = 0, as shown in Figure 4.34 for ∆pO2 ≈ 44.5Pa
and ∆pO2 ≈ 245Pa. Values for higher ∆pN2 in Figure 4.33 show a different progression. Here,
T slightly increases from the irst to second oxidation step and then follows Tmax at a roughly
constant displacement. Herein, the curve for ∆pN2 ≈ 270Pa is similar to those for ∆pN2 ≈
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Figure 4.32.:∆δ during oxidation steps against time for∆pO2 ≈ 164Pa and (a)∆pN2 = 0 and (b)
∆pN2 ≈ 520Pa. Curves show∆δ calculated under the assumption of a constant gas
temperature T . The illed area shows the rangewithin theoretically possible limits,
based on mole balances and the possible temperature range.

Figure 4.33.: T for experiments with∆pO2 = 164Pa and different∆pN2 .

520Pa. These results support the aforementioned theory that in case of low pressure levels and
therefore low amounts of substance in the gas phase, T reacts slowly to external in luences. For
∆pN2 = 0, T approaches Tmax only after four to eight oxidation steps which indicates that until
then the gas phase was still heating up, as T follows the furnace temperature with a great delay
(remember that prior to the temperature levels shown in Figure 4.33, the furnace was heated
from room temperature to 1773K). For higher levels of∆pN2 , the delay between gas and furnace
temperature seems to last only until the second oxidation step. All in all, the assumption of a
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constant T yields plausible results and even though the results cannot be validated it seems
justi ied to use this assumption for rough estimations. It is therefore used in the following to
calculate a δ‑rate.

Figure 4.34.: T for experiments with∆pN2 = 0 and different∆pO2 .

From ∆δ(t), values for δ(t) and the δ‑rate, i.e. its derivative with respect to time can be cal‑
culated, as shown in Figure 4.35. For three representative experiments with particle‑samples,
∆pO2 = 164Pa and different ∆pN2 , δ(t) is shown in Figure 4.35(a). One would expect that in
the beginning, δ has the same value in all experiments, as the reduction is always performed in
the same way. Similarly, δ is also expected to be the same at the very end of all experiments,
due to the results shown above that imply full oxidation of the sample after all experiment with
∆pO2 = 164Pa. Only the curves in‑between should differ due to the different oxidation rates.
In fact Figure 4.35(a) shows this expected behaviour. Especially the curves for ∆pN2 ≈ 520Pa
and ∆pN2 ≈ 270Pa show good agreement with almost identical δ‑values in the beginning and
end and only slightly different dynamics during the oxidation steps. The curve for∆pN2 = 0Pa
shows a stronger deviation with somewhat higher initial and inal δ‑values. Given the simpli i‑
cations that were made to obtain δ, this deviation however seems to be within tolerable limits
and plausible results are obtained.

The δ‑rate for the same three experiments is depicted as function of the time in Figure 4.35(b).
The igure shows values for every oxidation step. Building the derivative of δ ampli ies the noise.
A clear trend is however still visible. As expected from the∆δ‑curves in Figure 4.32, the δ‑rate
starts with a highly negative value in every oxidation step and then converges to zero. The mag‑
ni ied area in Figure 4.35(b) reveals that by addition of N2, the initial δ‑rate can be decreased by
an order of magnitude. Note that the curves are slightly displaced in time with respect to each
other. This is due to the manual operation of the test rig.

These results as well as results presented above show that at higher N2 levels, the oxidation
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of ceria with O2 is signi icantly slower than it is at lower N2 levels as was hypothesized in the
beginning of the present study. N2 in the atmosphere does not impact the partial pressure of O2,
which is in good approximation the same for all experiments with the same ∆pO2 , i.e. experi‑
ments in which the same amount of O2 is added for each oxidation step. As discussed in Section
2.3.2, pO2 is the measure of concentration relevant for the intrinsic reaction kinetics. Therefore,
addition of N2 should not impact the surface reaction. The presence of N2 in the gas phase also
has no direct in luence on the bulk diffusion of oxygen inside the redox material. This implies
that the effect of higher N2 contents is due tomitigation of mass transport of O2 in the gas phase.
Combined with the observation that the oxidation is slower, the higher the N2 content is, this
suggests that the net oxidation rate is limited by the mass transport in the gas phase. This is
supported by the previously presented results, which show that the choice of the ceria sample,
namely a particle bed or an RPC has no signi icant impact on the kinetics. This is the case even
though at 863m2 kg−1 the BET surface area of RPCs is signi icantly larger than that of the particle
bed at 109m2 kg−1. As mentioned in Section 3.2.4, due to small RPC samples for the BET mea‑
surements, these numbers are only an estimate. The fact that the different samples yield such
similar results also indicates that bulk diffusion might not be the limiting step with respect to
the net oxidation rate. This again supports the theory that the limiting factor is mass transport
in the gas phase, which is also backed up by the results shown in Figure 4.35(c). Following an
approach from Ref. [49], the expression on the ordinate is based on Equation 2.18, which de‑
scribes the kinetics of reduction and oxidation of ceria, neglecting the term for the reduction in
that equation. TheO2 partial pressure during the experiments is estimated as explained in Chap‑
ter 3.2.7. The expression in Figure 4.35(c) should yield a straight line when plotted against T−1

B0 ,
if the surface reaction is the rate limitingmechanism. Here, it is assumed that the sample has the
same temperature as measured by the TC B0. Figure 4.35(c) shows the results for all oxidation
steps in all experiments with∆pO2 = 164Pa. Values almost form distinct vertical lines because
each oxidation step is performed at a ixed set temperature of the furnace so that data is only
available for these temperatures. Over the given range of T−1

B0 , the data shows no clear trend, but
instead has awide distribution of values on the ordinate. Rather than following a trendwithT−1

B0 ,
values change signi icantly during each oxidation step and for all oxidation steps values are in a
similar range. The fact that the data is not arranged in a straight line means that the measured
kinetics does not follow the oxidation rate term in Equation 2.18. This is in agreement with the
theory that the rate determining step is the mass transport in the gas phase. However, the devi‑
ation from a straight line could also mean that neglecting the reduction term in Equation 2.18 is
a too strong simpli ication. Especially at high temperatures and towards the end of an oxidation
step this might be the case. As discussed above, the experimental results indicate that neither
bulk diffusion in the solid nor the surface reaction, but rather mass transport in the gas phase
limits the net rate of oxygen uptake by the redox material. In the investigated pressure range,
application of an inert gas like N2 was shown to be an effective measure to reduce this net rate.

In Figure 4.35(d), the δ‑rate is shown as a function of the actual oxygen partial pressure pO2

minus the oxygenpartial pressure just before a reduction step pO2, 0. Before anoxidation step, the
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Figure 4.35.: Depiction of the oxidation kinetics for different∆pN2 . (a): δ(t) over time for three
representative experiments with particle‑samples at ∆pO2 = 164Pa; (b): δ‑rate
for the same experiments as in (a), depicted as function of the time; (c): logarithm
of the oxidation kinetics based on Equation 2.18 for all experiments with ∆pO2 =
164Pa; (d): δ‑rate as a function of pO2 − pO2, 0 for all experiments with ∆pO2 =
164Pa.

sample and the surrounding atmosphere are in an equilibrium that has been established after
the previous oxidation step or in case of the irst oxidation step, after the initial reduction. pO2, 0

is therefore the equilibrium partial pressure of O2 before O2 is fed to the furnace. As discussed in
the context of Figure 4.21, after an oxidation step and the following cooling phase, virtually all O2
seems to be taken up by the redoxmaterial. Hence, pO2, 0 ≈ 0 for all oxidation steps, but the irst.
In the irst oxidation step, pO2 is higher than in the other steps and pO2, 0 > 0, because of residual
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O2 of the initial reduction. Even though, the graph shows a wide distribution of values, a coarse
trend is visible. Results for the irst oxidation step are in line with those of all other oxidation
steps if plotted against pO2−pO2, 0. The fact that the δ‑rangedepends on pO2−pO2, 0 rather than pO2

supports the assumption that the net oxidation rate is not determined by the surface reaction. In
the irst oxidation step, the higher pO2 should result in a faster oxidation if limited by the surface
reaction. This is not the case. Also δ and TB0 are highest during the irst step, which should yield
higher reaction rates if the surface reaction was the rate determining step. In contrast to Figure
4.35(b), Figure 4.35(d) contains data for all experiments with∆pO2 = 164Pa. Again, it becomes
clear that addition of N2 decreases the δ‑rate by an order of magnitude, for some extreme values
even by two orders of magnitude.

4.3. Kinetic Effect in Process Simulation

To this point, the recombination effect was simulated based on equilibrium assumptions (Sec‑
tion 4.1), whereas the re‑oxidation kinetics were studied experimentally (Section 4.2). The next
step is to consider oxidation kinetics in simulations of the recombination effect for a deeper un‑
derstanding of its impact on the system ef iciency.

Simulations presented in Section 4.1 yield that at high heat recovery ratios ϵ, re‑oxidation of
ceria in theHEdiminishes the systemef iciency ηsys to the pointwhere the system is less ef icient
than a systemwithout solid‑solid heat recovery. These simulations are based on the assumption
of an in initely fast oxidation of the redox material, meaning that the material is oxidised to the
equilibrium state. This raises the question whether the inite reaction rate of a real system mit‑
igates this ef iciency penalty, so that high ϵ and high ηsys can be achieved. Experimental results
presented in Section 4.2 give insights into the kinetics of oxidation in a transient manner. The
present section shows simulation results of a continuously operated system including a simple
kinetic approach. These results are then discussed in the context of the experimental results.

The kinetic model is based on the previously presented equilibrium model, given in Chapter
3.1. Only setup 1 is used, because the results of Section 4.1 show a poor performance of setup
2. The equilibrium conditions for the hot ceria stream is replaced by a given mean reaction rate
and a correlation between ϵ and residence time as explained in detail in Chapter 3.1.4. For the
residence time, data was extracted from Ref. [41]. Due to losses to the ambience, the maximum
heat recovery ratio found in Ref. [41] was approximately 0.7. To match this circumstance, the
kinetic model of the present work is executed with floss = 0.3 and ϵ ≤ 0.7. The results in in
Ref. [41] were obtained for Tred = 1800K and Tox = 1000K, resulting in a temperature gap
of 800K. For the results shown in the following, Tred = 1773K and Tox = 1073K are chosen,
for better comparability with the experimental results, which are obtained in that temperature
range. Due to the lower temperature gap of 700K, the residence time from Ref. [41] seems to be
a pessimistic approximation.

Results of kinetic simulations for H2O splitting are given in Figure 4.36. Here, the parameters
of Table 4.1 are used, except floss = 0.3. Figure 4.36(a) shows ηsys as a function of ϵ for differ‑
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ent reaction rates. Negative reaction rates denote an oxidation of the material. These oxidation
rates refer to the hot ceria stream, which enters the HE from the reduction reactor. As constant,
negative reaction rates are used, reversed recombination is not included in this simulation. As a
reference, the results obtained from the equilibriummodel at the sameparameter set are shown.
These correspond to in inite reaction rates. The limiting case for a reaction rate of zero is repre‑
sented by the reference case of a HE without recombination. Figure 4.36(a) shows that for low
values of ϵ, the inite oxidation rates result in a lower ηsys than the equilibrium case. This is due
to the fact that reversed recombination is considered in the equilibriummodel, but not in the ki‑
netic model. Finite reaction rates would indeed reduce the oxygen crossover in both directions
and hence also mitigate reversed recombination. However, a slower reaction will probably not
fully suppress the effect of reversed recombination and negative reaction rates might not be a
realistic assumption for low ϵ. That being said, results for higher ϵ are still a reasonable estima‑
tion. This is supported by the results shown in Figure 4.36(b). Since in the presentedmodel, the
oxidation is kinetically limited, while the reduction is still in initely fast, onewould expect higher
pO2,HE in the kinetically limited case compared to the equilibrium case. This is in fact the case for
large values of ϵ, but not for low values.

Figure 4.36.: Results of kinetic simulations for H2O splitting with setup 1. In (a) ηsys is shown
for different oxidation rates. As a reference, the results of the equilibrium model
are included. In (b) frecomb and pO2,HE are shown. For both igures, floss = 0.3 all
other parameters as in Table 4.1. Curves are labelled with the respective value of
the average oxidation rate in the HE in s−1.

For low ϵ, the system ef iciencies calculated for different oxidation rates are close to that of
the reference case without recombination, as can be seen in Figure 4.36(a). The curves of the
kinetic model then diverge from that reference case with increasing ϵ and inally drop to low
values as they approach the maximum ϵ of 0.7. The slower the oxidation is, the closer is the
curve of ηsys to the case without recombination. The decreasing ef iciency close to ϵ = 0.7 is
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caused by the residence time in theHE. The residence time increases progressivelywith the heat
recovery ratio. Achieving a high value of ϵ, therefore requires a drastically higher residence time
compared to a low ϵ. At given oxidation rates, a higher residence time results in a larger degree
of oxidation in the HE and hence in a higher fraction of recombination, as depicted in Figure
4.36(b). This also causes pO2,HE to decrease close to ϵ = 0.7. The O2 partial pressure refers to the
equilibrium conditions of the cold ceria stream as its reduction is assumed to be in initely fast.
This equilibrium is in luenced by pO2,HE and the temperature T2 at which the cold stream leaves
the HE to the reduction reactor. Increasing ϵ increases T2 and thus δ2 and frecomb. Therefore,
at higher ϵ, higher values of frecomb can be reached even at higher pO2,HE. For this reason pO2,HE
riseswith increasing ϵ over awide range of the latter. However, as frecomb increasesmore steeply
close to ϵ = 0.7, also lower pO2,HE are needed to achieve the corresponding degree of reduction
de ined by δ2.

The system ef iciency reaches zero, when the potential to split H2O or CO2 with the redox
material is fully lost to recombination, i.e. when frecomb = 1. For all oxidation rates, the second
law is obeyed for almost all points of operation. Only ϵ ≤ 0.02 results in negative sirr.

These results show that for oxidation rates in the order of −1 · 10−6 s−1 the recombination can
be mitigated to the point where the system can compete with a HE in which no recombination
occurs. In this range, ηsys can roughly be doubled compared to a system without HE. At oxida‑
tion rates with a higher magnitude than −1 · 10−5 s−1 only moderate ef iciency improvements
are possible. The maximum ef iciency improvement compared to a redox cycle without HE is
summarized for all investigated oxidation rates in Table 4.2.

Table 4.2.: Maximum ratio of system ef iciency at a given oxidation rate and system ef iciency
without solid‑solid heat exchanger. An in inite oxidation rate (equilibrium assump‑
tion) results in a higher ef iciency than some of the inite oxidation rates, because re‑
versed recombination is only considered in the equilibrium case (see Figure 4.36(a)).

dδ
dt

max
(

ηsys

ηsys, no HE

)
0 (no recomb.) 2.20
−1.0 · 10−6 s−1 2.03
−2.5 · 10−6 s−1 1.81
−5.0 · 10−6 s−1 1.56
−1.0 · 10−5 s−1 1.31
−2.0 · 10−5 s−1 1.13
−3.0 · 10−5 s−1 1.06
−∞ (equilib.) 1.34

The feasibility of oxidation rates in the range of −1 · 10−6 s−1 to −3 · 10−5 s−1 is discussed based
on the experimental results presented in Section 4.2. Experiments and continuous process have
distinct differences that do not allow the direct extraction of a value or function that describes
the oxidation or reduction rate of ceria from the experiments and use it in the simulations. It
is important to be aware of these differences, which are summarized in Table 4.3 to understand
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the limitations of this comparison. In the experiments presented above, the oxidation takes place

Table 4.3.: Difference between modelled process and experiments.
Continuous process (model) Experiments

When an element of redoxmaterial enters the
HE from the reduction reactor, pO2 is reduced,
as pO2,red > pO2,HE

When O2 is introduced, pO2 is increased and
then falls over time. pO2(t) > pO2,0

The temperature of the redox material that
enters the HE from the reduction reactor is
decreased in the HE, i.e. Tred > T4

The furnace is set to a constant temperature
during an oxidation step, i.e. Tset = const..

Reduction of one stream of redox material in
the HE represents a continuous O2 supply for
the oxidation of the other stream.

Initial supply of a certain amount of O2, fol‑
lowed by transient oxidation of redox mate‑
rial.

Steady statebetween ceria streamsandatmo‑
sphere is established, in which the average
oxidation and reduction rates of the two ma‑
terial streams are equal and an according pO2
is reached.

Initial amount of O2 and initial pO2 in an oxi‑
dation step are independent of the oxidation
rate.

in a transient manner and thus the δ‑rate depends on the reaction progress. Oxidation rates are
higher in the beginning, when the system is further away from the equilibrium. As explained ear‑
lier, in the modelled process, a steady state is established, in which∆δ12 = −∆δ34. If in initely
high reduction and oxidation rates are assumed, this steady state is de ined by the equilibrium
O2 partial pressure pO2,HE. At inite reaction rates, the steady state also results in an associated
pO2,HE, which however differs from the equilibrium O2 partial pressure. High values of pO2,HE
mitigate the reduction. It is therefore expected that as the oxidation of the hot ceria stream is
kinetically limited, the reduction of the cold stream raises the pressure until reduction and ox‑
idation are balanced. If this stable point of operation is found at a very high pO2,HE, this might
result in higher oxidation rates than thosemeasured at low pO2 in the experiments. It is therefore
important to discuss pO2,HE as well as the δ‑rates.

Due to the transient oxidation during an experiment, it is not possible to give a single value for
the oxidation rate suited for the simulations. However, the experimental results give a range of
oxidation rates, which can be used to asses how realistic the average oxidation rates assumed in
Figure 4.36 are. Figure 4.35 shows that for∆pN2 ≈ 520Pa, the vastmajority of measured δ‑rates
is found in the range 0 s−1 to −3 · 10−5 s−1. The oxidation is fastest in the beginning, when the O2
partial pressure is high. Here, pO2 ≈ ∆pO2 , except for the irst oxidation step in an experiment.
In case of the results given in Figure 4.35 that means that pO2 typically starts at roughly 164 Pa
and then drops to almost 0 Pa. Figure 4.36(b) shows that in the modelled redox cycle, pO2,HE
is in the range 7 · 10−13 Pa to 7 Pa. Given this range, oxidation rates with a signi icantly lower
magnitude than −3 · 10−5 s−1 seem realistic. This is especially the case, when taking into account
that the reduction of the cold ceria stream is modelled as in initely fast, so that pO2,HE should be
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even lowerwhen considering limited kinetics for both reactions. Thus, by adding 520Pa of N2 to
the HE’s atmosphere, it might be possible to increase the system ef iciency by a factor of 1.5 to 2,
according toTable 4.2. There is howeverno reason to limit the amount ofN2 to such a small value.
It is for example possible to operate the HE at atmospheric pressure, where the atmosphere
mainly consists of N2. This is a strong indication that in a real system the recombination effect
can be signi icantly mitigated by addition of an inert gas so that ηsys can indeed be increased
considerably.

All in all, temperature, O2 partial pressure and N2 partial pressure ranges imply that slow
oxidation at rates of −5 · 10−6 s−1 or even slower, at which the recombination effect would be
signi icantly reduced, might be possible. Given the differences listed in Table 4.3 this is to be
seen as a irst estimation. The partial pressures of O2 in themodelled process and the lowpartial
pressures of N2 evaluated in experiments indicate that it is a conservative estimation.

4.4. Indirect Heat Recovery System

This section is in part based on the following patents and peer‑reviewed publica‑
tions, authored or co‑authored by the author of the present work.

Stefan Brendelberger, Philipp Holzemer‑Zerhusen, Estefania Vega Puga, Martin Roeb, and
Christian Sattler. „Study of a new receiver‑reactor cavity system with multiple mobile re‑
dox units for solar thermochemical water splitting“. In: Solar Energy 235 (2022), pp. 118–
128. ISSN: 0038‑092X. DOI: https://doi.org/10.1016/j.solener.2022.02.013

Stefan Brendelberger and Philipp Holzemer‑Zerhusen. „Solarstrahlungsreceiver
sowie Reaktorsystem mit Solarstrahlungsreceiver“. (German). German pat.
DE102020118651B4. 2022

Stefan Brendelberger and Philipp Holzemer‑Zerhusen. „Solarabsorbervorrichtung sowie
Transportsystem für eine Solarabsorbervorrichtung“. (German). German pat.
DE102020118683B4. 2022

The results presented so far show how the recombination effect might impact the ef iciency of
a redox cycle with a direct solid‑solid heat exchanger and how this effect can be mitigated by
means of kinetic limitations. Alternatively, an indirect HE concept, such as the simple design
described in Chapter 3.3 can be used, meaning that a heat storage medium is used to transport
the heat in two steps from the hot to the cold redox material. In this concept, the additional
heat transfer step might render the heat recovery less effective compared to a direct approach.
However, using an indirect concept, the recombination effect can theoretically be avoided as hot
and cold redox material are not exposed to each other. In the following, the ef iciency potential
of such an indirect concept is analysed.

https://doi.org/https://doi.org/10.1016/j.solener.2022.02.013
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4.4.1. Reactor and Heat Exchanger Concept

A reactor andHE concept is developed that allows quasi‑continuous operation of the redox cycle.
Similar to the MBR2 concept that motivated this work, movable units of redox material (redox
units) are used. These can be introduced into a receiver reactor as depicted in Figure 4.37(a),
where they are thermally reduced. Figure 4.37(a) schematically shows the reduction principle
for a single redox unit, while in reality it is presumably more practical to use several individu‑
ally movable redox units. After the reduction, the redox units can be removed from the receiver
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reactor

redox unit

aperture

redox unit

redox
unit

support
structure
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structure

heat storage(a) (b)
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Figure 4.37.: Schematic of Reactor and heat exchanger concepts using movable redox units. (a):
Receiver reactor with redox unit (based on Ref. [159]); (b): Indirect HE for redox
units; (c): Direct HE for redox units (top view, based on Ref. [160]).

reactor and moved to an oxidation reactor. The reduction of a redox unit is transient as in a dis‑
continuous reactor design. However, as multiple redox units can be introduced to or removed
from the reactor individually, a quasi‑continuous operation can be established. This reactor de‑
sign also overcomes a critical disadvantage of current state‑of‑the‑art discontinuous reactor de‑
signs, which is the need to alternately cool and heat the reactor between reduction and oxidation.
As the receiver reactor is solely used for the reduction it can be permanently operated around
the reduction temperature. Only the redox material and potential support structures have to be
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heated instead of the whole reactor. This reduces the thermal mass that contributes to the heat
demand for sensible heating drastically.

This reactor design can be combined with different HE concepts. A direct HE approach, in
which the redox units are moved through the HE in countercurrent is depicted in Figure 4.37(c).
In such a HE, the redox units would be subject to recombination. This approach corresponds to
the investigations in Sections 4.1, 4.2 and 4.3. An indirect HE design is depicted in Figure 4.37(b).
Here, a heat storage consisting of two walls surrounding the redox unit is utilized. In a irst step,
heat is transferred from a hot reduced redox unit to the heat storage, thus charging the latter.
In a second step, the heat storage is discharged as a cold redox unit coming from the oxidation
step is heated in preparation for its reduction. Due to the temporal separation of the two steps,
the O2 that might have been released from the redox material during the discharging step can
be removed, e.g. via lushing with an inert gas or by vacuum pumps. This way, the hot reduced
redox unit is not re‑oxidised in the HE, so that recombination is avoided. This indirect approach
is modelled as described in Chapter 3.3. Simulation results are presented and discussed in the
following.

4.4.2. Simulation of Indirect Heat Recovery

The heat recovery ratio ϵ is calculated for different combinations of charging and discharging
time. If not stated differently, αHS = 10Wm−2 K−1 and εRU = εHS = 0.5 are used. Results
for dHS = 6 dRU are given in Figure 4.38. Using material properties of concrete for the heat
storage medium, the peak heat recovery ratio is ϵmax = 0.210 and it is found at tdis = 150 s and
tchar = 150 s. Applying data for the insulation material yields ϵmax = 0.178 at tdis = 540 s and
tchar = 720 s. For both the charging and the discharging step, there is a trade‑off with respect to
the duration: Long charging and discharging times increase the total heat that can be transferred
between redox unit and heat storage. On the other hand longer durations of the two steps also
increase losses to the ambience. Due to the lower thermal conductivity of the insulationmaterial,
ϵmax is reached at higher tdis and tchar compared to concrete. This effect is especially pronounced
for tchar. Figure 4.39 shows the temperature pro ile of the heat storage and the redox unit at the
beginning and the end of a discharging step and after one‑tenth of tdis for the combination of
tchar and tdis that yields ϵmax in Figue 4.38. The signi icantly longer charging time for material
properties of the insulation material results in higher temperatures of the heat storage at the
interfaces to the redox unit. At the same time, the temperatures at the interfaces to the ambience
is lower. In consequence, as can be expected, the lower thermal conductivity yields a steeper
temperature pro ile, highlighting the better insulating capabilities. However, this property also
results in a mitigated heat transfer to the redox unit, which not only results in longer charging
and discharging times, but also a lower inal temperature level of the redox unit and thus lower
heat recovery ratios, as depicted in Figure 4.38.

The aforementioned trade‑off between desired heat transfer and heat losses with respect to
the charging and discharging times is exempli ied in the temperature pro iles given in Figure



4.4. Indirect Heat Recovery System 121

Figure 4.38.: Heat recovery ratio ϵ as a function of charging and discharging time for dHS = 6dRU,
αHS = 10Wm−2 K−1 and εHS = εRU = 0.5 with data for ρHS, λHS and c̃p,HS from
Table 3.7 for (a) concrete and (b) insulation material.

Figure 4.39.: Temperature pro iles for different points in time as a function of the x‑position for
dHS = 6 dRU, αHS = 10Wm−2 K−1 and εHS = εRU = 0.5 with data for ρHS, λHS and
c̃p,HS from Table 3.7 for (a) concrete and (b) insulation material.

4.40. The case depicted in Figure 4.40(a) shows a disadvantageous combination of tchar = 30 s
and tdis = 270 s. The long discharging time results in increased losses to the ambience and con‑
sequently a lower temperature level compared to the case shown in Figure 4.40(b). Due to the
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short charging times, the heat storage is only heated in the thin layers close to the redox unit.
Thus, during the discharging step, heat can only be recovered from a small fraction of the heat
storage. As a result, the heat recovery ratio is low, which re lects in the low temperature level
of the redox unit. In fact, the redox unit’s temperature is irst increased and then reduced to the
point where it is lower than prior to the heat recovery process due to the long discharging time.
In addition to increasing losses to the ambience, long charging and discharging timesmight have
a negative impact on the overall process performance and/or investment costs. If the time that
redox units spend inside the heat exchanger exceeds the time inside the reduction and/or oxida‑
tion reactor, the consequence might be downtime of the reactors, decreasing the total ef iciency.
This could be counteracted by increasing the number of redox units and heat exchangers, which
could be operated in a staggered mode. This would however increase the investment costs of
the overall plant.

Figure 4.40.: Temperature pro ile of a charging step for dHS = 3 dRU, αHS = 10Wm−2 K−1 and
εHS = εRU = 0.5 with data for ρHS, λHS and c̃p,HS from Table 3.7 for concrete. (a):
disadvantageous case with tchar = 30 s and tdis = 270 s; (b): best case with tchar =
120 s and tdis = 90 s.

In termsof process optimisation, an important quantity besides the alreadydiscussedmaterial
properties ρHS, λHS and c̃p,HS is the emissivity of the materials εHS and εRU. The default value
used to this point is εHS = εRU = 0.5. Figures 4.41(a) and 4.41(b) show results for εHS = εRU =

0.2 and εHS = εRU = 0.8, respectively. Comparison to the aforementioned results in Figure
4.38(a) reveals that higher values of ε lead to higher heat recovery ratios and lower charging
and discharging times. Consequently, higher emissivities increase the process ef iciency due to
improved heat recovery. At the same time, the shorter charging and discharging periods reduce
investment costs and/or downtime of the reactors as explained above. Both the improved heat
recovery and shorter charging and discharging durations can be explained by enhanced heat
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transport between redox unit and heat storage. The disadvantage of ampli ied radiative losses at
the outer wall surface is comparably low. The outer wall temperature is signi icantly lower than
the inner temperature and the temperature of the redox unit. Since radiative heat transfer rates
are proportional to T 4, the advantage of improved heat transport between redox unit and heat
storage therefore outweighs additional heat losses. In the present work, systemswith εHS = εRU
were studied. However, generally the emissivities of the different surfaces are independent of
each other. Further improvement might be achieved using εHS ̸= εRU.

Figure 4.41.: Heat recovery ratio ϵ as a function of charging and discharging time for dHS = 6dRU
and αHS = 10Wm−2 K−1 with data for ρHS, λHS and c̃p,HS from Table 3.7 for con‑
crete. (a): εHS = εRU = 0.2; (b): εHS = εRU = 0.8.

Also variation of the heat storage thickness has an impact on the possible heat recovery ratio.
Thicker walls reduce heat losses to the ambience and have a larger total heat capacity. Figure
4.42(a) shows how the heat recovery ratio ϵ increases with increasing wall thickness. For the
material properties of concrete, 0.145 ≤ ϵ ≤ 0.274 is found, while using properties of the in‑
sulation material yields 0.132 ≤ ϵ ≤ 0.225, for a heat storage thickness 3 to 12 times higher
than that of the redox unit. The advantage with respect to ϵ that concrete has over the insulation
material increases with increasing wall thickness. One reason for this could be decreased heat
losses: The advantage of a higher thermal conductivity is that heat is transported into the depth
of thematerial more quickly so that a larger portion of thematerial can contribute to storing the
heat. The disadvantage is an increase of losses to the ambience. The larger thickness, which re‑
duces total losses to the ambience can compensate this shortcoming. Thicker heat storages also
offer a higher thermal mass. To fully utilize this thermal mass, longer charging and discharging
times are needed as indicated in Figure 4.42(b). This is especially the case for materials with
low heat conductivity as represented by the insulation material. A thicker heat storage requires
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both longer charging and discharging time to achieve ϵmax. However, when comparing heat stor‑
ages of different dimensions at the same tdis and tchar, the thicker heat storage always reaches
a higher heat recovery ratio even if not operated at the ideal tdis and tchar. Ultimately, the ideal

Figure 4.42.: Maximal heat recovery ratio ϵmax (a) and respective charging and discharging times
(b) as a function of the heat storage thickness with data for ρHS, λHS and c̃p,HS from
Table 3.7 for concrete and insulation material and αHS = 10Wm−2 K−1 and εHS =
εRU = 0.5.

dimensions depend on the trade‑off between effectiveness and investment costs.
As mentioned above, the heat transfer coef icient between heat storage and ambient air was

estimated conservatively as αHS = 10Wm−2 K−1. The actual value of αHS depends on the outer
wall temperature and typically lies in the range 5.0Wm−2 K−1 to 7.6Wm−2 K−1 as explained in
Chapter 3.3.1. The impact that αHS has on the simulation results is shown in Figure 4.43, where
results for αHS = 5Wm−2 K−1 and αHS = 10Wm−2 K−1 are compared. As expected, a lower
heat transfer coef icient yields ahigherheat recovery ratiodue to reduced losses to the ambience.
ReducingαHS from 10Wm−2 K−1 to 5Wm−2 K−1, slightly increases ϵmax from 0.210 to 0.215. The
location of ϵmax in terms of tchar and tdis is the same. This shows that while for a lower αHS the
heat recovery is slightly elevated, the overall trends are similar and using αHS = 10Wm−2 K−1

appears to yield an adequate estimation for ϵ.
Based on the presented results, heat recovery ratios in excess of 0.27 seem realistic. Especially

considering possible improvements in the material choice for the heat storage, this value might
be exceeded. As shown above, a higher emissivity for example might yield a better performance
of the heat recovery system. To further improve the presented indirect heat recovery concept,
a composite heat storage, consisting of a good heat conductor with a suitable heat capacity on
the inside and a good insulator on the outside to facilitate suf icient heat storage with low heat
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Figure 4.43.: Heat recovery ratio ϵ for differentαHS as a function of charging anddischarging time
for dHS = 6 dRU and εHS = εRU = 0.5with data for ρHS, λHS and c̃p,HS from Table 3.7
for concrete.

losses might be bene icial. As discussed in Section 4.3, based on indings by Falter et al. [41], a
counter low HE might yield a heat recovery ratio of up to 0.7, but might be subject to recombi‑
nation. Given the results for the indirect HE and the results for a continuous approach shown in
Figure 4.36, an indirect HE design could be an adequate alternative to a counter low HE, which
suffers from the recombination effect. An indirect HE might be bene icial, if the recombination
in a countercurrent concept cannot be mitigated suf iciently and has the advantage of a simpler
process design.



5. Discussion of Recombination and Heat
Recuperation Concepts

In the following, the results presented in thiswork are compared to the previouswork by Siegrist
et al. [17]. Subsequently, the impact of the heat recovery effect on different HE concepts is dis‑
cussed as well as the advantages and disadvantages of the different concepts for application in
solar thermochemical redox cycles. For a detailed description of thementioned HE concepts the
reader is referred to Chapter 2.2.2.

For theirMBR2 concept, Siegrist et al. [17] proposed aHEdesignwithout separation of the hot
and cold stream. They assess the system for various combinations of frecomb and ϵ, freely varying
the two parameters and conclude that such a design can increase the overall ef iciency, as long
as frecomb < ϵ holds. As discussed in Chapter 4.1, frecomb and ϵ are linked via the temperatures in
the HE and thus frecomb is a function of ϵ as for example shown in Figure 4.1. Siegrist et al. [17]
also suggested to simplify the process by only separating the HE from one of the reactors. They
estimated the recombination effect, based on the assumption that if at given O2 partial pressure
and temperatures, the cold stream releases less O2 than the hot stream takes up thermodynam‑
ically, then the excess O2 uptake simply does not take place. As discussed in Chapter 4.1, in such
a case the hot stream would create a local low pO2 either sucking gas from the reactor or if that
is prevented by a pressure lock, lowering pO2 in the HE to the point where O2 release and uptake
are equal. Based on aforementioned simpli ications, Siegrist et al. [17] found a low frecomb for a
case in which oxidation reactor and HE share a common atmosphere. However, it was assumed
that pO2,ox = 1 · 104 Pa and thus pO2,ox ≫ pO2,red. In reality, pO2,ox is determined by the thermo‑
dynamics of the thermolysis reaction and is typically signi icantly lower than pO2,red [3], which is
determined by the vacuum pump. The high pO2 chosen by Siegrist et al. explains the low extent
of recombination. On top of that, the lack of a pressure lock between oxidation chamber and
HE might result in the splitting product, namely H2 or CO, entering the HE and re‑reacting with
ceria, decreasing the yield. However, to check whether it is in fact bene icial to not separate the
HE from the reactorwith the higher pO2 , setup 2 as de ined in Chapter 4.1was investigated in the
presentwork. In this setup, HE and reduction reactor are not separated. The results showed that
vast amounts of O2 enter the HE from the reduction reactor, where they re‑oxidise the reduced
redox material, so that this setup is impractical. For a setup with two pressure locks, isolating
the HE, it was found in the present study that frecomb < ϵ for low values of ϵ so that indeed it
is possible to improve the process ef iciency with a HE even though recombination takes place.
However, if the reaction is fast it was also found that if larger values of ϵ are reached, frecomb > ϵ,
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meaning that such a HE reduces the process ef iciency. Based on experimental results and the
simulations presented in Chapter 4.3 it was shown that introduction of an inert gas in the HE
is a promising approach to mitigate recombination. For the MBR2 and similar HE designs this
means that an improvement of the overall ef iciency can likely be expected also at higher heat
recovery ratios. Addition of an inert gas so that the total pressure in the HE is above that in the
reactors can also prevent or at least reduce leakage of O2 from the reduction reactor or prod‑
uct gas from the oxidation reactor into the HE, which would decrease the overall ef iciency as
discussed above. Furthermore, the inert gas would likely have an impact on the heat recovery
effectiveness. The higher total pressure enhances convective heat transport. On the other hand,
thermal energymight be lost due to inert gas leaving the HE, e.g. through pressure locks. In com‑
parison to concepts in which the hot and cold streams are separated, higher heat recovery ratios
appear feasible, as separating elements like a wall typically also hinder the heat transfer. All in
all, theMBR2 concept seems a legitimateHEoption, if twopressure locks are used and inert gas is
supplied to the HE. Similar conclusions can be drawn for the CR5 concept [86–90], in which the
redox material is transported on counter rotating parallel rings. Basically, this approach uses
the same direct counter current HE principle as the MBR2, just with circular instead of linear
motion. Diver et al. [87] also suggest the use of an inert gas, but rather to prevent crossover
between the reactors than O2 crossover between hot and cold redox material. A permanent ar‑
gon low, injected in‑between oxidation and reduction chamberwas provided to block cross low
between the reaction chambers [87]. If the HE design allows it, a forced inert gas low from the
hot to the cold redox material could mitigate the recombination effect. On the other hand, for
many designs, forced convection might introduce turbulence which can enhance the gas trans‑
port between the hot and cold redoxmaterial and consequently intensify the recombination. For
many concepts, it therefore appears suitable to establish an almost still inert gas atmosphere to
mitigate recombination. In case of the CR5 concept, it seems rather dif icult to implement an
inert gas atmosphere as a mass transport resistor due to the vacuum pumping and the injection
of CO2 or steam in the respective reaction sections, which are not actively separated from the HE
section. The same applies for the concept suggested by Lapp et al. [84], in which counter rotat‑
ing cylinders are used. Even though the heat transfer is indirect, i.e. via a heat transfer medium,
hot and cold regions of the redox material are not hermetically sealed from each other. Again, it
seems dif icult to implement an inert gas atmosphere to mitigate recombination, due to the per‑
manent injection of CO2 or steam in the oxidation section and an inert purge gas in the reduction
section.

The particle concept by Ermanoski et al. [12] features counter current heat recovery through
a screw elevator’s wall. Similar to the aforementioned rotating systems, there are no pressure
locks that separate the reaction zones from the HE. According to Ermanoski et al. [12], the
packed bed of particles inside the connection tube provides an effective seal to allow for pressure
separation and prevent mixing of products. Whether or not this seal is also suf icient to prevent
the recombination effect, presumably depends on the temperature pro ile achieved with this
concept, which determines the distance that O2 would have to travel in order to cause signi i‑
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cant recombination. An inert gas atmosphere with a high total pressure seems dif icult for this
concept as well, due to the lack of separation of the heat recuperation zone from the vacuum
pump. However, it is presumably more realistic to modify this concept and add pressure locks
to it compared to the rotating systems. Hence, it might be feasible to signi icantly mitigate the
recombination effect.

In indirect heat transfer concepts, the recombination can be avoided as hot and cold redox
material are fully separated. However, in concepts in which a heat transfer luid has contact
to the hot and cold redox material, O2 which was released from the cold redox material should
be removed from the heat transfer luid before it gets into contact with the hot redox material.
Otherwise, a recombination effect would likely occur in which the O2 is transported by the heat
transfer luid. Regarding the indirect concept discussed in Chapter 4.4, it is necessary to remove
oxygen from the HE chamber after the discharging step, by either vacuum pumping or inert gas
sweeping. As stated before, simple indirect concepts have a lower heat recuperation potential
compared to direct concepts. This is depicted in Figure 5.1. Figure 5.1(b) shows a co‑current HE
with a heat transfer medium or a transient HE with a heat storage such as the one investigated
in Chapter 4.4. Due to the two step‑heat transfer, hot and cold stream settle at two different
temperature levels. Compared to the direct HE depicted in Figure 5.1(a) this leads to a smaller
exploitation of the thermal energy stored in the hot stream. For counter‑current arrangements,
the indirect approach can theoretically lead to 100% heat recovery if the HE is in initely large
and ideally insulated. In a real system however, a certain minimal temperature difference is
needed. Again, due to the two heat transfer steps in the indirect approach, this might reduce
the heat recuperation, as shown in Figures 5.1(c) and 5.1(d). For the simple indirect concept
studied in the present work, heat recovery ratios of up to 0.274 were found. As discussed in
Chapter 4.4, changes to the material choice will likely improve this performance. At the same
time however, the analysis indicates that with such a simple single‑stage design, it is unlikely to
get close to the performance of a counter current HE. Falter et al. [41] found heat recovery ratios
of approximately 70% for a quasi counter current HE using a separating wall between hot and
cold redox material. Based on this, it seems realistic that for a real counter current HE without
separation of hot and cold stream ϵ > 0.7 can be achieved. Consequently, direct counter current
HEs are a promising option to reach high ϵ and improve the ef iciency of the redox system, if
the recombination effect is suf iciently mitigated according to the discussion above. Simple indi‑
rect HE concepts on the other hand offer an alternative that can avoid the recombination effect,
while achieving moderate heat recovery. Increasing the complexity of indirect approaches can
improve the heat recovery. Lapp et al. [84] predict theoretical heat recovery ratios of 41%or un‑
der optimistic conditions even 50%. Felinks et al. [7] calculate ϵ ≥ 0.7 in a quasi counter current
approach. These more complex concepts however comewithmajor technical challenges similar
to direct counter current HEs. Simple indirect HE designs, for instance single‑stage concepts, are
easier to implement. This is a distinct advantage for solar thermochemical redox cycles, as the
gas tightness and high temperatures pose serious technical challenges, especially to the design
of moving components. This is stressed by the fact that operation without failure while achiev‑
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Figure 5.1.: Qualitative depiction of different heat transfer approaches. (a): Direct co‑current or
transient heat exchanger; (b): Indirect co‑current or transient heat exchanger; (c):
Direct counter‑current heat exchanger; (d): Indirect counter‑current heat exchanger.

ing high heat recovery ratios under realistic conditions of the very promising concepts reviewed
in Chapter 2.2.2 is yet to be experimentally demonstrated.

Another interesting inding of the present work is a reversed recombination effect at low heat
recovery ratios, which means that the reduced redox material gets further reduced in the HE.
This effect increases the redox material’s potential to split H2O or CO2 compared to a system
without recombination and the same δox and δred and can thus increase the overall ef iciency. It
is however important to mention that reversed recombination cannot increase ∆δ beyond the
point that could be reached without reversed recombination under different operating condi‑
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tions. The reversed recombination effect is a result of the incomplete oxidation of redoxmaterial
in the oxidation reactor, as explained in more detail in Chapter 4.1.1. Thus, in a system without
recombination, a similar∆δ value could be achieved by a higher degree of oxidation, i.e. δox close
to 0, which can be accomplished via a low oxidation temperature or a large surplus of oxidant
(H2O or CO2). However, reversed recombination adds a degree of freedom to the process opti‑
misation as high ∆δ can be achieved even if the oxidation is not ideal. This for example allows
higher oxidation temperatures, reducing the temperature swing and thus the energy demand
associated with sensible heating of the redox material.



6. Conclusion and Outlook

The undesirable crossover of O2 in solid‑solid HEs for two‑step thermochemical redox cycles,
referred to as recombination was studied both theoretically and experimentally. The potential
extent of recombinationwas investigated using a Python 3 [148, 149]model. Thismodel is based
on the assumption that the reduction and oxidation of the redox material inside the HE are fast
compared to the heat transfer and thus chemical equilibrium between leaving streams and gas
phase was assumed. A second law analysis was performed on simulation results. Experiments
were conducted in a dedicated test rig to assess the kinetics of oxidation of ceria under con‑
ditions representative for a solid‑solid HE for solar thermochemical redox cycles. It was also
investigated whether addition of an inert gas into the HE can decelerate the re‑oxidation of the
redox material. The aforementioned Python model was then extended by a simple kinetic ap‑
proach describing the oxygen crossover. To this end, given constant reaction rateswere assumed
for the oxidation, and literature values [41] were used to estimate the residence time needed to
achieve a givenheat recovery ratio. Based on the experimental results, realistic reaction rates are
discussed and the model yields the according effect on the ef iciency. Lastly, one‑dimensional
transient heat transport wasmodelled in Python 3 [148, 149] to investigate a simple indirect HE
design, which utilises heat storage units.

The equilibrium‑model reveals the correlation between heat recovery and recombination that
was hypothesised in the introduction. At higher heat recovery ratios ϵ, higher fractions of re‑
combination frecomb are found. At moderate degrees of heat recovery, a reversed recombination
effect is predicted. The hot redox material coming from the reduction reactor is further reduced
in the HE, while the cold oxidised material is further oxidised. This effect is due to the O2 par‑
tial pressure in the HE, which affects the redox state opposite way compared to the temperature
change. At low ϵ, the effect of the O2 partial pressure outweighs that of the temperature change.
Reversed recombination adds a degree of freedomwith respect to process optimisation as large
changes of the oxygen non‑stoichiometry∆δ can be reached even if the oxidation takes place at
comparatively high temperatures and/or low amounts of excess reactant. It is however not pos‑
sible to reach higher∆δ‑values than in a system without reversed recombination, in which the
oxidation is optimised. At large degrees of heat recovery, recombination results in an oxidation
of the reduced redox material in the HE. At a certain point, the ef iciency improvements due to
heat recovery are fully compensated by the ef iciency penalty caused by recombination. For a
system without losses to the ambience, this point is reached at ϵ = frecomb = 0.5. If heat losses
are considered, this point is already reached at lower ϵ. At even higher heat recovery ratios,
the system is less ef icient than a reference case without heat recuperation. H2O‑splitting and
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CO2‑splitting show similar trends. At elevated oxidation temperatures, CO2‑splitting might have
ef iciency bene its over H2O‑splitting, due to the thermodynamics of the respective thermolysis
reactions. This effect is however largely compensated by (reversed) recombination. If HE and
reduction reactor are not separated by a pressure lock, O2 released from the redoxmaterial dur‑
ing the reduction is taken up by the samematerial as it cools down in the HE, which ampli ies the
recombination effect. In such an arrangement, recombination always outweighs the bene its of
heat recuperation. For most points of operation, the simulation results obey the second law of
thermodynamics. For a HE that is isolated from both reactors, the second law is only found to be
violated for very low values of ϵ. If HE and reduction reactor share a common atmosphere, the
second law analysis states that the process is only feasible at low oxidation temperatures, e.g.
873K instead of the default value of 1073K.

Experiments con irm the hypothesis that addition of an inert gas like N2 to the atmosphere in
the HE is a suitable measure to decelerate the recombination. Uptake of O2 by the ceria sample
was found to be signi icantly slower for experiments conducted in a N2 atmosphere. After ad‑
dition of O2 the time until the pressure has dropped to a certain value, due to oxidation of the
sample can be used as a metric for the oxidation rate. It takes approximately 4.5, 5.7 and 10.2
times longer until the amount of added O2, expressed as ∆pO2 , drops from originally 164 Pa to
25 Pa, 50 Pa and 100Pa, respectively, if 520 Pa of N2 are added to the atmosphere, compared
to an experiment without addition of N2. This demonstrates the effectiveness of inert gas to
counteract re‑oxidation in a HE. This is especially true when the low amounts of added N2 are
considered. In a real system much higher pN2 are possible. The system could for example be
operated at atmospheric pressure. In this case, the inert gas could also help to prevent O2 from
the reduction reactor and H2 and H2O or CO and CO2 from the oxidation reactor from entering
the HE. Furthermore, the experiments show that with respect to the oxidation kinetics, particles
and RPCs behave similarly, despite a signi icantly larger BET surface area of the RPCs compared
to the particles. The oxidation rates do not obey an equation that describes the kinetics of the
oxidation reaction. Together with the impact that N2 has on the kinetics and the fact that both
sample types behave similarly, this inding indicates that the rate limitingmechanism is themass
transport in the gas phase. This in turn supports the hypothesis that an inert gas acts as a mass
transport resistor for O2. Due to the lack of reliable measurement of the gas temperature, the
non‑stoichiometry had to be estimated assuming a constant temperature over the course of an
oxidation step. The trend of both∆δ and calculated gas temperatures and comparisonwith their
respective theoretical minima and/or maxima indicate that this assumption yields plausible re‑
sults. SEM, EDX and XRD suggest that the ceria samples do not undergo any phase change or
change in composition and structure.

Parameter variation of oxidation rates using the kinetic model yields signi icant ef iciency im‑
provements, if oxidation rates are suf iciently low. Given the results of the experimental cam‑
paign, it seems possible to increase the system ef iciency by a factor of 1.5 to 2 with a HE. This
is especially the case as the model indicates very low O2 partial pressures, which is an argument
for a slow oxidation. In addition, the aforementioned option to increase the N2 content further
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supports the theory that signi icant ef iciency improvements can be made.
Simulations of a simple indirect heat recuperation approach via a heat storage unit were con‑

ducted with different material properties for the heat storage medium. Thermal conductivity,
density and speci ic heat capacity of concrete and an insulation material were chosen, while the
emissivitywas varied between 0.2 and 0.8 to study a representative range ofmaterial properties.
For an emissivity of 0.5, heat recovery ratios of up to 0.274 for material properties of concrete
and 0.225 for material properties of the insulation material are found. Higher heat recovery
ratios seem possible if a more suitable material is identi ied. Especially, increasing the emissiv‑
ity and combining a suitable heat storage mediumwith a good insulator appear to be promising
approaches to enhance the performance of this concept. Based on the investigations on recombi‑
nation, the simple indirect HEmight be outperformed by direct countercurrent HEs, despite the
ability of the indirect concept to avoid recombination. The simple indirect approach is however
likely easier to implement, which is important as realisation of complex systems at the relevant
high temperatures is challenging.

The presented results are indicative for the objectives of potential future studies. Experiments
on the recombination, which use two redox material samples, one representing the hot stream
and the other representing the cold stream in a HE could reproduce the behaviour of a real HE
more closely. Such a setup could also be used to study reversed recombination. Furthermore,
it would be of particular interest to investigate recombination at higher pN2 with such a setup.
The existing setup could be improved by a more accurate determination of the gas temperature
and consequently the oxygen non‑stoichiometry. Here, a more sophisticated model to calculate
the average gas temperature from themeasured temperatures in the reaction tube seems to be a
promising approach. A spatially resolvedmodel of recombination in a countercurrent HEwould
further deepen the understanding of the phenomenon and its effect on a real system. A second
law analysis of such a model would be able to assess the feasibility of results for all points inside
the HE and would thus contribute to a realistic estimation of the recombination effect. Finally,
a prototype of a direct counter current heat exchanger without separation of the two material
streams is desirable to demonstrate the usefulness of this heat recuperation approach.



Appendix

A. Experimental Raw Data

Figure A.1.: Pressure and temperature curves for experiment with particle bed 1,∆pO2 ≈ 46Pa
and∆pN2 = 0 (see table 3.2 for details).
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Figure A.2.: Pressure and temperature curves for experiment with particle bed 1,∆pO2 ≈ 162Pa
and∆pN2 = 0 (see table 3.2 for details).

Figure A.3.: Pressure and temperature curves for experiment with particle bed 1,∆pO2 ≈ 245Pa
and∆pN2 = 0 (see table 3.2 for details).
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Figure A.4.: Pressure and temperature curves for experiment with particle bed 1,∆pO2 ≈ 162Pa
and∆pN2 = 0 (see table 3.2 for details).

Figure A.5.: Pressure and temperature curves for experiment with particle bed 1,∆pO2 ≈ 167Pa
and∆pN2 ≈ 524Pa (see table 3.2 for details).
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Figure A.6.: Pressure and temperature curves for experiment with particle bed 1,∆pO2 ≈ 162Pa
and ∆pN2 = 0 (see table 3.2 for details). Data set corresponds to the experiment
shown in Figure 4.21.

Figure A.7.: Pressure and temperature curves for experiment with RPCs, ∆pO2 ≈ 164Pa and
∆pN2 = 0 (see table 3.2 for details).
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Figure A.8.: Pressure and temperature curves for experiment with RPCs, ∆pO2 ≈ 164Pa and
∆pN2 = 0 (see table 3.2 for details).

Figure A.9.: Pressure and temperature curves for experiment with RPCs, ∆pO2 ≈ 168Pa and
∆pN2 ≈ 520Pa (see table 3.2 for details).



A. Experimental Raw Data 139

Figure A.10.: Pressure and temperature curves for experiment with particle bed 2, ∆pO2 ≈
160Pa and∆pN2 = 0 (see table 3.2 for details).

Figure A.11.: Pressure and temperature curves for experimentwith particle bed 3,∆pO2 ≈ 43Pa
and∆pN2 = 0 (see table 3.2 for details).
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Figure A.12.: Pressure and temperature curves for experiment with particle bed 3, ∆pO2 ≈
166Pa and∆pN2 ≈ 270Pa (see table 3.2 for details).
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B. Removal of Organic Components in Test Rig

As mentioned in Chapter 3.2.1, an unexpected pressure increase during test runs was observed.
The evacuated test rig without a reactive sample was heated. The heating of the gas causes an
expected pressure increase. At TB0 ≈ 1500K however the pressure increases more steeply than
before. Pressure and temperature are depicted in Figure B.1. This behaviour might have been

Figure B.1.: Pressure and temperature curves before and after treatment to remove possible or‑
ganic components and after execution of all experiments. A vertical line highlights
the point at which TB0 = 1500K. The time scale of each run is shifted so that
TB0 = 1500K is reached at the same time.

causedby combustion or decomposition of an organic binder in the aluminiumsilicate ibremats
used to hold the thermocouples in place. Therefore the treatment described in Chapter 3.2.1 to
remove organic components from the test rig was performed. After this treatment, the pressure
increases less steeply after reaching TB0 ≈ 1500K. A reference run after performing all exper‑
iments shows a similar pressure increase as before the above treatment, but to a lesser extent.
This is also depicted in Figure B.1. Prior to this reference run, the test rig was opened to remove
the sample, allowing ambient air to enter the test rig. Humidity and/or other contaminants that
have entered the test rig in this way could have accumulated in micro‑cavities and adsorbed or
absorbed onto thematerials of the test rig. At higher temperatures these contaminants could en‑
ter the gas phase, which would explain the increase in pressure. The original pressure increase
during the initial test runsmight havebeen causedbyboth effects: decomposition or combustion
of organic components and contaminants from air, entering the gas phase. The results suggest
that the aforementioned treatment removed both organic components and other contaminants.
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C. Test Rig Volume

Table C.1.: Measurement of test rig volume.
Measurement Compartment Volume Average

1 buffer + furnace 2.28 L
2.32 L2 buffer + furnace 2.28 L

3 buffer + furnace 2.37 L
4 buffer + furnace 2.33 L
5 buffer 1.79 L

1.78 L6 buffer 1.80 L
7 buffer 1.79 L
8 buffer 1.73 L

Difference furnace ‑ 0.538 L

D. Derivation of Initial Values for Test Rig Model

The initial value T init
1 in chapter 3.2.8 is determined using an approximated value for the amount

of oxygen that is moved from the buffer volume to the furnace∆ninit. This is calculated using the
assumption that the temperature in the furnace stays constant despite the fact that a cold gas
stream enters, hence

ninit
F,1 =

pinit1 VF
R T 0

. (D.1)

With that
∆ninit

01 =
pinit1 VF
R T 0

− nF,0 (D.2)

follows. Since, the pressure is equalized between buffer volume and furnace after opening the
connecting valve, pBV,1 = p1 holds, so that the ideal gas law for the buffer volume at state 1 reads

ninit
1,BV =

pinit1 VBV
R TBV

. (D.3)

The amount of oxygen leaving the buffer volume equals the amount entering the furnace, so that

∆ninit
01 = ninit

F,1 − nF,0 = n0,BV − ninit
1,BV. (D.4)

Equation D.3 can be rearranged and ninit
1,BV can be substituted using Equation D.4, which yields

pinit1 =
(n0,BV −∆ninit

01 )R TBV
VBV

(D.5)
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This expression can be substituted into Equation D.2, resulting in

∆ninit
01 =

VF TBV
VBV T 0

· (n0,BV −∆ninit
01 )− nF,0, (D.6)

which can be ultimately rearranged to

∆ninit
01 =

(
nBV,0

VF TBV
VBV T 0

− nF,0

)
·
(
1 +

VF TBV
VBV T 0

)−1

. (D.7)

E. Ceria Samples

As shown in Figure E.1, particles form clusters, presumably due to sintering. However, these for‑
mations are very loose and disassemble, when touched or removed from the crucible. Sintering
between particles is therefore believed to play a minor role.

Figure E.1.: Particles in crucible after experiments.

All samples were weighed before and after experiments. Results are given in Table E.1. No
signi icant difference of sample mass before and after experiments was found. This indicates
that during assembly, experiments and removal, breakage of RPCs and particles dropping out of
the crucible is negligible.

Table E.1.: Sample weights.

Sample Mass before
experiments

Mass after
experiments

rel. mass
difference

Particle bed 1 5.0238 g 4.9890 g 0.69%
Particle bed 2 5.0225 g 5.0173 g 0.10%
Particle bed 3 5.0222 g 5.0179 g 0.086%
RPCs 5.0221 g 4.9080 g 2.3%

Determining the position of the samples using an endoscope revealed that the samples did
not move during the experiments. Pictures taken with the camera of the endoscope are shown
in Figure E.2.
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Figure E.2.: Samples in the reaction tube. (a) particle bed in crucible, (b) RPCswrapped in Pt‑foil,
(c) thermocouple and insulation material.

F. Scanning Electron Microscope Images of Particles

Figure F.1.: Scanning electron microscope image of ceria particle as before experiments. 200‑
fold magni ied. Corresponds to the particle shown in Figure 4.25(c).
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Figure F.2.: Scanning electron microscope image of ceria particle as before experiments. 2000‑
fold magni ied. Corresponds to the particle shown in Figure 4.25(d).

Figure F.3.: Scanning electron microscope image of ceria particle as before experiments. 10000‑
fold magni ied.
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Figure F.4.: Scanning electronmicroscope image of ceria particle after one experiment. 200‑fold
magni ied.

Figure F.5.: Scanning electron microscope image of ceria particle after one experiment. 2000‑
fold magni ied.
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Figure F.6.: Scanning electron microscope image of ceria particle after one experiment. 10000‑
fold magni ied.

Figure F.7.: Scanning electron microscope image of ceria particle after eight experiments. 200‑
fold magni ied.
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Figure F.8.: Scanning electron microscope image of ceria particle after eight experiments. 2000‑
fold magni ied.

Figure F.9.: Scanning electronmicroscope imageof ceria particle after eight experiments. 10000‑
fold magni ied.
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G. Energy-Dispersive X-Ray Spectroscopy of Particles

Figure G.1.: Particle surface before experiments with locations at which EDX spectra were
recorded.

Figure G.2.: EDX of spectrum 1 in Figure G.1. Sample: Particles as before experiments.
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Figure G.3.: EDX of spectrum 2 in Figure G.1. Sample: Particles as before experiments.

Figure G.4.: EDX of spectrum 3 in Figure G.1. Sample: Particles as before experiments.
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Figure G.5.: EDX of spectrum 4 in Figure G.1. Sample: Particles as before experiments.

Figure G.6.: EDX of spectrum 5 in Figure G.1. Sample: Particles as before experiments.
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Figure G.7.: EDX of spectrum 6 in Figure G.1. Sample: Particles as before experiments.

Figure G.8.: EDX of spectrum 7 in Figure G.1. Sample: Particles as before experiments.
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Figure G.9.: EDX of spectrum 8 in Figure G.1. Sample: Particles as before experiments.

Figure G.10.: EDX of spectrum 9 in Figure G.1. Sample: Particles as before experiments.
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Figure G.11.: Particle surface after one experiment with locations at which EDX spectra were
recorded.

Figure G.12.: EDX of spectrum 10 in Figure G.11. Sample: Particles after one experiment.
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Figure G.13.: EDX of spectrum 11 in Figure G.11. Sample: Particles after one experiment.

Figure G.14.: EDX of spectrum 12 in Figure G.11. Sample: Particles after one experiment.
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Figure G.15.: Particle surface after eight experiments with locations at which EDX spectra were
recorded.

Figure G.16.: EDX of spectrum 13 in Figure G.15. Sample: Particles after eight experiments.
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Figure G.17.: EDX of spectrum 14 in Figure G.15. Sample: Particles after eight experiments.

Figure G.18.: EDX of spectrum 15 in Figure G.15. Sample: Particles after eight experiments.
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Figure G.19.: EDX of spectrum 16 in Figure G.15. Sample: Particles after eight experiments.
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[110] Basam A. E. Ben‑Arfa, Stéphane Abanades, Isabel M. Miranda Salvado, José M. F. Ferreira,
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