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#### Abstract

Bodies with the nonspherical tensor of inertia (TOI) exhibit a variety of rotational motion patterns, including chaotic motion, stable periodic (quasi-periodic) rotation, unstable rotation around the direction close to the body's second principal axis, featuring a well-known tennis-racket (also known as Garriott-Dzhanibekov [1]) effect - series of seemingly spontaneous 180 degrees flips. These patterns are even more complex if the body's TOI is changing with time. Changing a body's TOI has been discussed recently as a tool to perform controllable Garriott-Dzhanibekov flips and similar maneuvers. In this work, the optimal control of the TOI of the body (spacecraft, or any other device that admits free rotation in three dimensions) is used as a means to perform desirable re-orientations of a body with respect to its angular velocity. Using the spherical TOI as the initial and final point of the maneuver, we optimize the parameters of the maneuver to achieve and stabilize the desired orientation of the body's principal axes with respect to spin angular velocity. It appears that such a procedure allows for finding arbitrarily complex maneuver trajectories of a spinning body. In particular, intermediate axis instability can be used to break the alignment of the body's principal axis and the axis of rotation. Such maneuvers do not require utilization of propellants and could be straightforwardly used for attitude control of a spin-stabilized spacecraft. The capabilities of such a method of angular maneuvering are demonstrated in numerical simulations.


## 1. Introduction

From antiquity, humankind possesses empirical knowledge of how to manipulate the dynamic rotational motion of a body or a mechanism by adjusting its mass distribution. Some impressive examples can be found in acrobatic sports - martial arts, figure skating, synchronized diving, etc. However, this large array of practical knowledge was collected in presence of gravity, complicating observation of threedimensional rotations of solid bodies due to insufficient available observation time. In more modern times, gyroscope frames and drop towers facilitated some systematic research on the topic. The beginning of the era of orbital spaceflights sparked a new wave of interest in these phenomena, however, direct "trial and error" research in space still remains too expensive for the implementation of exhaustive experimental programs on the topic.

It is worth noting that the fundamental equations of rigid body dynamics, suggesting different types of rotational motion control, were discussed rather early [2] - more than a century before the era of spaceflight, predictive numerical modeling of rigid body mechanics, and almost two decades before the emergence of the first gyroscope.

Subsequently, attitude control of a spinning body became an important challenge for aerospace technology. Up-to-date satellites, spacecraft, and other systems capable of performing major orientation maneuvering do so by introducing external torques, using small reactive thrust engines [3]. Such an angular positioning system can be used only a limited number of times, namely - until the propellant is fully consumed. Alternatively, the existing inertial systems (reaction wheels and similar devices) are capable to adjust or stabilize the attitude very precisely, given small drift angular velocities, but cannot be used to terminate the fast rotation of a spacecraft. These, as well as some less
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common systems (e.g. passive ones using the gradient of drag forces of the thin atmosphere, gravitational force gradient, yoyo de-spins, etc.), fall into two categories (see, e.g. [3], [4]):

- The ones using "external" moments $\mathbf{M}_{i}^{\text {ext }}$ of different nature. The conservation of angular momentum $\mathbf{L}=\mathbf{I} \dot{\omega}$ in this case can be written $\mathrm{as}^{1}$ :

$$
\begin{equation*}
\mathbf{I} \dot{\omega}=\sum_{i} \mathbf{M}_{i}^{e x t} \tag{1}
\end{equation*}
$$

- the ones redistributing the conserving angular momentum between the main body and its special rotating mechanical parts:

$$
\begin{equation*}
\mathbf{I} \dot{\boldsymbol{\omega}}=-\sum_{i} \mathbf{I}_{i} \dot{\boldsymbol{\omega}}_{i} \tag{2}
\end{equation*}
$$

Until recently, the third possibility has been largely neglected - altering magnitude and direction of the spin angular velocity by changing the TOI:
$\mathbf{I} \dot{\omega}=-\mathbf{I} \omega$
The fundamental difference with (2) is that the change of the TOI is achieved by symmetric redistribution of weights using forces that do not create internal moments, while the reaction wheels and other similar systems imply net rotation of the masses by nonzero internal moments.

The changes in the TOI can dramatically change the behavior of a spinning body. The presence of the deviatoric part of the TOI causes misalignment of the angular velocity and angular momentum of a spinning body, leading to chaotic motion [5], except the special cases of stable periodic rotations around major or minor principal axes (or quasiperiodic rotation/wobbling about the axes close to these principal axes). The rotation about the direction close to the intermediate principal axis causes the instability [6], leading to a well-known tennis-racket effect a series of quasi-periodic 180 degrees flips of the body orientation with respect to its spin angular velocity. Therefore, a controlled mass redistribution leading to the transformation of the major or minor principal axis into the intermediate one can be an efficient tool of orientation control.

This idea has been highlighted for the first time in [7,8], although the idea to use moving mass mechanisms for stabilization/de-tumbling emerged even earlier $[9,10]$. The method developed further, in particular, in the work [11] that suggested to use Garriott-Dzhanibekov flips for controllable re-orientation of a space sail.

This concept was revisited in 2017 by P. Trivailo et al. [12] who have demonstrated its feasibility in a numerical simulation. The same collective of authors have later developed and generalized it in [1]. They indicated a few different particular maneuvers that could be accomplished by altering a body's TOI. However, all the existing works dealt so far only with the particular cases of orientation control, i.e. switching between the pre-defined axes of possible stable rotation.

In this work, we demonstrate the straightforward way to achieve arbitrary angular re-orientations of a spinning body with respect to its rotation axis, by changing a body's TOI. The key idea is to have a spherical TOI at the initial and the final moment of the maneuver. This way both the initial and final states are characterized by stable periodic rotation. The desirable angular re-orientation is then achieved by optimization of the parameters of TOI's time evolution between the initial and the final state.

In the context of spacecraft attitude control and maneuvering, such a method has several attractive features. In contrast with the existing

[^1]systems, the system manipulating the spacecraft's TOI is capable in principle of guiding the body toward an arbitrarily selected orientation with respect to its axis of rotation by redistributing the energy between the chemical storage and the kinetic energy of the body's rotation. Such angular maneuvers are achieved without spending the mass of the propellant and with zero net energy losses, other than relatively small heat losses in electrical circuits and frictional mechanical contacts. Among other important features of such a method of maneuvering is the possibility to change the TOI by displacing the payload rather than dead weights, and the insensitivity of the maneuver structure to the absolute value of the spacecraft's angular momentum - see the in-depth discussion below.

To demonstrate the capabilities of this approach, we have developed a special simulation-guided optimization framework, based on the implementation of nonspherical particle dynamics within the open-source code MercuryDPM [13]. All the simulation codes presented here are freely available via MercuryDPM repository at https:// www.mercurydpm.org/.

The framework convincingly demonstrates the impressive capabilities of attitude correction by optimal control of the body's TOI. Necessary manipulations with the TOI do have a straightforward mechanical interpretation and can be implemented in a real spacecraft.

The paper is organized as follows. Section 2 provides the necessary theoretical background and discusses the methodology used; the details related to the numerical methods used are presented in the supplementary material. Section 3 discusses the results of numerical simulations, demonstrating the validity of our approach. Section 4 gives the larger picture of the fundamental value and possible applications of our findings.

## 2. Methods

In this section we will consider the major components of the suggested methodology of optimal control of angular orientation of a spinning body. Finer technical details are discussed in the Supplementary information.

Maneuvering by changing the TOI - general considerations Unlike the total mass of an isolated mass distribution (body or mechanism), its TOI can in principle be changed by altering its geometry. Hereafter we will still use the term "rigid" for the motion of the body that changes its TOI, although the use of such a terminology becomes ambiguous.

By "change" of the TOI here and below we will understand the change in its principal components. It is important to note, however, that simple geometric considerations show that principal components of inertia can not be changed independently. For example, scaling the mass distribution along the principal direction 1 affects both $I_{2}$ and $I_{3}$. It, therefore, makes sense to choose the control parameters as mass distribution scaling factors $q_{i}(t)$ :
$I_{1}=\frac{I_{0}}{2}\left(q_{2}(t)^{2}+q_{3}(t)^{2}\right)$,
$I_{2}=\frac{I_{0}}{2}\left(q_{1}(t)^{2}+q_{3}(t)^{2}\right)$,
$I_{3}=\frac{I_{0}}{2}\left(q_{1}(t)^{2}+q_{2}(t)^{2}\right)$.
It is also easy to see that without loss of generality we can accept $q_{3}(t)=1$, as it would only contribute to a scaling multiplier of the angular velocity (see, e.g. [14]). The scaling of the principal components of the TOI and their time derivatives is then given as:
$I_{1}=\frac{I_{0}}{2}\left(1+q_{2}(t)^{2}\right), \dot{I}_{1}=I_{0} q_{2}(t) \dot{q}_{2}(t)$
$I_{2}=\frac{I_{0}}{2}\left(1+q_{1}(t)^{2}\right), \dot{I}_{2}=I_{0} q_{1}(t) \dot{q}_{1}(t)$
$I_{3}=\frac{I_{0}}{2}\left(q_{1}(t)^{2}+q_{2}(t)^{2}\right), \dot{I}_{3}=I_{0}\left(q_{1}(t) \dot{q}_{1}(t)+q_{2}(t) \dot{q}_{2}(t)\right)$
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Fig. 1. A) Geometric interpretation of control parameters $q_{1}(t), q_{2}(t)$. For the system on the image, $I_{0}=4 m l_{0}^{2}$. (B) The schematics of an arbitrary angular maneuver.

Here $q_{1}(t)$ and $q_{2}(t)$ are independent control parameters that can be manipulated within a certain range between $q_{\min }<1$ and $q_{\max }>1$, to achieve the desirable maneuvering; $I_{0}$ is the baseline spherical TOI. Note that in case when $q_{1}(t)=1, q_{2}(t)=1$, the TOI is spherical. Fig. 1 (A) offers a simple mechanical interpretation of the coefficients $q_{1}(t)$ and $q_{2}(t)$, highlighting one possible way of technical implementation (alternative ways are discussed in Section 4).

It is easy to see that certain changes in the TOI of a rotating body can be achieved with zero work of centrifugal forces. For example, the body rotating precisely around its principal axis can be arbitrarily transformed (stretched, split, etc.) along this principal axis, as long as the mass distributions around the other two axes remain the same. The other changes may be associated with positive/negative work done to move masses in the field of centrifugal forces.

Simple physical considerations lead us to the conclusion that $q_{1}(t)$ and $q_{2}(t)$ should be twice differentiable functions with bounded second derivatives, which ensures that the transformation of the TOI can be done using finite forces/power. For illustration, consider the case when the device depicted in Fig. 1 (A) rotates around $n_{3}$ with the angular velocity $\omega_{0}$. Then the total force $F_{i}$, acting on the mass moving along $n_{i}$ ( $i=1,2$ ) toward the center of mass, and instantaneous power developed by this force $W_{i}$ are given by:

$$
\begin{equation*}
F_{i}=m l_{0}\left(\frac{d^{2} q_{i}}{d t^{2}}+\omega_{0}^{2} q_{i}\right) \tag{6}
\end{equation*}
$$

$W_{i}=m l_{0}^{2} \frac{d q_{i}}{d t}\left(\frac{d^{2} q_{i}}{d t^{2}}+\omega_{0}^{2} q_{i}\right)$
These functions can be seen as the upper bounds defining the necessary capacity of the electromechanical system altering the TOI.

Below we choose the profiles $q_{1}(t), q_{2}(t)$ to be the cubic splines connecting equispaced reference values (see Section 3).

The usual convention in rigid body mechanics is the numbering of TOI's principal components $I_{1}, I_{2}, I_{3}$ in the order of their decrease. In the case of changing principal components, this convention is not useful. In this work indices $1,2,3$ do not imply order, rather, the minor, major, and intermediate axes are explicitly identified if necessary. Also, in the case when at least one of the control parameters $q_{i}$ is equal to 1 , the principal directions are not uniquely defined. For example, if $q_{1}(t)=1, q_{2}(t)=1$, any axis of rotation is the body's principal axis. In our text we'll use the term "principal axis" only for the directions that remain principal directions of the body for any values of $q_{1}(t), q_{2}(t)$.

As mentioned above, the choice of limits for $q_{1}(t)$ and $q_{2}(t)$ ensures that the spherical TOI is available. It is therefore possible to stabilize the motion around a fixed axis by making the TOI spherical. This dictates the scheme of the maneuver, depicted in Fig. 1 (B). Here and below we will define the "orientation" $(\theta, \phi)$ as the two angles determining the direction of angular velocity $\omega$ in the own spherical coordinate system of the body (defined such that $\mathbf{n}_{1}$ corresponds to ( $\left.\pi / 2,0\right), \mathbf{n}_{2}-(\pi / 2, \pi / 2$, ), $\mathbf{n}_{3}=\mathbf{n}_{1} \times \mathbf{n}_{2}$ ). It is worth noting here that the orientation defined in this way can be interpreted as the angles of "latitude" and "rotation" of a camera, directed along $n_{3}$, while the "azimuth" of a camera is given by $\omega_{0} t+C$ (see Fig. 6 (A) and the corresponding discussion below). The
maneuver starts at a certain state with the spherical TOI $I_{0}$, angular velocity $\omega_{0}$, and the orientation ( $\theta_{\text {beg }}, \phi_{\text {beg }}$ ). In case the initial angular velocity is not aligned with one of the principal axes, the changes in the TOI initiate complex aperiodic motion. The sequence of changes ends with the state with a spherical TOI $I_{0}$ again, characterized by the angular velocity $\omega_{\text {end }}$, orientation $\left(\theta_{\text {end }}, \phi_{\text {end }}\right)$. The conservation of angular momentum ensures that $\omega_{\text {end }}=\omega_{0}$ (during the maneuver, however, the angular velocity varies). The sequence of TOI changes is found by the optimization procedure that ensures the desired $\left(\theta_{\text {end }}, \phi_{\text {end }}\right)$. The optimization technique is described below.

It is important to note that if the body rotates precisely around one of its principal axes, the changes $q_{i}(t)$ can not perturb the periodic motion. In such a case, the principal axis, aligned with the angular velocity, can be transformed into an intermediate axis, which causes instability (see, e.g. [15]), and rapid development of the misalignment. Therefore, the described system of maneuvering practically does not have the deadlock states.

The rigorous justification of the existence and uniqueness (nonuniqueness) of the sought maneuver trajectory remains beyond the scope of this work. However, our numerical results demonstrate that the optimization algorithm, given proper maneuver parameters search space, always finds the maneuver leading precisely to the desired state, even for transitions between the states with close alignment of the axis of rotation with the principal axes.

Rotational motion of a body that changes its TOI Based on the considerations above, we accept the following assumptions on the rotational motion of the body changing its TOI:

- We consider $C^{2}$-continuous evolution of TOI's principal values, given by (5).
- The TOI and its first time derivative are prescribed precisely in the local (rotating) coordinate system at every moment.

The equations of motion are obtained straightforwardly by a generalization of the standard derivation of Euler's equations of rigid body rotation. These equations are obtained from the condition of conservation of angular momentum in the absence of external moments:
$\dot{\mathbf{L}}=0$
Expansion of the time derivative in (7) leads to the following equation for the rotational motion of a body changing its TOI in the local (rotating) frame, co-oriented with the principal axes of the body:
$\dot{\mathbf{I}}^{l}(t) \boldsymbol{\omega}^{l}(t)+\mathbf{I}^{l}(t) \dot{\boldsymbol{\omega}}^{l}(t)+\omega^{l}(t) \times \mathbf{I}^{l}(t) \boldsymbol{\omega}^{l}(t)=0$
Here $\mathbf{I}^{l}(t), \dot{\mathbf{I}}^{l}(t), \omega^{l}(t)$, and $\dot{\omega}^{l}(t)$ are the TOI, its time derivative, angular velocity and its time derivative in the local frame. The derivation of this equation, its coordinate form in the inertial frame, and the employed algorithm of its numerical solution are discussed in the Supplementary Information.

Dimensionless system of units It is natural to introduce the dimensionless quantities characterizing the maneuver. The following system of units is utilized below. Moments of inertia are measured in $I_{0}=4 m l_{0}^{2}$, and angular velocities in $\omega_{0}$. This naturally introduces units of time $\left(t_{0}=2 \pi / \omega_{0}\right)$, space ( $l_{0}$ ) angular momentum ( $I_{0} \omega_{0}$ ) and energy ( $I_{0} \omega_{0}^{2} / 2$ ). The remaining quantities characterizing the system ( $N, q_{1}, q_{2}$ ) are dimensionless. The time derivatives $\dot{q}_{i}, \ddot{q}_{i}$ used below are taken with respect to dimensionless time $t / t_{0}$. The dimensionless duration of the maneuver $T=\left(t_{\text {end }}-t_{\text {beg }}\right) / t_{0}$, number of reference points $N$ and the span $\left[q_{\text {min }}, q_{\text {max }}\right]$ define the parameter space where the optimal maneuver is sought.

Simulation-guided optimization procedure The procedure to perform an optimization-based search for the control parameters providing the desired maneuver is similar to the one recently suggested by the author and his colleagues in the work [16]. We seek to find the control parameters $q_{1}(t), q_{2}(t)$, providing the maneuver highlighted in Fig. 1 (B).

To guide the body toward the desired final orientation $(\theta, \phi)$, we use the following definition of the functional:

$$
\begin{align*}
\mathcal{L}\left(\theta, \phi, \theta_{\text {goal }}, \phi_{\text {goal }}\right)= & \arccos \left(\mathbf{p}(\theta, \phi) \mathbf{p}_{\text {goal }}\left(\theta_{\text {goal }}, \phi_{\text {goal }}\right)\right), \\
\mathbf{p}(\theta, \phi)= & \left(\begin{array}{c}
\sin \theta \cos \phi \\
\sin \theta \sin \phi \\
\cos \theta
\end{array}\right)  \tag{9}\\
\mathbf{p}_{\text {goal }}\left(\theta_{\text {goal }}, \phi_{\text {goal }}\right)= & \left(\begin{array}{c}
\sin \theta_{\text {goal }} \cos \phi_{\text {goal }} \\
\sin \theta_{\text {goal }} \sin \phi_{\text {goal }} \\
\cos \theta_{\text {goal }}
\end{array}\right) .
\end{align*}
$$

i.e., we seek to minimize the angle between the current and the desired orientation. Such functional definition does not penalize for the duration of the maneuver, complexity, or rate of change of the TOI, therefore, these parameters should be prescribed to ensure the feasibility of the maneuver. This definition also does not penalize for the energy one needs to "borrow" to accomplish the maneuver and the number of control reference points used. This functional is strictly zero once the body's final orientation $(\theta, \phi)$ precisely matches the goal orientation $\left(\theta_{\text {goal }}, \phi_{\text {goal }}\right)$.

The time evolution of coefficients $q_{1}(t), q_{2}(t)$ is given by the cubic splines (implemented in [17]). The initial and final nodal values $q_{i}\left(t_{\text {beg }}\right)$, $q_{i}\left(t_{\text {end }}\right)$ are fixed to 1 (spherical TOI), initial and final time derivatives $\dot{q}_{i}\left(t_{\text {beg }}\right), \dot{q}_{i}\left(t_{\text {end }}\right)$ are fixed to zero ("clamped" boundary conditions). The remaining $2 N$ equispaced nodal values $q=\left(q_{1}^{1} . . q_{1}^{N}, q_{2}^{1} . . q_{2}^{N}\right)$ are varied in an unbounded and unconstrained multidimensional optimization procedure. The optimizer seeks for a vector of unknowns $\mathbf{X}: X_{i} \in \mathcal{R}$, which are mapped to $\mathbf{q}: q_{i} \in\left[q_{\min }, q_{\max }\right]$ in the following way:
$\mathbf{q}(\mathbf{X})=\frac{q_{\max }+q_{\min }}{2}-\frac{q_{\max }-q_{\min }}{2} \cos \mathbf{X}$
The Powell optimization algorithm [18], as implemented in [17] is employed to vary the control parameters evolution. The maneuver duration $T$, the number of reference values $N$ and the range $\left[q_{\min }, q_{\max }\right.$ ] are chosen empirically outside of the optimization cycle.

## 3. Results

As a brief illustration of the suggested approach, let us consider the optimization of TOI control parameters to perform arbitrary angular re-orientations of a spinning body.

The dimensionless system of units described above is used. In all the maneuvers considered below, the control parameters are varied between 0.5 and 1.5 , leading to the ranges for principal moments of inertia:
$I_{1} \in(0.625,1.625), I_{2} \in(0.625,1.625), I_{3} \in(0.25,2.25)$.
The kinetic energy can therefore vary in the range $E \in(0.222,2.0)$, while the angular momentum is constant and equal to 1 .

Table 1
Reference orientations, given in terms of angles $(\theta, \phi)$ and unit direction vectors $\mathbf{p}\left(\Delta=10^{-3}\right)$.

| Point | $\theta$ | $\phi$ | $\mathbf{p}$ |
| :--- | :--- | :--- | :--- |
| 1 | $\pi / 2$ | $\pi / 4$ | $2^{-1 / 2}(1,1,0)$ |
| 2 | $\pi / 4$ | $\pi / 2$ | $2^{-1 / 2}(0,1,1)$ |
| 3 | $\pi / 4$ | 0 | $2^{-1 / 2}(1,0,1)$ |
| 4 | $\arccos \left(3^{-1 / 2}\right)$ | $\pi / 4$ | $3^{-1 / 2}(1,1,1)$ |
| 5 | $\Delta$ | 0 | $(\sin \Delta, 0, \cos \Delta)$ |
| 6 | $\pi / 2$ | 0 | $(1,0,0)$ |
| 7 | $\pi / 2$ | $\pi / 2$ | $(0,1,0)$ |
| 8 | $\pi$ | 0 | $(0,0,-1)$ |

Every maneuver is the transition between the orientation $i:\left(\theta_{i}, \phi_{i}\right)$ and orientation $j:\left(\theta_{j}, \phi_{j}\right)$. As was discussed above, the initial and final points of the maneuver are characterized by unit spherical TOI, while during the maneuver TOI varies. Initial and final orientations can be visualized as points on a unit sphere - see Fig. 2. Table 1 gives the set of points that were chosen to demonstrate the capabilities of the method.

Table 2 summarizes the list of maneuvers considered in this section. The first column gives the maneuver number. The second column gives the maneuver path in terms of reference orientations specified in Table 1. The third column details whether the maneuver is the result of optimization ("O") or a run with the prescribed control parameters ("P"). The fourth column gives the number of control reference points $N$ (the number of optimization parameters is $2 N$ ). The fifth column gives the dimensionless duration of the maneuver $T$. The sixth column gives the value of the goal functional after convergence of the optimization procedure. The seventh column lists the number of functional evaluations during the optimization procedure (the number of simulation framework runs). The eighth column gives the wall time of the simulation/series of the simulations performed on a single core of CPU Intel Core i9 ( 6 GHz ). The last column gives the link to the video of the maneuver (if available).

Maneuvers 1-4 illustrate the transitions between orientations that are not aligned with the principal axes of inertia.

Maneuver 5 is the single controlled Garriott-Dzhanibekov flip, performed without parameter optimization - see below.

Maneuvers 6-9 are transitions between the orientations close to the principal axes.

Fig. 3 gives the evolution of control parameters, principal moments of inertia and rotational kinetic energy during the maneuvers 1-4. All of these maneuvers were easily achievable with $T=16$ (time corresponding to 16 periods of rotation for $q_{1}=q_{2}=1$ ) and just one reference point $(N=1)$. Another important observation is that the kinetic energy of the initial and final state matches precisely (the error does not exceed $10^{-4}$ ), meaning that the total work of the internal forces to accomplish the maneuver is always zero.

Fig. 4 details the evolution of control parameters, principal moments of inertia and rotational kinetic energy for the maneuvers 6-9, whose start and/or end orientations are in close vicinity of the principal axes. For these maneuvers, the algorithm also performed beyond expectations. One can not start the maneuver if the rotation is perfectly aligned with the principal axis - any changes of $q_{1}, q_{2}$ will not induce misalignment. However, for the initial offset from the principal axis $\Delta=10^{-3} \pi$ rad (point 5 in Table 1), it achieves the goal orientation with reasonably good precision (Table 2). It is worth noting that the slow development of misalignment and convergence to the orientation close to a principal axis lead to longer/more complex maneuvers - we had to increase the number of reference points to 5 and increase the dimensionless duration of the maneuvers five times compared to maneuvers 1-4.

One interesting particular case is the controlled Garriott-Dzhanibekov flip - starting from the rotation around the third principal axis and spherical TOI, we transform the axis of rotation into an intermediate axis, by setting

 extended description of the maneuvers studied.

Table 2
Benchmark maneuvers and their parameters.

| Maneuver | Path | $\mathrm{O} / \mathrm{P}$ | $N$ | $T$ | $\mathcal{L}\left(\theta_{\text {end }}, \phi_{\text {end }}\right)$ | $N_{\text {fev }}$ | $T_{\text {comp }}$ | Video |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | $1-2$ | O | 1 | 16 | 0 | 434 | $26: 02$ | $[19]$ |
| 2 | $2-3$ | O | 1 | 16 | 0 | 322 | $19: 19$ | $[20]$ |
| 3 | $3-1$ | O | 1 | 16 | 0 | 392 | $23: 31$ | $[21]$ |
| 4 | $1-4$ | O | 1 | 16 | 0 | 771 | $46: 15$ | $[22]$ |
| 5 | $5-8$ | P | - | 7.2 | $3.340 \times 10^{-3}$ | 1 | $00: 02$ | $[23]$ |
| 6 | $5-8$ | O | 5 | 80 | $5.227 \times 10^{-4}$ | 685 | $2: 51: 15$ |  |
| 7 | $5-6$ | O | 5 | 80 | $3.769 \times 10^{-2}$ | 2197 | $9: 09: 15$ |  |
| 8 | $5-7$ | O | 5 | 80 | $9.661 \times 10^{-3}$ | 4312 | $17: 58: 00$ |  |
| 9 | $4-5$ | O | 5 | 80 | $6.864 \times 10^{-3}$ | 2510 | $10: 27: 30$ |  |

$q_{1}^{2}=a$,
$q_{2}^{2}=2-q_{1}^{2}$.
Once the first $\pi$ rad flip is completed, we set $q_{1}=1, q_{2}=1$ again and stabilize the rotation. Both changes occur at the moment of alignment of rotation with the third principal axis, and therefore do not cost energy and do not induce misalignment. Our numerical experiment (maneuver 5 in Table 2) demonstrates that the idea of such a maneuver is working [23]. The weak point of such an approach is that in this particular case the changes in the TOI should be instantaneous (or at least sufficiently fast) which, in a light of eq. (7), seems impractical for the applications. The optimization routine addressing the same task (maneuver 6) also resorts to the development of tennis-racket instability, but does it in the relaxed form, with a more complex program of changes of TOI. The optimization problem is, however, ill-posed in this case - the final set of control parameters strongly depends on a small initial misalignment of the rotation axis with the body's principal axis. The same applies for all other maneuvers starting from the angular velocity close to one of the body's principal axes of inertia. Therefore, it seems reasonable to perform such maneuvers in two steps: in the first step, a certain misalignment is produced by the development of tennis racket instability, resulting in the rotation $\left(\left(\theta_{c}, \phi_{c}\right)\right)$. In the second step, the transition $\left(\theta_{c}, \phi_{c}\right) \rightarrow\left(\theta_{\text {goal }}, \phi_{\text {goal }}\right)$ is achieved by solving a proper (well-posed) optimization problem. The advantage of such an approach is that the first step should not precisely define intermediate orientation $\left(\theta_{c}, \phi_{c}\right)$, it is only important to achieve a certain rotation axis, significantly misaligned with the body's principal axes.

Our numerical experiments indicate that achieving the goal orientation co-oriented with one of the principal axes is rather challenging. Fig. 5 (A,B) illustrates the rates of convergence of optimization algorithms for maneuvers 1-4 and maneuvers 6-9. Note that the oscillations of the functional with iteration number is the specific feature of Powell's optimization algorithm, which finds the local minima by bidirectional search in a parameter space along certain directions that are explored
sequentially. - see [18] for details. One can see that in the latter case, the convergence to a local minimum is much slower, and the final values are far from zero. Still, these maneuvers converged with reasonably good precision (see Table 2).

Therefore, it is clear that the described approach to angular maneuvering is rather stable and allows to achieve any re-orientation of the spinning body with respect to its angular velocity. Initial alignment of the angular velocity of rotation with the principal axis slows down the maneuver, but can not become a deadlock, since tennis racket instability rapidly develops even from initially tiny misalignment.

Fig. 5 (C) illustrates the quality of angular momentum conservation in our simulations. It can be seen that the quantity that should be precisely constant, in fact, features some drift during numerical motion integration - on the order of $10^{-4}$ of its absolute value during the longest simulation time period. This can be considered as a sufficiently good quality of time integration, which means the trustworthiness of our simulations.

It is interesting to estimate the dynamic parameters of the described system of angular maneuvering, i.e. the maximum force necessary to move the masses that alter TOI, and the corresponding mechanical power. The dimensionless system of units introduced above leads to the units of force $F_{0}=2 m l_{0} \omega_{0}^{2}$ and power $W_{0}=\pi^{-1} m l_{0}^{2} \omega_{0}^{3}$. In these units the expressions (6) take the shape:
$F_{i}=\frac{1}{2}\left(\frac{\ddot{q}_{i}}{4 \pi^{2}}+q_{i}\right)$,
$W_{i}=\frac{\dot{q}_{i}}{2}\left(\frac{\ddot{q}_{i}}{4 \pi^{2}}+q_{i}\right)$.
Based on the profiles presented in Fig. 3 (A-D), Fig. 4 (A-D), one can evaluate the maximum capacity of the electromechanical system in terms of its maximum achievable force and power. For instance, for the maneuver 1 it results in $F_{i}^{\max }=1.25$ and $W_{i}^{\max }=0.045$. For a small CubeSat with $m=0.2 \mathrm{~kg}, l_{0}=0.1 \mathrm{~m}$, spinning with the angular veloc-
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Fig. 3. Time evolution of mass distribution scaling factors $q_{i}$ and their derivatives $\dot{q}_{i}, \ddot{q}_{i}$ (A-D), principal moments of inertia (E-H) and kinetic energies (I-L), corresponding to the (A, E, I) - maneuver 1 [19]; (B, F, J) - maneuver 2 [20]; (C, G, K) - maneuver 3 [21]; (D, H, L) - maneuver 4 [22].
ity $\omega_{0}=10 \mathrm{Rad} / \mathrm{s}$, these estimates give the force of 2.5 N and power of 143 mWatt, which looks well within the capabilities of modern technology.

It is useful to mention here that all the considered maneuvers (except the maneuver 5) are characterized by negligibly small first term in the force estimate (13), meaning that the centrifugal forces in this case are much larger than the inertial forces associated with translations of masses. This observation tells us that the showcased maneuvers are relatively "soft" and it is technically possible to perform them much faster.

## 4. Discussion and conclusions

In our work, we approached the idea of attitude control by changing a body's TOI, which was first highlighted in $[7,8]$ and later developed in $[12,1]$ in the aerospace community. We have suggested a few important advances of this idea, most importantly, the idea of a maneuver that starts and ends at the state of a spherical TOI. This way any arbitrary orientation of a body with respect to its axis of rotation can be stabilized by a certain maneuver, which can be determined by the optimization procedure. This results in essentially new technology of attitude control of a spinning body. It is interesting to note that our orientation parameters $(\theta, \phi)$ admit a simple interpretation. The orientation of a camera or other similar payload (telescope, dipole antenna) directed outward from the center of mass, requires specifying three angular parameters in the static case. However, for a body spinning about the fixed axis, one can alter only two angular parameters, while the third - "azimuth" an-
gle - is prescribed as $\omega_{0} t+C$. Simple geometric considerations establish the identity of our orientation angles $(\theta, \phi)$ with the above-mentioned angular parameters, for the case of directed payload aligned with the axis $n_{3}$. Fig. 6 (A) illustrates such an interpretation.

The advantage of the approach is that such maneuvers cost practically zero energy (neglecting heat losses in electric circuits and frictional contacts).

These novel ideas can vary in possible technical embodiment. Fig. 6 (B) demonstrates the possible design considered above, that can be compatible with CubeSat design specifications [24]. An extremely important feature of the design is that every mass is not a dead weight but a payload - a massive optical objective of an Earth surveillance camera, chemical batteries and other energy storage devices, etc.

The results above have demonstrated that the controlled development of intermediate axis instability may not be an optimal way to reorient the spacecraft, especially if the duration of the maneuver should be minimized. An alternative approach is to introduce additional axes of possible TOI control, as illustrated in Fig. 6 (C). Such designs are capable of altering TOI beyond our definition of "change" given above, as they allow to instantaneously re-define the directions of principal axes, which enables much faster pre-computed maneuvers to achieve the desirable attitude.

Yet another design illustrated in Fig. 6 (D) showcases two important features of the approach. First, the described change in the TOI can be achieved not only via translation of masses, but their counter-rotations. Second, this design illustrates an idea of a combination of a functional


Fig. 4. Time evolution of mass distribution scaling factors $q_{i}$ and their derivatives $\dot{q}_{i}, \ddot{q}_{i}$ (A-D), principal moments of inertia (E-H) and kinetic energies (I-L), corresponding to the (A, E, I) - maneuver 6; (B, F, J) - maneuver 7; (C, G, K) - maneuver 8; (D, H, L) - maneuver 9.


Fig. 5. (A, B) Evolution of the goal functional as the function of the iteration number for (A) maneuvers 1-4, (B) maneuvers 6-9. (C) The drift of angular momentum during the simulation (Maneuver 9).
of a reaction wheel and changing TOI in a single device, depending on whether a co-rotation or counter-rotation of the moving parts is used. Such a design is able to align its axis of rotation of moving parts with the angular velocity by changing TOI, and then stop the rotation of the central shaft by redistributing the angular momentum to the rotating masses acting in a "reaction wheel" mode.

It is easy to see that any number of mass translation or counterrotation mechanisms does not expand the manifold of available stable orientations, and therefore, any re-orientation available with arbitrarily complex mechanism altering TOI can be achieved by the simplest configuration depicted in Fig. 1 (A) - although, as mentioned above, the more flexible device can perform the required maneuver faster. It is

low-rank representation of the complete table of all possible rotations and the corresponding control signals. Given the symmetric structure of this array and its presumable low-rank structure, the black-box approximation should be a very efficient tool to accelerate necessary precomputations.

One particularly interesting direction is the exploration of small corrections of the attitude. It can be expected that small adjustments (the functional (9) is initially less than $10^{-1}$ ) could be achieved by fast maneuvers with very few reference points. The larger maneuvers can then be represented as sequences of smaller ones.

In this work, the approach was demonstrated only in the numerical simulation. Further study would certainly require manufacturing the demonstration prototypes designed for gyroscope frames, drop towers, and parabolic flights, which will pave the way to possible experiments with CubeSats and on-board devices like [27], toward practical utilization in larger space systems.

The international patent application (Netherlands patent application 2034951, filed 30.05 .23 ) has been submitted before the publication.

All the codes used in this work are available as part of MercuryDPM software [13,28]. They are located in the developer's branch (https://bitbucket.org/mercurydpm/mercurydpm/src/master) at/TOols/ChangingTOI/.
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