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Motivation
DLR

Mathematical Capabilities of ChatGPT
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Abstract = ABSTRACT
We investigate the mathematical capabilities of two iterations of ChatGPT (released 9-January- — This study offers 2 complete analysis of ChatGPT"s mathematics abilitics in respoading fo multipic
2023 and 30-January-2023) and of GPT-1 by testing them on publicly available datasets, as well — choice questioas for the Viemamese National High School Graduation Examination (VNHSGE)

o a range of subjects and difficulty levels. The dataset included 250 questions divided into four

. H as hand-crafted ones, using  novel methodology. [n contrast to formal mathematics, where large o levels. knowledige (K). compeehension (C). spplication (A). 3nd high application (H). and i included

u databases of formal proofs are available (e.g., the Lean Mathematical Library), current datasets of 7 ten themes that Covesed diverse mathematical coacepts. The Outcammes demonstrate that ChatGPT's
natural-l ics, used to benchmark language models, either cover only elementary &, performance varies depending on the difficulty level and subject. It performed best on questions at

mathemalics or are very small, We address Uhis by publicly releasing two new datasels: GHOSTS Level (K). with an accuracy rate of 83%: but, as the difficulty level rose, it scored poorly, with an

and miniGHOSTS. These are the first natural-language dat: curated by working rescarchers o accuracy rate of 10%. The study has also shown that ChatGPT significantly succeeds in providing

in mathematics that (1) ai Lo cover graduate-level mathematics, (2) provide a holist &5 responses to questions on subjects including exponential and loganthmic functions, geometrc

: N N = progression, and arithmetic progression. The study found that ChatGPT had difficulty correctly
of the mathematical capabilitics of language models, and (3) distinguish multiple dimensions of D i o o s e tadiog fuch b wd gl il itmatry, s O

mathematical reasoning. These datasets also test whether ChatGPT and GPT-4 can be helpful " spatial calemius. Additioanlly, this study contrasted ChatGPT cutcomes with Victnamese suadents
assistants to professional mathematicians by emulating use cases that arise in the daily professional

vitics of mathematicians. Wo benchmark the modcls on a range of fine-grained performance

metrics. For advanced mathematics, this is the most detailed evaluation effort to date. We find that

ChatGPT can be used most successfully as a mathematical assistant for querying

a mathematical search engine and knowledge base interface. GPT-4 can additior

development, e.g., as co-pilots: how good do
they ,understand” (better: correctly immitate

- . undergraduatelevel mathematios but fails on graduate-lovel difficulty. Contrary t
d t d . S O m e Of th e u n d e rI I n O b e Ct S an d reports in the media about GPT-4 and ChatGPT’s exam-solving abilities (a potential
bias), their overall mathematical performance is well below the level of a graduate st .
u n e rS an I n g y g J your goal is to use ChatGPT to pass a graduate-level math exam, you would be b digital MDPI

from your average peer!

structures?

Effectiveness of ChatGPT in Coding: A Comparative Analysis of
Popular Large Language Models

= Curiosity from a trained mathematicians point of
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view: how good do LLMs perform at a non- _—

ChatGPT is fun, but it is not funny!
Humor is still challenging Large Language Models

trivial task in my (prior) field? .
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tHessian Center for Al (hessian.Al) to measure and compare their proficiency in the same tasks. The results highlight the strengths of

» Limitations: small number of experiments for a St

y look into the field of Al-assisted programming,
Abstract prog ®

. g
I Humor is a central aspect of human commu- Keywords: artificial intelligence; ChatGPT: GPT-35; GPT<; Python prog . 2
| & eywords: artificial intelligence; ChatGPPT; GPT-3.5; GPT-4; Python programming; OpenAl; Google's
Ve ry S p e C I I C taS k y p ro b ab Iy O u td ate d as nication that has not been solved for artificial Tell me a joke, pleasel O Bard; Anthropic's Lmd--h Prog! % OF 8

agents so far. Large language models (LLMs)

many de

Abstract: This study explores the effectiveness and efficiency of the popular OpenAl model ChatGPT,
powered by GPT-35 and GPT-4, in programming tasks to understand its impact on programming

and potentially software development. To measure the performance of these models, a quantitative

approach was employed using the Mostly Basic Python Problems (MBPP) dataset. In addition to
d GPT-4, a con
language models in the Al landscape, notably Google’s Bard and Anthropic’s Claude, was conducted

the direct assessment of GPT-35 3 arative analysis involving other popular lar,

mming tasks, offering valuable insights for the Al community, specifically

ficial intelligence increases, this study serves

chers. As the popularity

asan

. arc increasingly able to capture implicit and .
e p e m e n S a e contextual information. Especially. OpenAl's Sure, here's a joke for you
X rl V e e n ( ) r I ( E ~ l l y I I ! ’ l I S ChatGPT recently gained immense public at- Why don't scientists trust atoms?
tention. The GPT3-based model almost scems

1
10 communicate on a human level and can even e e

tell jokes. Humor is an essential component of

human communication. But is ChatGPT really Figure 1: Exemplary illustration of a conversation be-
funny? tween a human user and an artificial chatbot. The joke
We put ChatGPT's sense of humor 1o the tcst is a true response 10 the presented prompt by ChatGPT.

In a series of exploratory experiments around
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The topic of this talk ‘#7
DLR

» Can LLMs set up the optimality system (KKT system) for optimization
problems with PDE-constraints?

» Why exactly this task? (except for the reason that | have good knowledge therein)
= Non-trivial, quite abstract ,symbolic” task (no calculations!)
= University level math (usually end of BSc) with applications in Science/Engineering
* not too much creativity required for the pure result (unlike for reasoning / proofs etc.)

Fabian Hoppe - SC-HPC - WAW LLM (20.03.2024)




What did | do?

= 9 different optimization problems: 10
times same input prompt (in different
,chats®, of course) for each model

= 3 general-purpose LLMs via their chat-
interface: Bard, ChatGPT with GPT 3.5,

and ChatGPT with GPT 4 (Vversions as of
July/August 2023)

= Limitation to simple, one-dimensional
prototypical model problems:
= simple (TeX-like) notation

= reduces recognition of ,typical” problems
from papers

= mathematical reasons (ensure mathematical
correctness of “just” doing calculations)

= Pure focus on correct results (no
reasoning/proofs etc.)

Fabian Hoppe - SC-HPC - WAW LLM (20.03.2024)

ChatGPT 4
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Use You

Let a real number \gamma > O be given. We consider the
following optimal control prablem:

minimize Jyu) = 1/2 (y(1/2)1)"2 + \gamma/2 \IVert u
\rvert_{L~2(0}2

subject to:

u\in L*2(01) and the state equation: -y" = u on (01) with
boundary conditions y(O)=y(1)=0.

State the optimality system (KKT-system) for this optimal
control problem. Only state the optimality system (consisting
of the state equation, the adjoint equation (with boundary
conditions, of course), and the gradient equation) and do not
give any additional explanation.

ChatGPT

To state the optimality system (KKT-system) for the given
optimal control problem, we need to include the state equation,
the adjoint equation (with boundary conditions), and the

gradient equation. Here it is:

State Equation:

—y" =uon(0,1)

EBoundary Conditions:

y(0) =y(1) =0

Adjoint Equation:

Let p be the adjoint state. The adjoint equation is derived by
considering the Lagrangian of the problem and differentiating
it with respect to y. This yields:

—p" =y(1/2) —lon(D,1)

Boundary Conditions:

p(0)=p(1)=0

Gradient Equation:

The gradient of the Lagra"d""{n with respect to u gives the

following condition:

Message ChatGPT..

ChatGPT can make mistakes. Consider checking important information.
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Let a real number \gamma > O be given. We consider the following
optimal control problem: minimize J(y,u) := 1/2 (y{1/2)-1)"2 +
‘\gamma/2 \IVert u \rVert_{L"2(0,1)}*2 subject to: u\in L*2{0,1) and
the state equation: -y" = u on (0,1) with boundary conditions ...

* Vorschlage anzeigen v o))

Absolutely, the optimality system (KKT-system) for the given
optimal control problem is:

State equation:
-y =u on(0)

Boundary conditions:
y(0)=0
y()=0

Adjoint equation:
-p* = y(1/2)-1 on (0,1)

Boundary conditions:
p(0) = free
p(1) = free

Gradient equation:
u=-gamma*p’ a.e.on (0,1)

Prompt hier eingeben & \D-'

Gemini zeigt maglicherweise fehlerhafte Informationen an, z. B. zu Personen. Uberpriife
daher die Antworten. Datenschutz & Gemini-Apps
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# Clusters the da+. fata_set -!mu.w.n"

clustering = ht.clus

# print the centers found
centers = clustering.cluster_centers_

Some observations...
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A very simple model problem

DLR
PROMPT: Problem:
Let y d \in L”72(0,1) and a real number \gamma > 0 . 9
be given. We consider the following optimal ID}He](y;?@)-_“‘”y Zhﬂ|L2{]1 -EthHLQU)U
control problem: yu J
st we L*0,1),
"

minimize J(y,u) := 1/2 \lVvert y - y d -y =U OD_(O,l)?
\rVert {L*2(0,1)}*2 + \gamma/2 \lVert u
\rVert {L”2(0,1)}*2 subject to: y(O):: Oa

y(1) = 0.
u \in L”*2(0,1) and the state equation: -y'' = u on

(0,1) with boundary conditions y(0)=y(1)=0.

State the optimality system (KKT-system) for this
optimal control problem. Only state the
optimality system (consisting of the state
equation, the adjoint equation (with boundary
conditions, of course), and the gradient equation)
and do not give any additional explanation.

Fabian Hoppe - SC-HPC - WAW LLM (20.03.2024)




Results for the very simple model problem
DLR

The optimality system (KKT-system) for the given optimal control problem is as Sure, the optimality system for the optimal control problem you gave is as follows:

follows:

State equation:
1. State Equation: / . /
0.

-y (%) = u(x) for x in (0,1), with boundary conditions y(0) = y(1) =

Adjoint equation:

2. Adjoint Equation: "“*lambd d *
-Z"'(x) = y(x) - y_d(x) for x in (0,1), with boundary conditions z(0) = z(1) = [}J Ameea my

Gradient equation:

3. Gradient Equation:
u(x) = -1/A\gamma * z(x) for x in (0,1). / -2(y - y_d) + 2gammau =0 x

where y(x) is the state variable, u(x) is the control variable, and z(x) is the adjoint The state equation is the differential equation that the state variable y must satisfy. The

variable. The system consists of the state equation, the adjoint equation (with adjoint equation is a differential equation that is coupled to the state equation, and it

. . . , contains the Lagrange multiplier lambda. The gradient equation is the equation that must
boundary conditions), and the gradient equation for the control variable. o S -9 : q
be satisfied by the gradient of the cost functional J.

The boundary conditions for the state equation and the adjoint equation are as follows:
State equation:
y(0) =y(1)=0
Bard 7 1 O 0 Adjoint equation:
GPT 3.5 10 10 4 4 lambda(0) = lambda(1) = 0

G PT 4 10 10 1 1 These boundary conditions ensure that the state variable y and the adjoint variable lambda
are both zero at the endpoints of the interval (0,1).

| hope this helps! Let me know if you have any other questions.
Fabian Hoppe - SC-HPC - WAW LLM (20.03.2024)




Results for all model problems

State equation (SE) Adjoint equation (AE) DLR

1 1

Correct answers
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Correct answers
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A surprising answer...

Problem:

_ 1 Y
min J(y, u) = 5(3;(%) -1+ 5”““%2(0;1)

Y
st. we L*0,1),
—y" =wu on (0,1),
y(0) =0,
y(1) = 0.

Fabian Hoppe - SC-HPC - WAW LLM (20.03.2024)
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The optimality system (KKT-system) for the
given optimal control problem is as follows:

1. State Equation:
\(-y'' = u\) on \((0,1)\) with boundary
conditions \ (y(0)=y(1)=0\).

2. Adjoint Equation:
\(-z'' = -(y(1/2) - 1)\delta {1/2}\) on

\((0,1)\) with boundary conditions
\ (z (0)=z(1)=0\) .

3. Gradient Equation:
\ (\gamma u = z\).

Note: In the adjoint equahkeerr,

\ (\delta_{1/2}\) is th
centered at \(1/2\). /
3x by Bard (3x wrong)

2x by GPT3.5 (1x correct)

_Diract Delta Function“ > Blas?
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I raraats
1 in range(1, self.n clusters)'

DZ.r‘esplit_(axis-l\ione)
prob = D2 02.sum()
random_position = ht.random.rand().iten()
sample = @
sum = ©
for j in range(len(prob)):

if sum > random_position:

break
sum += prob[j].item()

camnle = 1

Summary / Conclusion
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Summary / Conclusion / Additional thoughts A#y
DLR

= Usually: the more complicated the problem, the more worse the answers
= All answer ,look correct” for a non-mathematician...

= ...only few errors occur that are straight-forward to recognize for a non-expert
mathematician (e.g.: missing conditions, addition of function and real numbers...)

* In many cases ,typical® errors (also across different problems) instead of completely
structure-less hallucination

= My impression: GPT 3.5 better than GPT4 much better than Bard
= Often unwanted explanations, mostly for Bard and GPT4 (finetuned for kind conversation!?)

= Surprising answers: Dirac measure, y, is recognized as ,desired state“, H2-regularity of
solutions, correct Lagrange functional is set up and used, typical formulations ,The exact
form of these boundary conditions can be quite complex and is not given here.” (GPT4)

» Limitations: ,simple” stationary problems without additional constraints, small number of
samples, limited statistical evaluation, pure math and no coding (in which LLMs could be
better), no interaction (one shot Q&A), general-purpose LLMs instead of finetuned models

Fabian Hoppe - SC-HPC - WAW LLM (20.03.2024)




SZ = chunk maplen, axis)
AtY arrf.comm.rank == en: ‘#z

lcl_slice = [slice(None)] * a

1cl_slicel[axis] = slice(ttl, s.

tarre = t_arrd[lcl _slice].clon
ttl += sz.item()

it len(t_arre.shape) < len(t_arri.shape):
t _arr@.unsqueeze_ (axis)

A% =141 i NoOne:

Thank you for your attention!



