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Can ChatGPT, Bard etc. assist with 
“simple” engineering mathematics?
Some experiments with optimality systems 
in PDE-constrained optimization
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Motivation and Methodology
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Motivation

▪ This talk should be viewed as an invitation to
experiment with LLMs: 
Choose some interesting task from „your
domain“ and try out what happens! 

▪ LLMs play an important role in software
development, e.g., as co-pilots: how good do 
they „understand“ (better: correctly immitate

understanding) some of the underlying objects and 
structures? 

▪ Curiosity from a trained mathematicians point of
view: how good do LLMs perform at a non-
trivial task in my (prior) field?

▪ Limitations: small number of experiments for a 
very specific task, probably outdated as
experiments have been done ~July/August 
2023 
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The topic of this talk

▪ Can LLMs set up the optimality system (KKT system) for optimization
problems with PDE-constraints? 

▪ Why exactly this task? (except for the reason that I have good knowledge therein) 

▪ Non-trivial, quite abstract „symbolic“ task (no calculations!) 

▪ University level math (usually end of BSc) with applications in Science/Engineering 

▪ not too much creativity required for the pure result (unlike for reasoning / proofs etc.) 
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What did I do?

▪ 9 different optimization problems: 10 
times same input prompt (in different 
„chats“, of course) for each model 

▪ 3 general-purpose LLMs via their chat-
interface: Bard, ChatGPT with GPT 3.5, 
and ChatGPT with GPT 4 (Versions as of 
July/August 2023)

▪ Limitation to simple, one-dimensional 
prototypical model problems: 

▪ simple (TeX-like) notation

▪ reduces recognition of  „typical“ problems 
from papers

▪ mathematical reasons (ensure mathematical 
correctness of “just” doing calculations) 

▪ Pure focus on correct results (no 
reasoning/proofs etc.) 
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Some observations… 
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A very simple model problem
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PROMPT: 

Let y_d \in L^2(0,1) and a real number \gamma > 0 

be given. We consider the following optimal 

control problem: 

minimize J(y,u) := 1/2 \lVert y - y_d

\rVert_{L^2(0,1)}^2 + \gamma/2 \lVert u 

\rVert_{L^2(0,1)}^2 subject to: 

u \in L^2(0,1) and the state equation: -y'' = u on 

(0,1) with boundary conditions y(0)=y(1)=0. 

State the optimality system (KKT-system) for this 

optimal control problem.  Only state the 

optimality system (consisting of the state 

equation, the adjoint equation (with boundary 

conditions, of course), and the gradient equation) 

and do not give any additional explanation. 

Problem: 



GPT 

3.5
Bard

Results for the very simple model problem
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SE AE VI total

Bard 7 1 0 0

GPT 3.5 10 10 7 7

GPT 4 10 10 1 1

✓
✓





✓
✓
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State equation (SE)

Bard SE GPT SE GPT4 SE

0
1
2
3
4
5
6
7
8
9

10

C
o
rr

e
c
t 
a
n
s
w

e
rs

Adjoint equation (AE)
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Variational inequality (VI)
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Complete System (SE + AE + VI)

Bard GPT GPT4

Results for all model problems

for comparison: 

certainly much worse

than the average of

students in an 

introductory lecture on 

this topic



A surprising answer… 
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3x by Bard (3x wrong)

2x by GPT3.5 (1x correct)

„Diract Delta Function“ → Bias?

Problem:

✓

The optimality system (KKT-system) for the 

given optimal control problem is as follows:

1. State Equation:

\(-y'' = u\) on \((0,1)\) with boundary 

conditions \(y(0)=y(1)=0\).

2. Adjoint Equation:

\(-z'' = -(y(1/2) - 1)\delta_{1/2}\) on 

\((0,1)\) with boundary conditions 

\(z(0)=z(1)=0\).

3. Gradient Equation:

\(\gamma u = z\).

Note: In the adjoint equation, 

\(\delta_{1/2}\) is the Dirac delta function 

centered at \(1/2\).

GPT 

3.5
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Summary / Conclusion
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Summary / Conclusion / Additional thoughts

▪ Usually: the more complicated the problem, the more worse the answers

▪ All answer „look correct“ for a non-mathematician… 

▪ …only few errors occur that are straight-forward to recognize for a non-expert 
mathematician (e.g.: missing conditions, addition of function and real numbers…) 

▪ In many cases „typical“ errors (also across different problems) instead of completely 
structure-less hallucination

▪ My impression: GPT 3.5 better than GPT4 much better than Bard 

▪ Often unwanted explanations, mostly for Bard and GPT4 (finetuned for kind conversation!?) 

▪ Surprising answers: Dirac measure, 𝑦𝑑 is recognized as „desired state“, 𝐻2-regularity of 
solutions, correct Lagrange functional is set up and used, typical formulations „The exact 
form of these boundary conditions can be quite complex and is not given here.” (GPT4)

▪ Limitations: „simple“ stationary problems without additional constraints, small number of 
samples, limited statistical evaluation, pure math and no coding (in which LLMs could be 
better), no interaction (one shot Q&A), general-purpose LLMs instead of finetuned models 
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Thank you for your attention!


