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Abstract—We present ground-based Ku-band radar observa-
tions of the snow cover on top of the Great Aletsch Glacier
carried out over two observation periods, in August 2021 and
in March 2022. The observations were carried out with the
combined mono/bistatic version of KAPRI, a full-polarimetric
radar system, and revealed substantial differences between the
scattering behaviour of the snow cover between the two seasons.
We analyze the spatial and temporal behaviour of parameters
including temporal decorrelation, the scattering entropy, the
mean polarimetric alpha angle, and the co- and cross-polarized
phase differences. The results indicate that snow cover decorre-
lates at Ku-band on the timescales of 4-12 hours in winter and
summer, which has implications for repeat-pass methods with
long temporal baselines. The analysis of the co-polarized phase
difference in winter indicates that the parameter is prone to
phase wrapping. In summer, its value exhibits smooth spatial
trend and a strong sensitivity to changes in incidence angle
and liquid water content. The bistatic cross-polarized phase
difference also acquires a non-zero value, indicating the presence
of non-reciprocal scattering, which has implications for possible
calibration procedures of bistatic systems. The presented results
aim to serve as a reference for snow scattering behaviour at
Ku-band, which can aid planning of future data acquisition
campaigns and satellite missions.

Index Terms—Bistatic radar, snow remote sensing, polarime-
try, interferometry

I. INTRODUCTION

A. Snow and ice investigations at Ku-band

The Ku-band frequency range of the electromagnetic spec-

trum (between 12GHz and 18GHz) is attractive for radar

investigations of snow and ice [1]–[4]. This is due to the

relatively short but non-zero penetration depth into dry snow,

which allows a large fraction of the incident radio waves to

interact with the snow volume, thus providing opportunities

for probing of the physical properties of the snow layer,

especially when the layer thickness is insufficient for use of

lower frequency bands such as the X-band [5], [6]. The snow

parameters of interest include, among others, the snow water
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equivalent (SWE) [2], [7], [8], grain size and autocorrelation

length [9], [10], snow anisotropy [11], [12], or firn depth [13].

Several spaceborne synthetic aperture radar (SAR) missions

using Ku-band for snow and ice research were proposed in

the past decade (CoReH2O [14], SCLP [15, Part II]) and also

are under current investigation (TSMM [16]).

B. Bistatic radar investigations of snow

Bistatic radar (i.e., a radar measurement configuration

where the transmitter (Tx) and the receiver (Rx) are spatially

separated) is a technology which can potentially provide a

complementary method of access to snow parameters to the

widely used methods based on monostatic radar data (where

the spatial separation of the transmitter and the receiver is

negligible). It provides an opportunity to expand the ob-

servation parameter space, through variation of the bistatic

angle β, which is defined as the spatial angle between the

transmitter and the receiver from the point of view of the

scatterer. Observations under varying values of β provide

access, e.g., to a larger number of polarimetric parameters

[17], [18]. This bistatic parameter space remains relatively

unexplored, mainly due to bistatic radar’s higher operational

complexity as opposed to monostatic radar. The only bistatic

spaceborne mission currently operating is TanDEM-X [19],

whose bistatic capabilities were used to characterize snow

both through investigations of the bistatic signal phase [20],

[21], as well as bistatic intensity variations [22]. However,

the nominal operational mode of TanDEM-X involves the

use of very small bistatic angles (less than 1°). There are

currently no bistatic spaceborne missions with larger bistatic

angles. Ongoing interest in further development of bistatic

radar missions is reflected in current proposals of spaceborne

radar missions such as Harmony [23],as well as past proposals

[24]–[27].

Modeling research of snow and ice has so far focused

primarily on integrating passive and monostatic active radar

observations [9]–[13], [28]–[31]. However, it should be noted

that many radar devices (even those conventionally considered

monostatic, such as SnowScat [32]) have a non-zero spatial

separation between the transmitting and receiving antenna. In

certain cases (especially at short ranges), this separation can

result in a bistatic angle value which can non-negligibly affect

the observed backscatter, especially in volumetric scattering

media such as snow [22, Section 4.3]. Polarimetric investiga-
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tion of snow properties is also a subject of ongoing research

[11], [13], [28], [31], [33]–[41].

C. Scattering characteristics of snow

Scattering characteristics of snow are strongly dependent

on the properties of the incident radiation (frequency, polar-

ization), physical parameters of the snow medium (grain size,

water content, layer parameters), as well as observation geom-

etry (incidence, scattering angle). Extensive review literature

is available on the topic, e.g., [4], [42]–[45]. In the following

paragraphs we shortly summarize the most relevant properties

of snow with regard to our radar measurements.

Liquid water content has a strong effect on dielectric prop-

erties of snow, and thus strongly affects backscatter intensity,

which becomes much weaker as water content increases.

Furthermore, the penetration depth becomes much shorter with

increasing water content due to absorption. This causes the

majority of backscatter from wet snow to come from the

uppermost layer of the medium with penetration depth on the

order of only a few centimeters at Ku-band [46, Section 4.6],

[47], and thus limits the possibilities of probing the deeper

layers. Conversely, dry snow allows strong penetration of

several meters at Ku-band [46, Figure 4.15], and is a strongly

scattering and weakly absorbing medium.

Seasonal snow often exhibits an anisotropic orientation

of ice crystals and anisotropy of the large-scale structure,

which can impose a polarization-dependent phase delay on the

scattering waves. [11] The co-polar phase difference (CPD)

[11], [13], [48] defined here as

φHH−VV = φHH − φVV = arg(SHHS
∗
VV) (1)

quantifies the difference between the phase of the horizontally-

polarized transmitted and received waves φHH and the

vertically-polarized equivalents φVV. The CPD is often used to

characterize this polarization-dependent delay, and is strongly

affected by changes in snow metamorphism and depth [11],

[13]. Observations at L- to Ku-band have been used to infer

structural properties of the snow cover from CPD measure-

ments [11], [13]. The short wavelength of the Ku-band makes

the CPD very sensitive to small variations of these properties,

however it also makes it potentially prone to phase-wrapping

already at layer depths of several tens of centimeters, espe-

cially at high incidence angles.

The cross-polarized phase difference (XPD) [49]

φHV−VH = φHV − φVH = arg(SHVS
∗
VH), (2)

quantifies the phase difference between the two cross-polarized

channels, HV and VH. In the monostatic case, the reciprocity

principle dictates that SHV = SVH, and thus the XPD is zero by

definition [50]. This fact is often used for calibration of cross-

polarized channels [49]. However in the bistatic case, the XPD

does not necessarily need to be zero. Due to a low availability

of bistatic full-polarimetric systems and datasets [51], the XPD

has not been as thoroughly explored and modeled as it’s

co-polarized counterpart. Note: Some publications may use

the name “cross-polarized phase difference” for a different

parameter, such as φHV − φHH or similar (e.g. [52], [53]). In

this publication we use exclusively the definition in eq. (2).

The two main scattering processes occurring in snow are

surface scattering (from the air-snow boundary, snow-ground

boundary, or internal layers such as melt-freeze crusts), and

volume scattering occurring throughout the snow volume [44].

Dihedral scattering can also occur from one or several of

these boundaries. These processes have different polarimetric

signatures – the 4-dimensional Pauli scattering vector [17,

Sections 3.2,6.5]

kP =
1√
2
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SHH − SVV

SHV + SVH

j(SHV − SVH)









, (3)

where S is the Sinclair scattering matrix and j is the imaginary

unit, is often used to distinguish between these processes.

Surface scattering exhibits a large magnitude of the first

component SHH + SVV, while volume scattering exhibits a

comparatively strong third component SHV + SVH. Dihedral

scattering can manifest itself in the second (SHH − SVV) or

third component, depending on the orientation of the scattering

surfaces. The fourth component j(SHV − SVH) is always

equal to zero in the monostatic case, however in a bistatic

measurement configuration it can have a non-zero value.

[17] A graphical visualization of the Pauli scattering vector

component magnitudes is often used for a qualitative analysis

of scattering processes occurring within the snow medium

(e.g. [54]). A quantitative analysis is often performed through

second-order polarimetric parameters, such as the Cloude-

Pottier scattering entropy H and polarimetric alpha angle α
[17, Chapter 7], [55, Section 2.3], [56, Chapter 4], or the roll-

invariant incoherent target decomposition [57], [58]. Use of

these parameters is of interest e.g. for terrain classification in

snow-covered or frozen areas [39]–[41], [59], [60].

Snow is a medium that undergoes significant micro-

structural changes over time, with varying rates of change

depending on snow type, snow cover age, and ambient condi-

tions. [61] These changes significantly affect the scattering

behaviour, and can have a strong effect especially on the

interferometric coherence γ and its temporal behaviour, which

are important for all radar interferometry-based observation

methods. The complex interferometric coherence γ̃ is com-

puted from two single-look complex (SLC) radar images s1,

s2 as follows:

γ̃ =

∑

W s1s
∗
2

√
∑

W s2
1

√
∑

W s2
2

, (4)

where W is a boxcar moving window. Its final absolute value γ
is constrained between 0 (no coherence) and 1 (full coherence).

It is affected by several contributing factors, and can be

expressed as [19]

γ = γSNRγQuantγAmbγRgγAzγVolγTemp. (5)

These terms respectively describe the reductions in coherence

due to SNR, quantization, ambiguities, baseline decorrelation,

relative shift of the Doppler spectra, volume decorrelation, and
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temporal decorrelation. The relevance of each individual term

varies based on sensor type, observation geometry, and the

observed medium. The final term, γTemp is the temporal decor-

relation between the two acquisitions, which in snow can occur

due to, e.g., change of liquid water content (i.e., snowmelt or

refreezing), or redistribution of the snow particles due to wind

or displacement [62]. At Ku-band, scatterer displacement on

the scale of 2-3 mm can already cause significant decorrelation

[63, eq. (23)]. Furthermore, temporal decorrelation can also be

caused by glacier motion – even if the snow cover on top of the

glacier remains stable, the motion of the glacier will over time

cause the scatterers to move out of their original range cell,

which will also cause the scene to decorrelate. This effect is

strongly dependent on the observation parameters, namely the

range and azimuth sampling resolutions, and the orientation

and rate of glacier flow with respect to the sensor. In general,

the value of γTemp non-linearly reduces with increasing time

between acquisitions. Its temporal behaviour can provide an

upper bound on the realistic length of acquisition windows

for repeat-pass methods such as differential interferometry or

SAR tomography, since after a certain time period, the two

acquisitions will no longer be sufficiently coherent. Knowledge

of the decorrelation time is thus vital, amongst other use

cases, for planning and evaluation of viability of airborne and

spaceborne data acquisition campaigns. This is especially true

at Ku-band, since temporal decorrelation is generally faster at

shorter wavelengths [62].

D. Terrestrial radar instruments for snow investigations

While this section focuses on ground-based instruments,

airborne radar sensors (e.g., [31], [64]–[69]) are a powerful

tool for snow monitoring. As opposed to terrestrial sensors,

they usually provide superior spatial coverage, and can be

easier to deploy in hard-to-access environments. However, they

are usually more costly to operate, and offer only limited

capabilities for long-term measurements with fine temporal

resolution (i.e., maintaining regular sampling intervals over

observation windows on the scales of days to months is

difficult).

Comprehensive datasets using different radar imaging

modalities in the cryospheric environment with very quick

revisit times and virtually unlimited time-series durations can

be acquired with terrestrial radar sensors. The following is a

(non-exhaustive) list of terrestrial radar sensors employed for

cryospheric investigations in the past decade:

• The dual-frequency X-/Ku-band UW-Scat instrument an-

alyzed seasonal backscatter trends of snow cover in

relation to snow properties [5], [70].

• As part of Phase A studies for the CoReH2O candidate

mission, the NoSREx field experiment [3] carried out

active and passive microwave measurements of snow.

The active measurements spanning from 9.15GHz to

17.9GHz were performed with the SnowScat instrument

[32].

• As part of the NASA SnowEx project, the SRT3 full-

polarimetric radar performed X- and Ku-band observa-

tions of snow cover [71] and the observations were used

for parameter retrieval [72], [73].

• The SnowScat [47], [74], [75] and WBSCAT [76] scat-

terometers are used for measuring microwave signatures

of snow in support of the ESA SnowLab project [77].

SnowScat covers the frequency range from 9.2GHz to

17.8GHz, WBSCAT from 1GHz to 40GHz. Both are

used, among other purposes, to investigate the relation-

ship between snow parameters and the corresponding de-

tected radar characteristics, and for tomographic profiling.

• The terrestrial Ku-band radar system KAPRI is capable

of bistatic full-polarimetric interferometric imaging of

areas kilometers in size [78]. It is based on the terres-

trial interferometer Gamma GPRI [79]–[82]. Its bistatic

capabilities were previously applied to investigate the

occurrence of the coherent backscatter opposition effect

in seasonal snow [22]. It was also previously used (in the

monostatic configuration) to monitor the Alpine glacier

Bisgletscher in the context of a geostatistical analysis of

the spatial and temporal behaviors of the atmospheric

phase screen (APS) in Ku-band [83], [84], as well as

polarimetric analysis of natural terrain [85].

E. Contributions of this Article

In August 2021 and March 2022, we carried out time

series observations of the Jungfraufirn area of the Great

Aletsch Glacier in Switzerland with KAPRI, acquiring a fully-

polarimetric interferometric time series of both monostatic and

simultaneous bistatic observations of the glacier’s accumula-

tion zone. In this article, we

1) describe the acquisition setup and the acquired data;

2) describe the data processing pipeline, including an up-

dated range correction method to correctly geocode

data in the complicated bistatic radar geometry, and to

compensate for the topographic phase;

3) analyze the temporal decorrelation behaviour of snow

cover at Ku-band, including development of a simple

model to estimate the effect of glacier drift;

4) analyze the observed polarimetric characteristics of the

snow cover (both monostatic and bistatic), and their

spatial and temporal variation;

5) discuss the observed Ku-band scattering behaviour and

its implications for multistatic monitoring and modeling

of snow and ice at Ku-band.

The paper is organized as follows: Section II describes the

observation site and ambient conditions during the measure-

ments, the methodology of the multistatic radar acquisition

setup, processing and calibration, in-situ data collection, and

data analysis. Section III analyzes the resulting data, namely

the spatial and temporal behaviour of coherence (including an

assessment of influence of glacier drift), scattering entropy,

mean alpha angle, and co- and cross-polar phase differences,

both in monostatic and bistatic geometries. A discussion of

the behaviour of these parameters and the possible underlying

causes is given in Section IV. A conclusion is given in Section

V.
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Fig. 1. Photos of both devices deployed at the High Altitude Research
Station Jungfraujoch complex. The primary device (top) was deployed on
top of the Research Station terrace, the secondary device (bottom) was
deployed on the terrace of the East Ridge (Ostgrat) building. Both devices
observe the Jungfraufirn area, visible in the background of both images. The
synchronization antennas pointed along the bistatic baseline are visible in
bottom right and top left parts of the two images respectively. The pointing
directions of the antennas within the images are approximately south and
south-west for the primary and secondary device respectively.

II. METHODS

A. Radar observations

An in-depth description of the bistatic KAPRI system used

for the observations can be found in [78]. The two devices

were deployed on two terraces of the High Altitude Research

Station Jungfraujoch, both with direct line-of-sight to the ROIs

in the Jungfraufirn area of the Great Aletsch Glacier, and with

direct line of sight between each other for synchronization

purposes. Photographs of the two devices are shown in Figure

1. A map of the observed area with marked positions of

devices and observed scene is shown in Figure 2. Due to the

altitude difference between the positions of the two devices

forming the bistatic configuration, a special bistatic range

shift procedure needed to be developed in order to align the

monostatic and bistatic datasets. This procedure is described

in detail in this article’s supplement, Section S-I. The details

of polarimetric calibration of the two devices are described in

supplementary Section S-II.

The radars performed repeated acquisitions over the ac-

quired area, with repetition times on the order of 2 − 4
minutes. The winter acquisition spanned ∼ 30 hours, while

the summer acquisition spanned ∼ 25 hours. In summer, for

logistical reasons there is a ∼ 9.5-hour interval during the day

in which no acquisitions were made. The key parameters of

the radar observation periods are summarized in Table I. The

TABLE I
RADAR ACQUISITION PARAMETERS AND TEMPERATURE CONDITIONS

DURING ACQUISITION CAMPAIGNS. THE (D+1) MARK INDICATES THAT

THE TIME STAMP CORRESPONDS TO THE DAY FOLLOWING THE START

DATE OF THE ACQUISITION PERIOD.

Period summer winter

Date (D+0) 2021-08-19 2022-03-02

Time span (UTC)
04:15 – 08:15

09:00 – 15:40 (D+1)
17:50 – 05:15 (D+1)

Angular sweep 1deg/s 2 deg/s
Repetition time ∼3min ∼2min

FMCW chirp length 4ms
Bandwidth 200MHz

Polarization Full-pol (HH, HV, VH, VV)
Modality Monostatic + bistatic

Temperature (max) 4 °C −10 °C
Temperature (min) −2 °C −15 °C

instruments were operated with similar configuration during

both periods, however a faster azimuthal sweep velocity was

chosen in winter, in order to ensure smooth operation of the

moving parts at low temperatures – this results in shorter

integration time in winter and an associated reduction of SNR

(of expected magnitude of 3 dB) as compared to the summer

configuration.

B. Area description and in-situ data

The observed area is situated in the area of the Jungfrau-

firn, one of the three main tributaries of the Great Aletsch

Glacier, which is the largest alpine glacier in the European

Alps. It exhibits location-dependent typical flow rates of 20-

80 cm/day [21], with annual surface velocity averages up to

200m/year [86]. The observed area spans altitudes between

2800 and 3600m asl, with the equilibrium line of the glacier

(averaged between years 1865-2006) at approx. 3000m asl

[87].

No fresh snowfall events occurred during the summer nor

the winter campaign. As shown in Table I, snow melt was

occurring during summer due to above-zero temperatures.

In winter, temperatures remained well below zero and no

snow melt was observed. Weather station data from a nearby

automated meteostation during the observation periods can be

found in supplementary Fig. S2.

Several snow pits were dug over the course of the winter

campaign, and vertical profiles of snow density, temperature,

and grain size were acquired. The location of snow pits is

shown in Fig. 2. In summer no snow pits were dug due to

logistical reasons. In summer the snow cover showed to be

hard, recrystallized and firn-like, caused by repeated melt-

freeze events over the course of the preceding season. In

winter, snow pits revealed a fresh seasonal snow layer of more

than 2 meter depth at each site. Snow pit data showing the

vertical profiles of snow grain size, density and temperature

acquired over the course of the winter campaign can be found

in supplementary Fig. S3. An exemplary photo of the snow

pit is shown in supplementary Fig. S4.

C. Regions of interest

For the time series analysis, several regions of interest

(ROIs) were defined, encompassing different parts of the
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Points

Snow	pit	(winter)

Corner	(winter)

Corner	(summer)

VSPARC	(both)

Fig. 2. Map of the observed area of the Jungfraufirn region of the Great Aletsch Glacier. In the left map, the positions of the primary and secondary radar are
marked in the top left of the figure as P and S respectively. The regions of interest (ROIs) are marked as colored polygons. The locations of the six snow pits
are marked as red points. C1S, C2S and C1W, C2W mark the positions of the two reference corner reflectors in summer and winter respectively. VSPARC
denotes the position of the active radar calibrator. The patterned triangle denotes the coverage of the secondary receiver’s antennas (i.e., bistatic coverage).
The coordinate grid of the left map corresponds to the CH1903+/LV95 coordinate system (EPSG:2056). The two smaller maps on the right side of the figure
respectively show a zoomed-in detail of the “Glacier head” ROI area (top), and an overview of the position of the campaign site within the Great Aletsch
Glacier region (bottom). Precise extents of the individual sub-region maps can be identified as hashed rectangles with color corresponding to the sub-region
map’s outline color.

observed scene. The ROIs are shown in Figure 2 and described

in Table II. Due to the limited coverage of the bistatic

receiver’s antennas, bistatic data is only available from two

of the ROIs. During certain periods of both summer and

winter campaigns, a corner reflector was placed within the

“Glacier head” ROI for purposes of polarimetric calibration.

To avoid biasing the measurements, the placement locations of

the corner reflector were masked out from the dataset before

polarimetric/coherence analysis.

TABLE II
DESCRIPTION OF ROIS.

ROI label Surface type Approx. range Bist. coverage β

Glacier head Snow 800m yes ∼ 40°
Glacier flow Snow 3000m yes ∼ 10°
Rock face Rock 2500m no N/A
Snow face Snow 2000m no N/A

D. Temporal coherence analysis

In order to explore the behaviour of temporal decorrelation

γTemp, the contribution of all other effects in Eq. (5) needs to

be quantified. Several of these terms (described in-depth in

[19]) can be neglected due to the setup of the measurement

– zero volume decorrelation can be assumed since there

is zero spatial baseline between the individual repeat-pass

measurements (γVol ≈ 1) [88]. Due to the high bit depth of

the receiver’s ADC (14 bits/sample), quantization error [89]

can also be neglected (γQuant ≈ 1).

Range and azimuth ambiguities can have a contribution

towards biasing of coherence through the term γAmb. Such

ambiguities would also appear coherently in all interferograms,

and could thus bias the coherence estimates. The magnitude of

their effects on coherence can be approximated by [19, Eq. 26]

γAmb =
1

(1 + RASR)(1 + AASR)
(6)

where RASR and AASR are the range and azimuth ambiguity-

to-signal ratios, respectively.

Range ambiguities in an FMCW radar could be caused if the

pulse repetition interval is too short and echoes from multiple

consecutive chirps pass through the band-pass filter simultane-

ously. To avoid this, the FMCW chirp length τ = 4ms was set

sufficiently long so that no areas within direct line of sight to

the radar system can cause such a phenomenon. Furthermore,

topography-caused multi-path effects could cause presence of

range ambiguities in particular scenarios, such as when the
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ROI is on a face of a hill, and a flat plateau is present between

the radar and the ROI [90]. In this experiment, most ROIs

do not satisfy this condition and thus no multipath effects

are expected. One possible exception could be the “Snow

face” ROI, since a flat plateau is present between the primary

device and the ROI (approximately around the location of

the “Glacier head” ROI). While the “Snow face” ROI has a

stronger radar brightness as opposed to the plateau due to

a steeper local incidence angle, which should mitigate the

effect, a certain degree of influence of multipath scattering

on coherence estimates of the “Snow face” ROI can not

be definitively excluded. This needs to be kept in mind for

coherence analysis of the “Snow face” ROI. The coherence

estimates in other ROIs are not affected, and for these ROIs the

range ambiguities can be assumed as negligible (RASR ≈ 0).

The primary device’s antennas have a one-way peak side-

lobe ratio (PSLR) of −15 dB. For the primary device, this

ratio is applied both ways, resulting in negligible coherence

loss:

AASRmono = −30 dB =⇒ γAmb,mono =
1

1 + 10−3
> 0.99

(7)

In the bistatic case, the return path provides no sidelobe

attenuation, thus the estimated decorrelation is

AASRbist = −15 dB =⇒ γAmb,bist =
1

1 + 10−1.5
≈ 0.97

(8)

this value is also negligible compared to the remaining terms

and can thus be neglected (γAmb ≈ 1). Azimuth ambiguities

stronger than those calculated above (eqs. (7) and (8)) could

be present when imaging dark regions situated close to much

brighter scatterers (such as corner reflectors), due to the

sidelobes of the real-aperture antennas. The area around the

corner reflectors placed in the “Glacier head” ROI was masked

out from corresponding monostatic data before coherence

analysis, in order to avoid biasing the ROI coherence estimates

by their scattering response. The ROIs are thus not expected to

be affected by especially bright azimuth ambiguities, as there

were no comparatively brighter scatterers within their vicinity.

1) Glacier drift: Due to the real-aperture nature of the

measurement there is zero shift of the Doppler spectra, and

due to zero spatial baseline the incidence angle on flat sur-

faces remains constant. The only factor affecting terms γRg

and γAz is thus possible mis-coregistration of datasets. This

misregistration can be caused by glacier drift over time, since

it can cause scatterers to move out of their original range cell.

We can introduce a term

γDrift = γRgγAz (9)

which represents the drop of temporal coherence between

times T0 and T which occurs when glacier displacement along

range and azimuth drng, dazm accumulates a non-negligible

value compared to the resolution cell dimensions δrng, δazm.

The value of γDrift starts at 1 when T = T0, and reduces to 0

once drift causes all the original scatterers to leave the range

δazm

δrng

T0

dazm

drng~d

T

drng

Fig. 3. Linear model visualizing the relationship between glacier drift d⃗ =
(drng, dazm) and the coherence loss γDrift. At time T0, all original scatterers
(violet) are present in the range cell, thus γDrift = 1. As the glacier drifts,
part of the original scatterers depart the range cell (light pink), while new
scatterers enter the range cell (cyan). The drift coherence factor γDrift thus
reduces according to eqs. (9), (10), and (11).

cell. Figure 3 visualizes this phenomenon. The values of γRg

and γAz can be approximated as [19]

γRg ≈ sinc(π
drng

δrng

), (10)

and equivalently for the azimuth shift

γAz ≈ sinc(π
dazm

δazm

). (11)

Thus, if it is not possible to correct the drift effect by precise

coregistration, its influence can be arbitrarily mitigated by

decimation of the SLC (i.e. increasing the resolution cell di-

mensions through downsampling), which increases δrng and/or

δazm.

Glacier drift rate can be estimated from KAPRI data using

repeat-pass differential interferometry, provided that the tem-

poral sampling rate is dense enough to avoid phase unwrapping

errors caused by rapid drift of atmospheric phase screen

variations. The drift along the slant-range direction dslant-range

is related to total horizontal drift dhoriz:

dhoriz =
dslant-range

cosφdrift sin θinc

. (12)

In this equation φdrift is the angle between the slant-range look

vector and the glacier drift vector, and θinc is the incidence

angle.

KAPRI’s non-decimated range sampling resolution is

0.75m. Using a range decimation factor of 6, the effective

range cell size is increased to δrng = 4.5m. The azimuthal

width of the range cell is range-dependent (due to the real

aperture). Using a beamwidth of 0.35° the width within the

ROIs (which are placed at ranges above 800m) is 5m or

more. An azimuthal decimation factor of 2 will thus result in

the range cell width δazm ≥ 10m.

In this publication, we are investigating temporal coherence

decays on scales of less than 24 hours. Based on our own

data (see Section III-A) as well as satellite measurements

[21], we estimate the worst-case drift values for both range

and azimuth as Dmax ≈ 0.25m. We can thus consider the

glacier drift effect non-negligible over temporal baselines

longer than several hours, if non-decimated data is used

(δrng = 0.75m, δazm ≥ 5m). Using a 6× range decimation

This article has been accepted for publication in IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JSTARS.2024.3374051

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



7

factor and a 2× azimuth decimation factor, the upper ceiling

of the effect of glacier drift on temporal coherence after 24

hours can be estimated as a negligible value of

γDrift,24-hr = sinc

(

π
0.25m

4.5m

)

sinc

(

π
0.25m

10m

)

> 0.99. (13)

For comparison, using non-decimated data would result in

a 24-hour drift coherence loss of γDrift,24-hr = 0.82 – this

would cause a 20% underestimate of coherence within ROIs

located on the glacier, thus potentially overestimating temporal

decorrelation rates, which are discussed in the next section.

2) Temporal decorrelation: The two remaining terms have

the biggest impact on the coherence of the measurement:

γ ≈ γSNRγTemp. (14)

The SNR term varies greatly depending on range distance,

local incidence angle, and scattering properties. Its value

can be estimated from the data by dividing the multi-looked

intensity (MLI) by the noise floor. Then the decorrelation due

to noise can be estimated as [91]

γSNR[T1, T2] =
1

√

(1 + SNR−1

T1
)(1 + SNR−1

T2
)
, (15)

where SNRT denotes the signal-to-noise ratio of the acquisi-

tion taken at time T . This ratio can change over time in case of

changes in the observed scene (such as snowmelt/refreezing),

or changes in the received (e.g. thermal drift). The temporal

evolution of the temporal decorrelation starting at time T0 can

thus be estimated from the observed coherence γ[T0, T ] as

γTemp[T0, T ] ≈
γ[T0, T ]

γSNR[T0, T ]
. (16)

Assuming that γSNR and γTemp are uncorrelated, one can apply

the variance formula for error propagation [92] to eq. (14) and

derive

∆γTemp ≈

√

∆γ2 − γ2

Temp∆γ2

SNR

γSNR

, (17)

where ∆γ... signifies the error estimate of γ.... This indicates

that when SNR is low (and thus γSNR is low, such as at high

ranges or in the bistatic regime), the uncertainty of the γTemp

estimate diverges.

E. Reciprocity principle considerations

Due to the reciprocity principle, in the monostatic case

the cross-polarized channels HV and VH should be equal,

i.e. SHV = SVH. This fact has been long-used to simplify

polarimetric relations by reducing the dimensionality of the

data [17], [55], [56], and can also be used for, e.g., calibration

[93] or noise filtering [94]. However in the bistatic case the

principle no longer generally applies, and in general SHV

and SVH do not need to be equal. It is therefore of interest

to investigate the (possibly non-zero) additional polarimetric

parameters. These parameters include the cross-polar phase

difference φHV−VH, the cross-polar intensity ratio IHV/IVH, or

the fourth (i.e. smallest) eigenvalue λ4 of the coherency matrix

T [17], [94]:

T =
〈

kP · k†
P

〉

. (18)

F. Sign of the phase differences

The sign convention of the polarimetric phase differences

is important to define for their proper interpretation and

comparison with other literature. In a typical radar processing

workflow there are several possible ways the sign of the phase

can be flipped (and thus differ between publications), from the

choice of coordinate systems (FSA vs. BSA) [17], [56], def-

inition of the phasor rotation direction with increasing range,

or ordering of the terms in definitions of phase differences (cf.

e.g. [13], [31], [95] which use the HH-VV ordering, and [11],

[48], [96], [97] where VV-HH ordering is used).

In this publication, the phase φ is defined to decrease

with increasing range of the scattering target, i.e. when a

target increases its distance from the sensor, the phase of its

scattering response decreases:

φ(r) = −4π

λ
r. (19)

The implication for polarization phase differences is that if

the HH phase center is further away from the radar sensor

along range direction as opposed to the VV phase center, and

phase wrapping does not occur, the CPD will be negative.

For example, if the HH phase center is further away by range

distance λ/8, the resulting CPD according to eq. (1) will be

φHH−VV = φHH − φVV = −π/2. The same applies for XPD

for HV and VH phase centers respectively.

III. DATA AND RESULTS

To provide a reference frame for interpretation of polarimet-

ric data, in Figure 4 we show the Pauli RGB representation of

backscatter images for the morning of both seasons, for both

monostatic and bistatic data. Figure 5 shows the time series of

estimated SNR (i.e. radar brightness β0 divided by the noise

floor) for each ROI defined in Table II. The data shows that

the bistatic dataset, especially the “Glacier flow” ROI, exhibits

very low SNR once snowmelt sets in in summer. The bistatic

SNR in the winter season in this ROI is also low. Care thus

has to be taken when interpreting bistatic observations in this

region, since noise will have considerable influence.

A. Glacier drift and temporal coherence

In order to validate the drift estimates described in Section

II-D1, we estimated the glacier drift in the ROIs from mono-

static KAPRI observations using differential interferometry.

Figure 6 shows the slant-range drift rate for both seasons

estimated by unwrapping the differential interferometric phase.

The slant range drift rate in the glacier ROIs is estimated at

approx. 25cm/day. For the “Glacier flow” ROI, this estimate

is close to the total drift value, since incidence angle is very

shallow and the glacier flow direction is oriented along range.

For the “Glacier head ROI,” we can assume that the drift vector

has an approximately 45 degree angle φdrift with the range

direction. We can thus compute the total drift and the drift

components along azimuth and range using eq. (12). Table

III shows the calculated displacement values along range and

azimuth for the two glacier ROIs.
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Summer

Monostatic (primary)

Bistatic (secondary)

Winter

Monostatic (primary)

Bistatic (secondary)

Fig. 4. Comparison of the Pauli representation (B:HH+VV, R:HH-VV, G:HV+VH) of polarimetric data for the summer (left) and winter (right) seasons,
showing both monostatic (top) and bistatic (bottom) data. The gamma-scaling of each image was individually adjusted for better contrast and feature visibility.
Bistatic images were cropped to show only the area covered by the main lobe of the secondary receiver antennas. The images show that backscatter behavior
is dramatically different between the two seasons. The predominantly blue color of summer acquisitions indicates dominance of surface-type scattering, while
the mixed color of winter acquisitions indicates a higher diversity of scattering processes. The reduced signal-to-noise ratio of bistatic images due to use of
lower-gain antennas is visible as noise in the far-range regions of the images.

TABLE III
DRIFT VALUES OVER A 24-HOUR PERIOD ESTIMATED FROM KAPRI

DIFFERENTIAL INTERFEROMETRIC MEASUREMENTS (FIGURE 6). THE

DIFFERENCE BETWEEN SUMMER AND WINTER VALUES IS NEGLIGIBLE

FOR PURPOSES OF ESTIMATION OF DRIFT EFFECTS ON COHERENCE.

ROI label ϕdrift dslant range dhoriz drng dazm

Glacier head 45° 23 cm 33 cm 23 cm 23 cm
Glacier flow 0° 21 cm 22 cm 22 cm 0 cm

The drift estimates were then used to assess the influence

of range cell drift on temporal coherence estimates and apply

decimation in order to mitigate this effect (Section II-D1).

Figure 7 shows the resulting time series of estimation of

temporal coherence γ[T0, T ] for the two seasons, with the

reference time of day T0 chosen in the evening of each

observation period, in order to avoid further snow melt and

maximize time series span. Supplementary Figure S5 shows

the maps of this observed coherence γ[T0, T ] over spans of

approximately 2, 4, and 8 hours, for the summer and winter

seasons respectively.

B. Second-order polarimetric parameters

For a high-level characterization of scattering processes

occurring within the observed areas at Ku-band, and their

temporal evolution, we investigate closer the second-order

polarimetric parameters, specifically the scattering entropy H
and the mean alpha angle ᾱ. The parameters were computed

This article has been accepted for publication in IEEE Journal of Selected Topics in Applied Earth Observations and Remote Sensing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/JSTARS.2024.3374051

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



9

0

10

20

30

40
SN

R 
VV

 [d
B]

Primary
Glacier flow
Glacier head
Noise
Rock face
Snow face

08
-19

 06
:00

08
-19

 09
:00

08
-19

 12
:00

08
-19

 15
:00

08
-19

 18
:00

08
-19

 21
:00

08
-20

 00
:00

08
-20

 03
:00

08
-20

 06
:00

Time (month-day, hour)

0

10

20

30

40

SN
R 

VV
 [d

B]

Secondary
Glacier flow
Glacier head
Noise

0

10

20

30

40

SN
R 

VV
 [d

B]

Primary
Glacier flow
Glacier head
Noise
Rock face
Snow face

03
-02

 09
:00

03
-02

 12
:00

03
-02

 15
:00

03
-02

 18
:00

03
-02

 21
:00

03
-03

 00
:00

03
-03

 03
:00

03
-03

 06
:00

03
-03

 09
:00

03
-03

 12
:00

03
-03

 15
:00

Time (month-day, hour)

0

10

20

30

40

SN
R 

VV
 [d

B]

Secondary
Glacier flow
Glacier head
Noise

Fig. 5. Time series of signal-to-noise ratio (SNR) in the VV polarization for summer (left) and winter (right) seasons, for both monostatic (top) and bistatic
(bottom) data, per ROI. The noise reference level was derived as the mean intensity of all areas with single-pass interferometric coherence γ < 0.1. The
bistatic SNR is in general lower than monostatic SNR due to use of lower-gain antennas. In summer, snowmelt during the day causes additional reduction of
SNR, leading to critically-low SNR values in the “Glacier flow” ROI of < 5 dB.

Fig. 6. Slant-range glacier drift of the glacier within individual ROIs estimated from the monostatic radar data by differential interferometry. The drift during
the sampling gap in the summer dataset is linearly extrapolated (dashed lines) from the preceding observations. The winter dataset (sampled at 2 mins) shows
stable drift of approx. 21cm/day. In the summer dataset, stronger phase variance is observed. This can be explained by more turbulent atmospheric conditions,
lower SNR (see Fig. 5), and a longer sampling rate of approx. 3-4 minutes. This can cause possible phase wrapping, which likely leads to underestimation of
the final drift estimate value, especially for the further-placed “Glacier flow” ROI. However, extrapolation of the initial, stable part of the drift curve results
in a summer drift estimate of approx. 23cm/day.

from the coherency matrix T (see eq. (18)) which was com-

puted using a 5× 5 spatial averaging window.

The scattering entropy H can serve as a measure of the di-

versity of scattering processes [17, Chapter 7]. Figure 8 shows

the value of entropy in the monostatic dataset for morning and

evening of each season. For brevity, maps of these parameters

for the bistatic dataset are not shown, however the bistatic

behaviour can be assessed through investigation of the time

series – this is shown in Fig. 9 and shows monostatic and

bistatic values of these parameters for each ROI as specified

in Figure 2. This data shows a large difference between the

entropy behaviour in summer and in winter. Furthermore,

entropy exhibits intra-day variation in summer, while in winter

it remains stable throughout the whole observation period, for

both monostatic and bistatic datasets.

For an assessment of the type of dominant scattering mech-

anism [56, Section 4.1.3], [17, Chapter 7], Figures 10 and 11

correspondingly show the maps and time series for the mean

alpha angle ᾱ. Behaviour similar to scattering entropy H is

observed, where ᾱ has an overall lower value in summer as

opposed to winter, and exhibits intra-day variation in summer,

while remaining stable in winter.

In order to investigate possible occurrence of non-reciprocal

scattering processes (i.e. processes where SHV ̸= SVH) [17],

[55], [94], Figure 12 shows the time series of the relative

values of the fourth eigenvalue of the coherency matrix λ4

compared to the sum of all four eigenvalues, i.e. the plotted

value is:

λ̂4 =
λ4

∑

4

n=1
λn

. (20)

The data shows a low value of the λ̂4 in the monostatic

datasets irrespective of the season. Bistatic datasets however

show a higher value, thus indicating possible presence of non-

reciprocal scattering.

C. Polarimetric phase differences

Polarimetric phase differences φHH−VV and φHV−VH can be

used for investigation of anisotropy of the snow pack [11], as
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Fig. 7. Time series of coherence γ[T0, T ] for the summer (left) and winter (right) seasons. Time T0 in summer was chosen in the evening to avoid the
increase of liquid water content during the day, and to maximize the uninterrupted time series length. Due to stability of the scene in winter, the choice of
T0 has negligible impact on data in winter. For both seasons, the time axis spans 13 hours. The points and error bars represent the mean and the standard
deviation of the coherence within each ROI.

well as investigation of possible non-reciprocal scattering in

the bistatic regime [55]. All phase differences shown in this

section follow the sign convention described in Section II-F.

In order to assess the spatial and temporal behaviour of the

co-polar phase difference φHH−VV, Figures 13 and 14 show the

maps of φHH−VV for both devices and seasons, for the morning

and evening time respectively. The time series of φHH−VV can

be found in supplementary Fig. S6. Similarly to entropy and

mean alpha angle, a large difference in behaviour between

seasons, and intra-day variation in summer is observed.

The cross-polarized phase difference φHV−VH should have a

zero value in the monostatic observations due to the reciprocity

principle [50] (this is confirmed in supplementary Fig. S7), and

thus the bistatic behaviour is of larger interest, as its non-zero

value is an indicator of non-reciprocal scattering. Figure 15

shows the maps of φHV−VH for the secondary device in both

seasons, for both the morning and evening time. The time

series is shown in supplementary Fig. S8. The data confirms

that φHV−VH acquires a non-zero value in the bistatic regime,

and the spatial and temporal behaviour varies dramatically

between the summer and the winter season.

IV. DISCUSSION

A. Polarimetric calibration and limitations of the dataset

Polarimetric calibration in the large-angle bistatic regime,

where neither the reciprocity principle nor corner reflectors

can be used, is usually more challenging than monostatic

calibration [78]. The bistatic calibration in this experiment was

performed with the VSPARC active calibrator [78], while the

monostatic calibration was carried out using a combination

of corner reflectors and the application of the reciprocity

principle [93]. Table S-I shows the residuals of the polarimetric

calibration of the primary device, however these residuals

are not available for the secondary device, since a second,

independent validation target was not available. The observed

data (e.g. bistatic alpha angle ᾱ) and a visual assessment of

the Pauli basis scattering in Fig. 4 do suggest correctness of

calibration, however this limited validation has to be kept in

mind when interpreting bistatic data.

Due to the processing complexity of polarimetric KAPRI

data and topographic phase correction, care has to be taken

that the shown polarimetric phase difference values in Figs. 13

through 15 are not just an artifact of inaccurate phase compen-

sation. There are several indications that the observed phase

differences are real. Firstly, the shown XPD/CPD is relatively

constant and no fringes – which are typically present when the

topographic phase is incorrectly compensated – are observed.

Secondly, the CPD observed in summer behaves similarly

between the monostatic and bistatic dataset, starting with a

strong offset in the morning and flattening in the evening.

Finally, for the XPD, the VSPARC calibrator was placed near

the “Glacier head” ROI in the summer acquisitions. It was

set to the constant phase response configuration (described by

[78, eq. (39e)]), and thus there was zero phase delay between

VSPARC’s signal in all polarimetric channels. Accordingly,

in the bottom left map in Fig. 15 VSPARC can be seen as a

point target exhibiting a zero XPD. There is thus a high degree

of confidence that the XPD data in VSPARC’s vicinity is

correctly unwrapped and compensated. However, independent

validation (preferably with a second cross-polarizing bistatic

target placed in a second location) is desirable for future

acquisitions to achieve certainty about the observed phase

differences.

The combined monostatic/bistatic setup allows us to in-

vestigate the behaviour of observed polarimetric parameters

as the bistatic angle changes from zero to a relatively high

value of 50°. However, the geometry limitations do not allow

sampling of a continuous β spectrum up to this maximal

value. The sampling is instead limited only to the two ROIs

within the bistatic beam (“Glacier head” and “Glacier flow”),

with bistatic angle values of 40° and 10° respectively. Bistatic

angles other than these values remain unavailable, and thus

the behaviour cannot be easily generalized. Furthermore, the

ground-based acquisition geometry also results in relatively

shallow incidence angles of 75° and 80° in the two ROIs.

The snow and rock face ROIs provide a relatively steep local

incidence angle due to the mountainous geometry, however are

for the same reason more susceptible to foreshortening effects.

In this paper the entropy H and mean alpha angle α of the
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Fig. 8. Comparison of the observed monostatic entropy H for the summer (left) and winter (right) seasons, for morning (top) and evening (bottom) times
of day. In winter, the entropy retains a high value throughout the day. In summer, entropy is comparably lower. It also further reduces during the day and
reaches its minimal value after sunset. The exception are exposed rock areas which retain a low entropy value throughout.

Cloude-Pottier incoherent target decomposition [17], [56] are

analyzed in detail. Other parameters from decompositions such

as the roll-invariant incoherent target decomposition [57] (and,

in the case of bistatic observations, its bistatic extension [58])

could potentially provide further detailed insights. However,

due to limited spatial extent of the dataset and thus the inability

to acquire sufficiently diverse and extensive statistics of differ-

ent terrain types (especially after the necessary multilooking),

such analysis is not carried out here.

B. Glacier drift and temporal coherence

The estimated glacier drift shown in Fig. 6 and Table III

is aligned with the results from a previous investigation using

TanDEM-X data [21, Fig. 15], which determined the median

horizontal glacier velocity of ∼ 0.3m/day in the “Glacier

head” ROI, and ∼ 0.2m/day in the “Glacier flow” ROI.

However, the ROIs lay within regions with low probability

of velocity tracking success [21, Fig. 18], and thus have to be

interpreted with caution. For comparison, the global ice veloc-

ity dataset [98] yields mean velocity values of 0.17m/day for

“Glacier head” ROI and 0.24m/day for “Glacier flow” ROI,

thus showing an opposite trend. This discrepancy (between

our observations and the dataset in [98]) could have various

causes, for example the 3-year gap between measurements,

the difference in the temporal scale of the observations (days

vs. years), simplified geometric assumptions in Table III,
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Fig. 9. Time series of entropy H for summer (left) and winter (right) seasons, for both monostatic (top) and bistatic (bottom) data, per ROI.

uncompensated atmospheric phase screens, etc. However, the

objective of the analysis of glacier drift in Section III-A is only

to assess its magnitude for purpose of temporal decorrelation

analysis as described in Section II-D1 – for this a rough

estimate of the drift value is sufficient. The values shown

in Table III justify the decimation-based approach of Section

II-D1, which mitigates the influence of drift on the observed

coherence. We note that due to the temporal constraints of the

dataset (measurements done only in 4 days of the year) and

limited spatial coverage of the ROIs, the drift data shown in

Table III can not be used to draw conclusions about the total

mass balance of the glacier.

The temporal decay of coherence shown in Fig. 7 indicates

that coherence exhibits an exponential-like decay on the scale

of hours during both seasons. In winter the major contributing

factor is likely small microstructural variations which, even

when small, have a considerable effect at short wavelengths,

as temporal decorrelation occurs faster at short wavelength

[63]. In summer, the “aged” snowpack can be possibly con-

sidered more stable in terms of microstructure, however the

considerable and periodic changes in liquid water content can

contribute to rapid changes in scattering characteristics and

thus cause decorrelation [99]. Since the start time T0 was

chosen in the evening, the snowpack was refreezing during the

coherence monitoring window, and thus there was no further

loss of coherence due to reduction of SNR. However, the

relatively low value of SNR can be a partial contributor to the

low coherence estimate, especially in summer in the “Glacier

flow” ROI, for which eq. 15 and SNR values from Fig. 5

predict an SNR coherence loss factor γSNR ≈ 0.9.

The characteristic decorrelation timescale (i.e. the timescale

on which coherence reduces to 1/e ≈ 0.36) can be estimated

as 4−8 hours in summer, and 6−12 hours in winter. This has

strong implications for repeat-pass interferometric methods –

applying repeat-pass interferometric methods with temporal

baselines longer than a few hours may not be feasible due to

almost complete decorrelation of the snowpack. Spaceborne

SAR missions are particularly affected, since their revisit times

usually have a value on scale of several days. Spaceborne Ku-

band SAR missions might thus not be able to apply repeat-pass

interferometric methods over snow-covered areas, unless steps

are taken to reduce this temporal baseline, through use of e.g.

constellations.

It should be noted that in some experiments under different

conditions and in different observation areas, the decorrelation

time of snow cover at Ku-band was observed to be longer –

for example, data in [74] shows sustained coherence between

Ku-band tomograms of snow cover over baselines up to 14

hours.

The coherence decay observed in [62] at similar wave-

lengths (16.8 GHz) shows a similar trend to our observations

during snow melt, i.e. rapid decay of coherence on the order

of hours. However, during the presence of dry snow, in [62]

a much lower typical rate of coherence decay was observed,

with the snowpack remaining partially coherent (γ ≈ 0.5)

for several tens of days. A possible explanation for this

discrepancy may be the difference in observation sites and

meteorological conditions – our observations were carried out

on a high-altitude glacier, with strong wind gusts up to 45km/h

(see supplementary Fig. S2). Indeed, in [62], similarly rapid

coherence decay was observed during a period of similarly

strong wind which followed after fresh snowfall. Furthermore,

the snow depths in our study (2-4m in winter) are much deeper

than in [62] where snow depth ranged typically between

20 cm and 80 cm. It could thus be expected that ground signal

contributes more considerably to the backscatter in [62] and

keeps the coherence high, while the snow volume contributes

more in our study, and thus exhibits a higher decorrelation rate

due to snow redistribution.

Nevertheless, comparison with the previous studies [62],

[74] indicates that our observed rates of decorrelation can not

be simply extrapolated to all snow-covered environments, and

possibly also not to all times of year in the same environment.

Further study is thus needed in order to determine whether the

observed rates of decorrelation are also representative for other

meteorological conditions and environments.

C. Second-order polarimetric parameters

1) Entropy: The time series of entropy (Fig. 9) follows an

expected trend in all datasets – the polarimetric entropy is

high in winter and constant over time, which suggests a large

diversity of scattering processes. In summer, the entropy is

lower overall, and also exhibits a variation over the course of
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Alpha angle

Summer

Morning

Evening

Winter

Morning

Evening

Fig. 10. Comparison of the observed monostatic mean alpha angle ᾱ for the summer (left) and winter (right) seasons, for morning (top) and evening (bottom)
times of day. In winter, ᾱ retains a medium value throughout the day. In summer, ᾱ is comparably lower. It also further reduces during the day and reaches
its minimal value after sunset, in a manner similar to entropy in Fig. 8. The exception are exposed rock areas which retain a low entropy value throughout.

the day. This suggest that deterministic scattering processes,

such as surface scattering, have a higher proportion, which

is in agreement with the interpretation that melt-freeze crusts

are present close to the surface in summer and cause a con-

tribution of low-entropy surface scattering [17]. Furthermore,

the temporal variation indicates that entropy reduces further

as snow melt sets in during daytime, which increases liquid

water content and reduces penetration depth [46], resulting in

even larger contribution of surface scattering to total observed

backscatter. The only exception is the behaviour of “Glacier

flow” ROI in the bistatic dataset in summer, where the rise in

entropy with increasing snow melt can be explained as loss of

signal, i.e. the entropy is calculated mostly on noise, which

has very high intrinsic entropy.

2) Mean alpha angle: The mean alpha angle ᾱ (Fig.

11 exhibits behaviour very similar to entropy, and can be

explained with the same interpretation. The value of ᾱ between

40° and 60° is in agreement with dominance of volume

scattering in winter. Lower values in summer suggest a larger

(relative) contribution of surface scattering, and the temporal

behaviour is in agreement with increasing contribution of

surface scattering due to increased liquid water content, with

the “Glacier flow” ROI in the secondary dataset once again

exhibiting an exceptional increase due to loss of SNR.

3) Fourth eigenvalue λ4: The fourth eigenvalue λ4 of the

coherency matrix T should have a zero value in the monostatic
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Fig. 11. Time series of mean alpha angle ᾱ for summer (left) and winter (right) seasons, for both monostatic (top) and bistatic (bottom) data, per ROI.
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Fig. 12. Time series of the fourth eigenvalue λ̂4 as defined in eq. (20) for summer (left) and winter (right) seasons, for both monostatic (top) and bistatic
(bottom) data, per ROI. The y-axis is logarithmic. The primary (monostatic) datasets exhibit an overall low value irrespective of season or time of day. The

temporal rise of λ̂4 value in the “Glacier flow” ROI in summer is correlated with the SNR reduction (see Fig. 5). The bistatic datasets (secondary) show a

higher value of λ̂4, indicating presence of non-reciprocal scattering.

case due to the reciprocity principle [94]. This is confirmed

in Fig. 12 which shows that the estimate of the value of λ̂4

does not exceed 0.03, with the exception of the evening of the

summer period, where noise becomes a considerable factor.

The slightly higher estimates in winter can be caused by a

higher diversity of cross-polarizing scattering processes which

could “leak” into the fourth Pauli component and thus into

the fourth eigenvalue. The effect in the monostatic dataset is

however very limited and the absolute value remains low.

In the bistatic case, λ̂4 is higher overall – this can be

due to several contributing factors. Firstly, the SNR is overall

lower in the bistatic case, which could cause an increase in

the estimate of λ̂4. However, the comparison of monostatic

summer SNR in “Glacier flow” ROI with the bistatic SNR

in “Glacier head” ROI indicates that the bistatic data should

have sufficient SNR. The second contributing factor could be

a higher diversity of cross-polarizing scattering processes, just

like in the monostatic winter data. This however does not com-

pletely explain why the value is also high in summer, where

cross-polarizing contributions are quite low. The third possible

factor is miscalibration, which could cause a contribution in

case the amplitudes or phases of cross-polarized channels

are not precisely calibrated. This effect certainly can not be

excluded, due to factors mentioned in Section IV-A. However,

miscalibration likely is not the only factor, since the higher

values of λ̂4 are detected in both seasons which were calibrated

separately, and λ̂4 also exhibits a slight temporal trend in the

“Glacier head” ROI, which indicates that it is caused by a

true scattering signal. Furthermore, the XPD maps shown in

Fig. 15 (and timeseries in supplementary Fig. S8) indicate that

there are non-reciprocal scattering processes occurring in the

scene, which will then result in non-zero value of the fourth

Pauli component kP4 = j√
2
(SHV − SVH), and non-zero fourth

eigenvalue of the T matrix. The non-zero value of λ̂4 is thus

most likely caused by the same non-reciprocal processes that

cause the non-zero cross-polarized phase difference, and the

quantification of λ̂4 in Fig. 12 can be used as an estimate of

the contribution of these processes to total backscatter.

D. Polarimetric phase differences

1) Co-polar phase difference: The co-polar phase differ-

ence φHH−VV (Figs. 13 and 14) exhibits a similar behavior

between monostatic and bistatic datasets. In summer, it ex-

hibits an incidence angle dependence which varies with time

of day. When the snow cover is frozen (i.e. in the morning),

φHH−VV has a strong negative value at low incidence angles

(near-range), and trends towards a slight positive value at

high incidence angles (far-range), for both the monostatic
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Morning acquisitions, φHH−VV

Summer

Primary

Secondary

Winter

Primary

Secondary

Fig. 13. Comparison of the observed CPD for the summer (left) and winter (right) seasons, for the primary (top, monostatic) and the secondary (bottom,
bistatic) dataset. The data was acquired in the morning. In order to enhance the signal, 10 consecutive interferograms were coherently averaged. In summer,
the CPD has a “well-behaved” value, and does not appear to exhibit phase wrapping, neither in the monostatic nor the bistatic dataset. It exhibits an incidence
angle dependent behaviour, where its value increases with increasing incidence angle. In winter, the CPD considerably varies over very short spatial scales,
and appears to exhibit phase wrapping. The exception are exposed rock areas which retain a CPD value of close to 0.

and the bistatic dataset. It is difficult to interpret the change

of the sign of CPD between these two areas as an effect

caused purely by birefringence, since it would require a large

change in the snow cover’s structure and anisotropy between

the two observed regions. An alternative interpretation of the

change of the sign of CPD could be a change in the relative

contribution of dihedral (double-bounce) scattering between

the two geometries, where the contribution is larger at lower

local incidence angles (i.e. near range). Fig. 4, acquired in the

morning, shows a more dominant red color in the near-range

region in summer, indicating a higher contribution of dihedral

scattering. Dihedral scattering contribution has opposing ef-

fects on phases of the HH and VV channels (increasing the

phase of one and decreasing the phase of the other, all else

being equal) [17], and thus could cause a sign flip of φHH−VV

if the relative contribution of double-bounce scattering to total

backscatter changes.

This observed spatial trend of φHH−VV in summer can be

compared with literature. The incidence angle dependence has

the opposite trend to values observed at X-band in Greenland

[31, Figures 3-5] and L-band in Svalbard [100, Figures 8-9],

where the φHH−VV phase difference showed divergence from
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Evening acquisitions, φHH−VV

Summer

Primary

Secondary

Winter

Primary

Secondary

Fig. 14. Comparison of the observed CPD for the summer (left) and winter (right) seasons, for the primary (top, monostatic) and the secondary (bottom,
bistatic) dataset. The acquisitions were taken in the evening. In order to enhance the signal, 10 consecutive interferograms were coherently averaged. Compared
to the morning acquisitions (Fig. 13), the phase gradient in summer has flattened and the values are closer to zero throughout the scene. In winter, the high
rate of spatial variation of CPD remains throughout the day.

the zero value with increasing range. In SnowScat observations

of fresh snow at Ku-band [11, Figure 6] (note that the values

in the referenced figure show φVV−HH), the φHH−VV value was

observed to be increasingly negative with increasing incidence

angle, also a trend opposite to our observations. It should be

noted however that the snow and observation conditions in

these mentioned publications greatly differed from the setup

and conditions of our observations, since our observations

in summer were observing aged seasonal snow cover which

has repeatedly melted and refrozen over the course of the

preceding season. Determination of the precise cause of the

observed CPD behaviour remains an open question which

certainly warrants further quantitative analysis.

Temporally, the summer CPD observations show that as

liquid water content increases throughout the day, for all ROIs

the phase difference shifts towards zero. This is in agreement

with the interpretation that liquid water reduces penetration

and thus the scattering behavior becomes more surface-like.

Afterwards, over night when the snow cover refreezes, the

CPD recovers towards its original value. A similar trend

was observed in melting and refreezing snow at 95GHz in

[96, Figure 7], where the accumulation of fresh snow cover

observed under a 60° incidence angle caused a strong negative

value of φHH−VV which quickly reverted towards zero once the
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Bistatic acquisitions, φHV−VH

Summer

Morning

Evening

Winter

Morning

Evening

Fig. 15. Comparison of the cross-polar phase difference (XPD) observed by the secondary (bistatic) device, for the summer (left) and winter (right) seasons,
for morning (top and evening (bottom) acquisition time respectively. In order to enhance the signal, 10 consecutive interferograms were coherently averaged.
For both seasons, the bistatic acquisitions show significant deviations from this zero value throughout the scene. In summer, in the near range at steeper
incidence angles and large bistatic angle the XPD has a large value near 180°. With increasing range and incidence angle (and decreasing bistatic angle), this
value appears to reduce towards zero, however precise interpretation is difficult due to low coverage of medium bistatic angles. In the evening, the bistatic
XPD in summer has a smoother behaviour, however the strong deviation from the zero value remains. In winter, the XPD exhibits similar behaviour to CPD,
varying considerably on short spatial scales. Even with 10× coherent averaging, the bistatic dataset exhibits very low SNR in the far range.

snow cover started melting.

In winter, a high rate of spatial variation of the CPD is

observed, which can be attributed to a high contribution of

volume scattering [48], together with a range cell size orders

of magnitude larger than the wavelength, causing the positions

of the HH and VV phase centers to vary on scales longer

than the wavelength. Only the exposed rock face maintains

the zero value of CPD, as expected for surface-type scattering.

This has implications for scattering models which might aim

to invert the CPD for estimates of structural anisotropy or

depth – this approach is often applied at longer wavelengths

[11], [13] However, due to the short Ku-band wavelength,

even small values and variations of anisotropy or relatively

short depths can cause sufficient phase delay between the two

polarizations so as to cause phase-wrapping. We confirmed

this by an exploratory analysis of the model presented in [13]

which relates the CPD to snow grain shape anisotropy – it

has shown that at the Ku-band, with a density fraction value

of 0.3 and snow depth of 3m even small variation of any

input model parameter causes considerable CPD change and
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phase wrapping. This is corroborated by the observed winter

data which shows a high rate of spatial variation of CPD even

in areas which otherwise appear uniform both visually and

in terms of observed backscatter intensity. This variation and

phase wrapping makes simple parameter inversion challenging

since there is no bijective function between CPD and model

parameter values.

However, while the CPD in winter might appear to behave

like noise spatially, it remains temporally stable for any partic-

ular point on scales of minutes to hours. Thus, by monitoring

the CPD with a sufficient temporal resolution, one can monitor

this CPD evolution and possibly derive information about

the temporal influence of parameters that affect the CPD,

such as redistribution and settling of snowpack. This temporal

evolution could be particularly interesting to observe just after

fresh snowfall – this did unfortunately not occur during our

observation windows, but is an observation scenario of interest

for future investigations.

2) Cross-polar phase difference: The cross-polar phase

difference φHV−VH confirms the validity of the reciprocity

principle (SHV = SVH), as all monostatic datasets (supple-

mentary Fig. S7) exhibit a zero value of φHV−VH, regardless of

the scattering medium. However it exhibits a very interesting

behaviour in the bistatic datasets (Fig. 15). In winter, it varies

considerably on short spatial scales, similarly to the cross-

polar phase difference. This can also be interpreted as a

large contribution of volume scattering which causes a large

variation of the HV and VH phase center positions.

In summer, a large positive value of φHV−VH (approx.

+150°) is observed in the “Glacier head” ROI. This value

appears to further increase with increase of liquid water

content due to snowmelt. In the far range (and low bistatic

angles), the XPD appears to trend toward the zero value,

however the SNR is relatively weak due to the long range,

use of low gain antennas, and absorption by liquid water.

One interpretation of the non-zero XPD value can be

proposed as a combination of snow birefringence (which also

causes the CPD [11]) and a geometric effect caused by the

difference between local incidence angles of the transmission

and reception legs of the scattered signal (i.e., a different local

incidence angle from the point of view of the primary and

of the secondary device). This can cause a different phase

delay contribution of the two journey segments (the primary-

to-scatterer segment and the scatterer-to-secondary segment),

which thus do not cancel each other out between the HV

and VH channels as they would when monostatic observations

are made – Fig. 16 visualizes this interpretation. To the best

of our knowledge, there are no similar observations of snow

cover at large bistatic angles at radio frequencies available in

literature to date, and thus no comparisons with results from

other observations can be made. The definitive identification

of the mechanism causing the non-zero XPD value remains

an open question which certainly invites further investigation.

Regardless of the cause, both the summer and the winter

observations show that non-reciprocal backscatter does occur

in snow cover at non-zero bistatic angles, and thus care has

to be taken not to automatically assume reciprocity during

calibration/analysis of bistatic radar backscatter over snow-

P

S

T

transmission reception

nH > nV

H
H

V

V

Fig. 16. Possible interpretation of non-zero ϕHV−VH value caused by
combination of birefringence of the snow pack (i.e. difference in refractive
indices nH and nV) and difference in incidence angles of the transmission and
reception legs of the signal’s path. The transmission leg causes a significant
difference between the phase delays of the H- and V- polarized waves. The
reception leg then causes a much smaller difference in the opposite direction,
thus the combined VH pathway accumulates a longer phase delay than the
HV pathway, resulting in positive value of ϕHV−VH. In the monostatic case
(where both transmission and reception paths occur on the left side of this
diagram), the phase differential accumulated during the transmission leg is
cancelled out by the reversed differential during the reception leg.

covered regions.

V. CONCLUSION

In this publication we presented the first application of a

long-baseline bistatic KAPRI radar setup to monitoring of

natural environments. To the best of our knowledge, this

dataset, acquired on top of the Jungfraufirn region of the Great

Aletsch Glacier, provides the first polarimetric characterization

of Ku-band backscatter from snow-covered areas at non-

negligible bistatic angles on range scales of kilometers. The

observations revealed high variability of polarimetric proper-

ties of backscatter from the observed snow cover between the

late summer and late winter seasons, and in some cases also

variability between the monostatic and bistatic backscatter, as

well as temporal variability in summer.

We observed that temporal decorrelation of snow cover in

the observed area at Ku-band occurs on timescales of hours,

with coherence reducing to 1/e within time ranging between 4
and 12 hours. While this value might be different in other times

of year and areas, the timescale of hours provides an order-

of-magnitude estimate of the upper limit on the revisit time of

repeat-pass methods such as differential interferometry or SAR

tomography. The limit on the scale of hours (or lower tens of

hours) will make using these methods with spaceborne Ku-

band systems extremely challenging, since spaceborne systems

usually have revisit times on the order of days.

The second-order polarimetric parameters, the entropy H
and mean alpha angle ᾱ exhibit an expected trend of a

lower value in summer when the snow cover has aged and

liquid water content causes dominance of surface scattering,

and a higher value in winter when fresh snow allows deep

penetration and occurrence of a higher diversity of scattering

processes.

The polarization phase differences φHH−VV and φHV−VH

show a very interesting behavior, both between the two

seasons, and between monostatic and bistatic acquisitions.

The CPD in winter varies considerably on short spatial
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scales, which confirms that CPD-based inversion methods are

challenging to apply at Ku-band due to the phase-wrapping

tendency when observing snow layers thicker than several tens

of centimeters. In summer, it exhibits a smooth incidence-

angle-dependent trend, and its value also exhibits an intra-day

cycle, which can likely be attributed to changes in liquid water

content of the snow cover. The cross-polar phase difference

exhibits an expected zero value in all monostatic datasets (as

seen in supplementary Fig. S7), however in the bistatic datasets

there is a substantial deviation from this zero value. This

indicates the presence of non-reciprocal scattering behaviours

at non-zero bistatic angles in snow, which has implications

both for snow modeling using bistatic data, as well as polari-

metric calibration procedures which can no longer rely on the

reciprocity principle.

Besides the above-mentioned information about behaviour

of polarimetric parameters at Ku-band, lessons learned from

the two observation campaigns also suggest attractive future

observation targets, such as the observation of the minute-scale

temporal behaviour of polarization phase differences during

and immediately after fresh snowfall, as well as long-term

monitoring of the transition from fresh winter snow to refrozen

summer snow. The presented data can also already serve

as a reference overview for polarimetric Ku-band scattering

behaviour of snow under a variety of conditions, which can

aid planning and development of airborne and spaceborne

missions operating at similar wavelengths.
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