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Highlights
We model precipitating electron fluxes, and investigate sensitivity of the model to the boundary 
conditions
The dynamics of the modeled precipitating electron fluxes are qualitatively similar to POES 
observations at >30 keV and >100 keV
We compute and validate ionization rates based on precipitating flux, which can be used in 
atmospheric models
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Abstract
Electron and ion fluxes at energies of ~ 10 keV - 1 MeV can change by orders of magnitude 
during geomagnetically active periods. This can lead to intensification of particle precipitation 
into the Earth's atmosphere. The process further affects atmospheric chemistry, which may 
impact weather and climate on the Earth’s surface. In this study, we concentrate on ring current 
electrons, and investigate precipitation mechanisms using a numerical model based on the 
Fokker-Planck equation. We focus on a study of the main precipitation mechanisms, and their 
connection with atmospheric parameters. We investigate the 17 March 2013 storm using the 
convection-diffusion 4-Dimensional Versatile Electron Radiation Belt (VERB-4D) code, that 
allows us to quantify the impact of the storm on the electron ring current, and the resulting 
electron precipitation. We validate our results against observations from the Polar Operational 
Environmental Satellites (POES) mission, the low Earth orbiting meteorological satellites 
National Oceanic and Atmospheric Administration (NOAA-15,-16,-17,-18,-19), and 
Meteorological Operational Satellite MetOp-02, as well as the Van Allen Probes, and produce a 
data set of precipitating fluxes that covers an energy range from 10 keV to 1 MeV. We calculate 
the altitude-dependent atmospheric ionization rates, a prerequisite for atmospheric models to 
estimate effects of geomagnetically active periods on chemical and physical variability of the 
atmosphere at high latitudes. Atmospheric ionization rates are validated against Atmospheric 
Ionization during Substorm (AIMOS 2.1-Aisstorm) and Special Sensor Ultraviolet 
Spectrographic Imagers (SSUSI) values, and show good agreement at high geomagnetic latitudes 
during the storm time.

Key words
Electron precipitation; Ring current; Ionization rates; Satellite observations; Geomagnetic storms

1 Introduction
The ring current is a region of enhanced particle flux in the Earth's magnetosphere 

consisting of energetic ions and electrons with energies ranging from several to hundreds of keV. 
While the ring current has been extensively studied over the past several decades, its role in 
influencing the Earth's upper atmosphere is still not fully understood. Electrons of energies from 
several to hundreds of keV precipitating into the atmosphere can have a significant impact on the 
chemical composition of the upper mesosphere and lower thermosphere, including the 
production of ozone depleting species like nitric oxides (NOx) (Barth et al., 2001; Sinnhuber et 
al., 2012, 2016). However, the quantitiative relationship of auroral versus ring current electrons 
in these changes is still not clear (Nesse Tyssøy et al., 2022; Sinnhuber and Funke, 2020; 
Sinnhuber et al., 2021).

Solar and magnetospheric events accompanied by large fluxes of precipitating protons or 
electrons can have a significant impact on the state of the atmosphere, initiated by the production 
of NOx in the mesosphere and lower thermosphere. NOx is transported down from the source 
regions into the stratosphere in large-scale downwelling motions during polar winter. It is called 
the “indirect effect” of energetic particle precipitation (Randall et al., 2007; Siskind et al., 2000; 
Solomon at al., 1982). Based on satellite observations, NOx produced by energetic particle 
precipitation (EPP) can be transported down into the middle stratosphere, as low as 25 km. EPP 
associated NOx contributes up to 40% of total NOx at high latitudes during winter (Funke et al., 
2014), and correlates with the geomagnetic activity indices (Funke et al., 2014; Sinnhuber et al., 
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2011). In the middle and upper stratosphere, nitric oxides significantly contribute to catalytic 
ozone loss. Simulations with and without EPP showed changes in ozone levels (Sinnhuber et al., 
2018; Thorne, 1977; WMO 2018), and EPP has been connected to a depletion of up to 60% of 
ozone at an altitude of 35 – 40 km (Randall et al., 2005; Sinnhuber et al., 2018). Such large 
changes in the radiatively active gas ozone affect the daily total radiative heating (Sinnhuber et 
al., 2018), initiating changes of dynamics throughout the atmosphere. Analyses of surface 
temperatures for periods of high and low geomagnetic activity or in different times of 11-year 
solar cycle suggest an impact even on tropospheric weather systems (Maliniemi et al., 2014; 
Seppälä et al., 2009), with morphologically similar changes to the atmospheric dynamics also 
predicted by atmospheric composition-climate models (Rozanov et al., 2005, 2012). 
Consequenly, EPP was recommended as a part of the solar forcing of the climate system for the 
Coupled Model Intercomparison Project (CMIP6) model experiments (Matthes et al., 2017); an 
improved set of recommendations is currently planned for the upcoming CMIP7 experiments 
(Funke et al., 2023, Submitted to GMD).

In order to accurately model the precipitated flux, we need to understand the mechanism 
of precipitation. Wave-particle interactions is one of the most important mechanisms causing 
precipitation (Li et al., 2019). Magnetospheric waves play an important role in acceleration and 
scattering of particles. Whistler-mode chorus (Kasahara et al., 2018; Ma et al., 2020; Shprits et 
al., 2008a,b; Thorne et al., 2010; Wang and Shprits, 2019) and hiss (Li et al., 2019; Ma et al., 
2021), electron cyclotron harmonic (ECH) waves (Teng et al., 2023; Zhang et al., 2015), kinetic 
Alfvén waves (Chaston et al., 2015; Ma et al., 2016; Malaspina et al., 2014) are the main drivers 
of electron precipitation at keV energies. Specifically, chorus waves affect precipitation in the 
energy range from 0.1 eV to multi-MeV. Chorus waves cause precipitation across a range of 
latitudes and radial distances (Thorne et al., 2005). The most significant electron precipitation 
due to chorus is found from the nightside to dawn sectors over radial distances from 4 to 6.5 
according to Ni et al. (2014) and cause the most intensive precipitation in the dawn-to-noon 
sector according to Yu et al. (2022). Yakovchuk and Wissing (2019) show that night-time 
energetic electron precipitation is connected to substorm activity. The scattering of electrons 
with energies greater than 30 keV is a crucial consequence of the lower band chorus wave 
activity in that region (Lam et al.,  2010). In particular, lower band chorus drives diffuse auroral 
precipitation (Yu et al., 2023). Hiss waves, unlike the chorus waves, are observed in the inner 
zone of the magnetosphere, restricted by the plasmapause. They are responsible for depletion of 
energetic (~10 keV – ~1 MeV) electrons in the plasmasphere and plumes (Ma et al., 2015; 
Meredith et al., 2006; 2007; Summers et al., 2008) and for the formation of the slot region 
(Lyons and Thorne, 1973). Electromagnetic ion cyclotron (EMIC) waves affect scattering of 
multi-MeV electrons (Drozdov at al., 2020; Shprits et al., 2013).

Electron precipitation can be quantified by using the low-Earth orbit (LEO) satellites, 
e.g., SAMPEX (Tu et al., 2010), Lomonosov (Shprits et al., 2023), Focused Investigations of 
Relativistic Electron Bursts: Intensity, Range, and Dynamics (FIREBIRD II) CubeSats (Johnson 
et al., 2020) and ELFIN (Angelopoulos et al., 2020), as well as balloon measurements based on 
detection of bremsstrahlung X-rays (Bazilevskaya et al., 2020; Blum et al., 2013). Attempts to 
compare observed and simulated precipitated fluxes have also been made using observations 
from the LEO meteorological satellites Polar Operational Environmental Satellites (POES). 
Chen et al. (2019) used a self-consistent Rice Convection Model-Equilibrium (RCM-E) and 
parametrized wave-induced loss models following Orlova et al. (2014) and Orlova and Shprits 
(2014) to simulate both trapped electron fluxes in geostationary orbit (GEO) and precipitating 

https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2023GL102993#grl65802-bib-0017
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fluxes in the ionosphere. They found that simulated precipitating electron energy flux is most 
intense from premidnight through the dawn side. Reidy et al. (2021) have calculated the 
precipitated flux using the diffusion coefficients provided by the British Antarctic Survey 
Radiation Belt Model (BAS-RBM, Glauert et al., 2014), and compared the results to POES 
measurements inside the loss cone for energies >30 keV and >100 keV. The authors found that 
the modeled and observed fluxes show good correlation on the dawn and dayside for L* > 5, 
with magnitudes of the fluxes generally within a factor of 10 of each other during moderate 
geomagnetic conditions. However, for magnetic local time (MLT) 18 – 24 h, L* = 6 the ratio 
reaches values of ~10-12 (see Fig. 9 in Reidy et al., 2021), which indicates underestimation of the 
modeling results in comparison to the observations. Ødegaard et al. (2017) applied a superposed 
epoch analysis of 41 CIR storms to estimate electron loss, using a combination of POES 
measurements and theory of pitch angle distribution from Kennel and Petschek (1966), to find a 
correlation between the solar wind parameters and enhanced precipitation. Van de Kamp et al. 
(2016) developed a geomagnetic index driven model for radiation belt electrons, based on the 
POES observations, and validated it against the Antarctic-Arctic Radiation-belt (Dynamic) 
Deposition-VLF Atmospheric Research Konsortium (AARDDVARK) network measurements. 
The model allows to calculate long-term ionization rate using Fang et al. (2010) parametrization. 
This model has been recommended for the CMIP6 experiment for medium-energy electrons 
(Matthes et al., 2017), as the only parametrized model that allows for extending the time series 
backward in time to 1850, which is necessary for climate reconstructions. The model predicts 
fluxes 1.7 times lower than those inferred from VLF signal analysis and POES observations 
(Clilverd et al., 2020). Nesse Tyssøy et al. (2019) also showed an underestimation of the 
modeled electron fluxes particularly during periods of high geomagnetic activity compared to 
fluxes observed by POES. Similarly, results from the van de Kamp/CMIP6 model showed the 
lowest ionization rates in an intercomparison between eight ionization rate data sets all based on 
POES electron fluxes during a geomagnetic storm in April 2010 (Nesse Tyssøy et al., 2022). 
Sanchez et al. (2022) showed high spatial localization of electron precipitation based on the 
Boulder Electron Radiation to Ionization (BERI) model, coupled with the diffusion model, and 
applied to Van Allen Probes.

In this study, we focus on the St. Patrick’s Day geomagnetic storm. The storm emitted at 
the Sun as a coronal mass ejection that directed towards the Earth and traveled at a speed of 1400 
km/s, which is relatively fast for such events (NASA, n.d.). In the past, coronal mass ejections at 
this speed resulted in mild to moderate effects on Earth, such as auroras near the poles. During 
the storm's onset on 17 March around 08:00 UT, there was an increase in radiation belt electron 
fluxes up to several orders of magnitude, based on the observations from the Van Allen Probes 
(e.g., Wang et al., 2020), at electron ring current energies of 50 keV and 200 keV within a radial 
distance of L ~ 3 to 5.8 (e.g., Shprits et al., 2015). These fluxes decreased during the recovery 
phase which began several hours later. However, during the main phase of the storm, the fluxes 
of 1 MeV electrons in the relativistic radiation belt showed a dropout at L ~ 3.5 to 5.8, and then 
gradually increased over several days during the recovery phase. The maximum Kp value, which 
is one of the indicators of geomagnetic activity, reached 6.7 during this period, and the minimum 
Dst index value was -132 nT, indicating strong geomagnetic activity.

There are multiple studies that attempted to model the St. Patrick’s Day storm using 
diffusion processes. In the framework of the recent Geospace Environment Modeling (GEM) 
challenge, Wang et al. (2020) simulated radiation belt scenarios, and validated their results 
against Van Allen Probes, showing good reproducibility for this event. Another simulation with 
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several hiss and chorus lifetime approximations was made by Ferradas et al. (2019). All three 
models of electron lifetimes showed good agreement during the storm main phase. The 
simulation with hiss losses by Orlova et al. (2016) and chorus losses by Orlova and Shprits 
(2014) yielded the most accurate match with the fluxes detected by the Van Allen Probes within 
the energy range of 20 eV to 100 keV. Wang et al. (2017) performed a simulation with A Layer 
Method with Monotonic Cubic interpolation (LM-MC), accounting for equatorial pitch angle (α0
), momentum (p), and L-shell coordinates. The flux enhancements and the energy-dependent 
pitch angle distribution profiles were reproduced in agreement with Van Allen Probes A and B 
observations. Using the Rice Convection Model-Equilibrium (RCM-E) model, Chen et al. (2019) 
reproduced the ring current electron, proton and ion fluxes in energy range ~37 to 150 keV. 
Additionally, precipitated fluxes were compared to Defence Meteorological Satellite Program 
(DMSP) observations and agreed well in predawn to mid-morning sectors.

Our work extends a previous study by Aseev et al. (2019), where they investigated the 
sensitivity of the ring current electron dynamics to the global electric field models, boundary 
conditions, electron lifetimes, radial diffusion and sub-auroral polarization streams (SAPS) using 
the 4-Dimensional Versatile Electron Radiation Belt (VERB-4D) code (Aseev et al., 2016; 
Shprits et al., 2015). The obtained discrepancy between the model and observations below 4.5 RE 
could be explained by errors in the electron lifetimes model. For a better reproduction, the usage 
of other models accounting for the loss process is necessary. Authors used an empirical Denton 
et al. (2015) model for electron fluxes at the outer boundary, which showed a good agreement 
with observations from the Magnetospheric Plasma Analyzer (MPA) instrument on board Los 
Alamos National Laboratory (LANL) satellites 1994-084 during both quiet and disturbed 
conditions.

In this study, we use the ring current-radiation belt change throughout the VERB-4D 
code to accurately model the precipitating electron flux. From these electron fluxes, altitude-
dependend profiles of atmospheric ionization rates are calculated using a commonly-used 
parameterization (Fang et al., 2010). These ionization rate profiles can be used as input data for 
atmospheric composition-climate models, and provide a new approach to constrain the effect of 
electrons with medium-range energy, in particular ring current and radiation belt electrons on the 
atmosphere. The paper is organized as follows: Section 2 describes the satellite data used for 
validation. Section 3 provides details on the model setup and tests. Section 4 shows our modeling 
results. Section 5 discusses the implications of our results and possible reasons for the remaining 
inconsistency between the model output and observations. Section 6 concludes the paper.

2 Data

We use observations from four satellite missions in our study, both as our boundary 
condition in certain configuration, and as a way to validate our model output in the 
equatorial plane and closer to the Earth. The missions used are the Van Allen Probes, the 
Polar Operational Environmental Satellite (POES), Geostationary Operational 
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Environmental Satellite (GOES), and Special Sensor Ultraviolet Spectrographic Imagers 
(SSUSI).

2.1 Van Allen Probes

The Van Allen Probes are a pair of twins of National Aeronautics and Space 
Administration (NASA) near-equatorial spacecraft. They were launched in 2012 to study 
the Earth's radiation belts. The satellites fly on an elliptical orbit with an average 
inclination of 10°, a perigee of 1.1 RE, and apogee of 5.8 RE. They are equipped with a 
suite of instruments that measure the energy and pitch angle resolved flux of the particles, 
as well as electromagnetic wave properties. The two particle instruments used in this 
study, the Helium Oxygen Proton Electron (HOPE) and Magnetic Electron Ion 
Spectrometer (MagEIS), measure the energy and direction of electrons, protons and ions 
in the radiation belts. HOPE measures electrons with energies from 1 eV to 50 keV. 
MagEIS provides electron measurements over the range of energies 20 keV – 4 MeV 
(Spence et al., 2013). We used a combination of electron fluxes from both instruments for 
validation of the fluxes in the equatorial plane.

2.2 POES

POES is a series of polar-orbiting weather satellites operated by the United States' 
National Oceanic and Atmospheric Administration (NOAA). POES provides global 
coverage of atmospheric and surface conditions, which are used to support weather 
forecasting, environmental monitoring, and search and rescue operations. To validate our 
modeled precipitating fluxes against observations in the low Earth orbit, we use data 
provided by 6 meteorological POES satellites: NOAA-15, NOAA-16, NOAA-17, 
NOAA-18, NOAA-19 and Meteorological Operational Satellite MetOp-02. We use 
electron flux measurements from the Space Environment Monitor-2 Medium-Energy 
Proton and Electron Detector (SEM-2 MEPED) instrument, designed to measure flux and 
energy spectrum of medium energetic electrons and protons in two directions. The SEM-
2 MEPED instrument consists of two sensors, one for electrons and one for protons, that 
cover an energy range from 30 keV to 2.6 MeV and from 30 keV to 6.9 MeV, 
respectively. These sensors are mounted on a boom that extends away from the satellite, 
to minimize the influence of spacecraft-generated particles. The Medium Energy Proton 
Electron Detector (MEPED) measures electron counts in three integral energy channels 
(>30, >100 and >300 keV) with the nominal upper energy limit of 2.5 MeV. The 
instrument consists of two telescopes, T0, that views radially outward along the Earth-
satellite axis, and the other, T90, which is mounted perpendicular to it. Since the 
satellite’s orientation with respect to the Earth is unchanged along the orbit, its 
orientation with respect to the magnetic field lines changes significantly. This results in 
both detectors observing electron populations in the bounce and drift loss cones, as well 
as trapped electrons, at various points across the orbit. According to Rodger et al. 
(2010b), for L > 1.4, the electrons detected by the T0 telescope are mostly inside the 
bounce loss cone. The T90 telescope usually measures a combination of electrons in the 
drift and bounce loss cones, as well as trapped electrons, as described by Rodger et al. 
(2010a). The energetic electron channels on the POES SEM-2 instrument are strongly 
affected by proton contamination, especially during disturbed geomagnetic conditions 
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(Kp > 4) (Rodger et al., 2010b). For example, the percentage of contamination for the 
first channel (>30 keV) and T0 telescope is 24.7% during quiet conditions (AE ≤ 150 
nT), 20.6% during disturbed conditions (AE > 150 nT), and 22.7% on average. 
Furthermore, it was found that radiation damage had degraded the POES instrument even 
within 2 to 3 year after the launch (Asikainen and Mursula, 2011; Asikainen et al., 2012; 
Galand and Evans, 2000; Sandanger et al., 2015). A degradation correction could 
improve the accuracy of long-term comparisons with POES, and is an interesting 
direction for future investigations.

2.3 GOES

To set up the outer boundary condition for the simulations, we use the data from two 
spacecrafts at geosynchronous orbit, GOES-13 and GOES-15. These satellites measure 
electrons in several integral, omnidirectional flux channels using the Energetic Proton, 
Electron, and Alpha particle Detector (EPEAD) (Rodriguez at al., 2014), and differential 
pitch angle resolved flux using the Magnetospheric Electron Detector (MAGED) 
(Sillanpää et al., 2017). We assume exponential dependence of flux on energy to convert 
integral fluxes from the original integral EPEAD energy channels (>0.6, >2, >4 MeV) to 
differential fluxes in energy, and assign single values to represent the MAGED energy 
channels in our processing. To approximate pitch angle distribution, we propagate the 
pitch angle distribution from the highest energy MAGED channel (458 keV) to all 
EPEAD energies (0.8 – 10 MeV).

2.4 SSUSI

SSUSI is an instrument installed onboard Defense Meteorological Satellite Program 
(DMSP) Block 5D3 satellites (Paxton et al., 2018), aiming to measure chemical and 
physical properties of the upper atmosphere (above 80 km). The satellite orbit is low-
altitude, near-polar, sun-synchronous. Observations are conducted in the far ultraviolet 
wavelength range 115 – 180 nm, at 5 – 8 h universal time (UT) and are able to detect 
auroral emissions, which are further used to estimate ionization rate. The observations are 
taken over a swath around 3000 km wide with a nadir pixel resolution of 10x10 km 
(Paxton et al., 1992, 2017). The average electron energy and energy flux are determined 
for each pixel from the N2 Lyman-Birge-Hopfield emissions (e.g., Knight et al., 2018).

2.5 AIMOS

The Atmospheric Ionization during Substorm (AIMOS 2.1-Aisstorm) model is a 
successor of the Atmospheric Ionization Module Osnabrück (AIMOS) model, which 
provides electron fluxes and ionization rates, that we use for comparison. For details see 
Section 3.11.

3 Methods

3.1 VERB-4D

For all missions, we use the the International Radiation Belt Environment Modeling 
(IRBEM) library (Boscher et al., 2022) to calculate adiabatic invariants μ, K, and L* 
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(Roederer, 1970), using the International Geomagnetic Reference Field (IGRF) internal 
field model, and the T89 external field model (Tsyganenko, 1989). Closer to the Earth, 
the shape of the magnetic field is mainly determined by the internal field. Thus, choice of 
the external field model does not significantly change the values of adiabatic invariants.

We model the dynamics of electrons drifting around the Earth under the action of electric 
and magnetic fields using the Fokker-Planck diffusion equation (Schulz and Lanzerotti, 
1974):

∂f
∂t +

i

∂
∂Ji

dJi

dt f =
ij

∂
∂Ji

Dij
∂f
∂t , (1)

in which 𝑓 is the phase-averaged particle distribution function, or phase space density 
(PSD), Ji corresponds to the adiabatic invariants, Dij to the diffusion coefficients, t is 
time. The equation can be transformed into the L-shell, pitch angle, and momentum form 
by including the appropriate Jacobians. To perform the computations in the most efficient 
way, we have to solve the equation on a preferably orthogonal grid, which could be 
achieved by solving the modified Fokker-Planck equation with the additional advection 
terms (Aseev et al., 2016; Shprits et al., 2015):

∂f
∂t = ― 〈νφ〉

∂f
∂φ ― 〈νR0〉

∂f
∂R0

+
1
G

∂
L∗ G

∂
∂L∗ G〈DL∗L∗〉 +

+
1
G

∂
V G 〈DVV〉

∂f
∂V + 〈DVK〉

∂f
∂K +

1
G

∂
K G 〈DKV〉

∂f
∂V + 〈DKK〉

∂f
∂K ―

f
τ ,

(2)

where f is the PSD; t is time; φ is MLT, R0 is the radial distance from Earth in Earth 
radii; G is the Jacobian of the transformation from a system of adiabatic invariants to a 
system of modified adiabatic invariants (Subbotin and Shprits, 2012); V, K and L* are the 
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modified adiabatic invariants. V and K are connected with the first adiabatic invariant μ 
as follows:

V =  μ ⋅ (K + 0.5)2; (3)

and L* is connected with the third adiabatic invariant Φ as follows:

L∗ =  (2πM)/(ΦRE), (4)

where M is the magnetic moment of the Earth’s dipole field, and RE is the Earth’s radius.

The electron lifetime associated with the loss to the loss cone and magnetopause 
shadowing is indicated as τ; 〈νφ〉 and 〈νR0〉 are bounce-averaged drift velocities; 〈DL∗L∗〉, 
〈DVV〉, 〈DVK〉, 〈DKV〉, 〈DKK〉 are bounce-averaged diffusion coefficients.

To perform a full-diffusion modeling, we need a boundary condition, which is pitch angle 
resolved. In order to assign pitch angle distribution to the Denton model to set up 
boundary conditions, we assume electron flux follows a sine distribution in equatorial 
pitch angle. The model is recommended to be used for times when the magnetosheath 
moves outward of GEO orbit including only the effects of storm dynamics. The Denton 
model accounts for electrons with energies from ~40 eV to 40 keV. In order to extend the 
energy domain above 40 keV and accurately model the substorm dynamics, we use 
observations of fluxes from GOES satellites. We review the importance of boundary 
conditions for the simulations in detail. We perform a sensitivity study using three 
different boundary conditions (Section 3.7), showing that the model is highly sensitive to 
the choice of boundary condition, and use the results of the study to choose one that 
improves agreement with satellite observations.

We set our model on a four-dimensional grid of modified adiabatic invariants PRVK. We 
set the model grid resolution to 0.5 h in MLT, which allows to cover 48 points on the P 
grid. We set the grid resolution 0.2 RE in radial distance R from 1 to 6.6 RE, which covers 
29 points. The lowest energy on the V grid is 200 eV and the highest is 10 MeV, where 
we set up the flux to be zero. The energy grid allows us to cover all ring current energies 
and particle populations relevant to modeling of the ring current. The usage of an energy 
value lower than 10 MeV or consideration of high energetic particles requires to set up 
accurate boundary fluxes that are also energy dependent. Setting the upper energy 
boundary significantly above ring current energies (200 eV – 500 keV) ensures that the 
simulation is not sensitive to the exact definition of the boundary. The V grid is 
logarithmic and resolves 100 points in energy, which allows us to decrease the 
appearance of numerical artifacts at high energies seen on grids with lower resolution, 
and computationally fast at the same time. On the K grid, we cover all pitch angles from 
0.3° to 89.3°. The K grid resolves 101 points and is logarithmic, which allows us to have 
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more points inside the loss cone, and reproduce loss cone particle dynamics more 
accurately.

As a starting point, we run a short-term simulation, and validate the results for two 
particle populations, one trapped in the magnetosphere and the other precipitating to the 
atmosphere. We calculate ionization rates and compare them to two existing ionization 
rate data sets, both based on the satellite data. Similarly to Aseev et al. (2019), we set the 
Dirichlet boundary condition for energies: we assume flux to be zero for the highest 
energy on the boundary, and use the steady state solution of an average spectrum 
obtained from the Combined Release and Radiation Effects Satellite (CRRES) 
observations applied to the radial diffusion equation as the lower energy boundary 
(Shprits and Thorne, 2004). The Dirichlet condition allows us to account for a balance of 
convective sources and losses of source population. For pitch angles, we use the 
Neumann boundary conditions with zero derivative of PSD at the lower boundary to 
account for the presence of particles inside the loss cone and strong diffusion. For the 
upper pitch angle boundary, we set the Neumann condition, since we want to have a flat 
pitch angle distribution at 90° and simulate strong diffusion. As we run a short-term 
simulation, the model cannot reach a realistic state during the event if started from an 
empty magnetosphere. Thus, we set up the initial conditions from RBSP-B HOPE and 
MagEIS measurements of PSD during an inbound pass starting on the 16 March 20:00 
UT and ending at midnight on the 17 March. We assume symmetry of electron flux in 
MLT to increase the MLT coverage of the observations, and assign the calculated initial 
conditions to 16 March 20:00 UT.

3.2 Electric and magnetic field models

Eq. (2) used to model the ring current includes two convection terms, which are 
responsible for the drift motion of the particles in the radial and azimuthal directions. 
Drift velocities depend on the field models used to approximate the global electric and 
magnetic fields. For the electric field, we set up the Kp-dependent Volland-Stern electric 
field model (Volland, 1973; Stern, 1975; Maynard and Chen, 1975), and the magnetic 
field configuration is assumed to be a dipole (computationally the simplest). Aseev et al. 
(2019) compared the model results to the observations using two electric field models, 
the Weimer (2005) polar cap potential model, and the Volland-Stern electric field model. 
The second model showed a better agreement with the RBSP observations at high L-
shells but did not reproduce the rapid variation of the electric field measured by the Van 
Allen Probes.

3.3 Diffusion coefficients

The radial diffusion term is included as the third term on the right-hand side of Eq. (2). 
There are several approaches to modeling the process of radial diffusion. Our approach 
uses the Brautigam and Albert (2000) Kp-dependent radial diffusion model. This 
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parametrization allows for the good agreement with observations (Drozdov et al., 2017; 
Drozdov et al., 2021; Wang et al., 2020).

To accurately model local diffusion, which is responsible for both scattering and the 
acceleration of particles within the inner magnetosphere (e.g., Millan & Baker, 2012; 
Shprits et al., 2008a; Thorne, 2010), we use a model that includes energy, pitch angle and 
mixed energy-pitch angle diffusion terms. The diffusion coefficients are calculated using 
the Full Diffusion Code (FDC) (Shprits and Ni, 2009b), based on the field-aligned code 
(Shprits et al., 2006a) that computes resonance scattering rates. Application of an up-to-
date wave model that provides diffusion coefficients for local diffusion terms is essential, 
as wave-particle interactions are the main mechanism responsible for particle 
precipitation inside an L-shell of 8 (Ni et al., 2011a, 2011b; Thorne, 2010). We use 
diffusion coefficients obtained from the wave model by Wang et al. (2019), based on 
more than 5 years of the Van Allen Probes observations. The regression model of the 
wave amplitude as a function of Kp, L, MLT and magnetic latitude is constructed as a fit 
to the root mean square of wave amplitudes and covers all MLTs, L-shells from 3.5 to 6 
for Lower Band Chorus (LBC) and from 4 to 6 for Upper Band Chorus (UBC), and is 
valid for Kp ≤ 6. The chorus wave model in Wang et al. (2019) is limited to magnetic 
latitudes up to 20°, due to the orbits of Van Allen Probes. Wang and Shprits (2019) 
extended the wave model to the middle latitudes 20° – 45° referring to the Cluster 
observations (Agapitov et al., 2018). Using the calculated diffusion coefficients, Wang 
and Shprits (2019), Wang et al. (2020), Shprits et al. (2022) performed simulations for 
MeV electrons for a long-term run (from 1 to 5 years) and specific storms using GOES 
data for the boundary conditions. Their simulation results agree very well with the 
satellite observations.

We include diffusion coefficients of one of the latest hiss waves model from Orlova et al. 
(2016), which showed a good performance in numerical simulations (Drozdov et al., 
2015; Shprits et al., 2015, Yu et al., 2016). This empirical hiss wave model is based on 
two years of Van Allen Probes observations. The authors developed a cubic regression 
model for the average hiss magnetic field intensity based on Kp, L, magnetic latitude, and 
MLT and compared the results with the spectral distribution and wave amplitude to 
previous data from the CRRES mission. They compared two models in a common L-shell 
sector from 3 to 5.5, for three Kp values, and found that the new model reproduces the 
observations at energies 150 – 400 keV and 3 < L < 3.6. We calculate plasmapause 
location using the Carpenter and Anderson (1992) model. We use the chorus wave model 
to describe diffusion outside the plasmapause, and the hiss wave model to describe 
diffusion inside the plasmapause. Fig. 1 shows energy (DVV), pitch angle (DKK) and mixed 
(DVK) diffusion coefficients for electrons at 30 keV in radial coordinates (in units of Earth 
radii from the center of the Earth). Panels (a)-(c) show diffusion coefficients for the 
lowest Kp value reached over the 3-day period in this study, and Panels (d)-(f) show 
diffusion coefficients for the highest Kp value. We see a shift of the chorus wave 
intensity for higher Kp values, from the night-dawn towards the dawn side (for a detailed 
explanation, see Fig. 13 (l) from Wang et al. (2019). The highest values of the chorus 
diffusion coefficients are obtained for diffusion in the adiabatic invariant K, indicating 
that the main wave-particle interaction is pitch angle scattering. The values of the hiss 
diffusion coefficients are below 10-2 everywhere. As we will show later in the Section 
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4.1, the spatial distribution of precipitated electron flux is directly connected to the 
distribution of the chorus wave intensity in space.

Fig. 1. Diffusion coefficients in the equatorial plane for energy of 30 keV and equatorial 
pitch angle of 10°, for 16 March 2013 15:00 UT, Kp=1.7 (Panels (a)-(c)), which value is 
marked with a red line on the left in Panel (g), and 17 March 2013 06:00 UT, Kp=6.7 
(Panels (d)-(f)), which is the value marked with a red line on the right in Panel (g), 
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transformed into the grid of modified adiabatic invariants V and K. The white dashed line 
corresponds to the location of the plasmapause.

3.4 Magnetopause location

Loss to the magnetopause and accompanied outward radial diffusion (e.g., Shprits et al., 
2006b) can provide an effective loss mechanism of the radiation belt and ring current 
electrons. Wang et al. (2020) showed that introduction of the magnetopause loss using 
the last closed drift shell (LCDS) into the magnetospheric model significantly contributes 
to the dropouts of electrons at high L-shells up to 6.6. We calculate the LCDS using the 
Tsyganenko 2004 (T04) model (Tsyganenko et al., 2003; Tsyganenko and Sitnov, 2005). 
We approximate the effect of magnetopause loss by setting flux at the LCDS to zero in 
the dayside sector (MLT 9 – 15 h), which is the closest to the region where the 
magnetopause crosses the magnetosphere. Development of a more accurate MLT-
dependent magnetopause model is left as the subject of a future study. We include this 
additional loss into our modeling to reduce flux values at the high L-shells during the 
storm main phase.

3.5 Comparison with RBSP observations

The VERB-4D code provides PSD on a four-dimensional grid of modified adiabatic 
invariants as an output. To convert it into flux, we multiply modeled PSD by a square of 
momentum times the speed of light pc. For each L we interpolate the flux for a specific 
energy and pitch angle searching for the nearest value on a 2D-grid. To compare the 
gridded flux to the flux, measured by satellites at certain location in space, we have to 
conduct a “flyby” – an approach that allows to obtain pitch angle and energy resolved 
flux for a specific position that corresponds to the satellite’s position. For that, we choose 
two sequential points in time from the model, and select all satellite observations in this 
interval. Then we conduct sequential linear interpolation in time from the VERB-4D 
times to the times of the measurements, from the VERB-4D P to the satellite’s MLT 
positions, and then from the VERB-4D R values to the satellite’s L positions.

To quantify the difference between the Van Allen Probes observations and modeled flux, 
we use the normalized difference (Drozdov et al., 2021), which is calculated using the 
following formula:

𝑁𝐷𝑚𝑎𝑥(𝑙∗,𝑡) =
𝐽𝑂(𝑙∗,𝑡) ― 𝐽𝑆(𝑙∗,𝑡)

𝑚𝑎𝑥 |𝑜𝑣𝑒𝑟 𝐿∗ 𝑒𝑣𝑒𝑟𝑦 8 ℎ𝑜𝑢𝑟𝑠
𝐽𝑆(𝐿∗,𝑇) + 𝐽𝑂(𝐿∗,𝑇)

2
, (5)

where JO is observed flux, JS is simulated flux, t and l* are corresponding time and L* for 
observed and simulated points; T and L* are the sets of all the times and all the L*’s that 
lie within one orbital period (approx. 8 hours).

Fig. 2 shows the comparison of the modeled VERB-4D flux and observed by RBSP flux. 
We see that the agreement between the model and the observations is better for higher 
energies. We made a “flyby” of RBSP satellites through the model, and calculated the 
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mean value of the ratio between observed and modeled flux. Panel (d) shows that for 32.6 
keV the model overestimates the flux by 10.13% during the recovery phase of he storm 
for R > 3. The decrease in the flux (see dark blue portion of curve) along the orbit flyby 
are caused by the numerical instabilities that are due to simultaneous action of convection 
and diffusion. For the energy of 94.1 keV the normalized difference is 8.14%, which is 
the least value among the three energies. A comparison of the model and observations for 
the energy of 300 keV shows a moderate overestimation at R = 4 – 6 RE. The normalized 
difference for the energy of 303.4 keV equals to 13.25% and is the greatest among the 
three energies.

Fig. 2. Electron fluxes as a function of time and radial distance for three energies, at 
equatorial pitch angle of 50°. Van Allen Probes A and B spacecraft HOPE and MagEIS 
observations, Denton et al. (2015) boundary fluxes (Panel (a)) for energy of 32.6 keV, 
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and GOES-13 and GOES-15 observations, which fluxes are adiabatically transformed to 
6.6, for energies of 94.1 and 303.4 keV (Panels (b), (c)). VERB-4D simulations of the 
flux evolution for energies 32.6, 94.1 and 303.4 keV (Panels (d), (e), (f)), made at the 
location of the spacecrafts. The magenta lines represent the location of the magnetopause 
calculated using the LCDS.

3.6 Comparison with POES observations

We compare the modeled precipitated fluxes and POES observations (Figure S2 from the 
supplementary material). We add a processing step to restrict ourselves strictly to 
observations of precipitating fluxes for more accurate comparison. According to Li et al. 
(2013), the central pitch angle measured by the POES SEM-2 detectors corresponds to 
the centre of the telescope field of view. Taking into account that the detector’s opening 
angle is 30°, we can select only those particles whose maximal equatorial pitch angle lies 
within the loss cone for T0, and those particles whose minimal equatorial pitch angle lies 
outside the loss cone for T90. Then, we calculate the equatorial pitch angle from the 
conservation of the first adiabatic invariant for two points:

𝛼𝑒𝑞 = 𝑠𝑖𝑛―1
𝐵𝑒𝑞

𝐵𝑃𝑂𝐸𝑆
𝑠𝑖𝑛(𝜃 ± 𝛽) , (6)

where Beq is the magnetic field strength at the equator, BPOES is the magnetic field 
strength calculated using the IGRF model (Thébault et al., 2015) at the satellite location, 
and θ represents the central pitch angle of the POES detector, which is supplied with the 
data. β denotes the half-angle of the detector's acceptance, which is set at 15° for the 
POES telescope. The loss cone is dipole and is defined as follows:

𝛼𝐿𝐶 = 𝑠𝑖𝑛―1((4𝐿6 ― 3𝐿5)―1/4), (7)

where L denotes L-shell. We compare the VERB-4D output to the satellite observations 
by interpolating the model output to the time and location of the measurements. We 
transform PSD into flux using an approach, described in the previous section, and 
interpolate it on the energy range, which lowest value corresponds to the certain energy 
channel and the highest value is 2.5 MeV. We interpolate the flux on an equatorial pitch 
angle from POES, which is calculated from the central pitch angle using Eq. (6), for one 
time point. We apply the same “flyby” procedure, as described in the Section 3.5. The 
POES SEM-2 flux measurements are provided with integral energy channels, thus we 
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need to apply an additional processing step to the modeled fluxes. We integrate the model 
output over the energy range, in the anisotropic case:

𝐽(𝐸 > 𝐸𝑡ℎ) =

𝐸𝑚𝑎𝑥

𝐸𝑡ℎ

𝐽𝑒𝑞(𝐸) 𝑑𝐸, (8)

where Emax is 2.5 MeV, and Eth is the lower bound of the energy channel (30, 100, 300 
keV) that corresponds to one of the POES SEM-2 channels.

According to Rodger et al. (2010a), near the equator, the T90 telescope measures fluxes 
inside the bounce loss cone (BLC), but in other areas it measures a mixture of other 
populations, both trapped fluxes and fluxes inside the drift loss cone (DLC). Near the 
South Atlantic Anomaly (SAA), the instrument detects a mixture of DLC, BLC and 
trapped populations, though most of the flux comes from DLC electrons. The T0 
telescope measures DLC and BLC populations near the equator, and only BLC closer to 
the poles. We apply the particle populations separation and make sure to only use BLC 
particles from T0 for comparisons with modeled precipitating flux, and trapped particles 
from T90 for comparisons with modeled trapped flux. This procedure of separating 
particle populations is described in more detail in Shprits et al. (2023). We define BLC as 
points where magnetic field strength at the mirror point of a particle is equal to or greater 
than the magnetic field strength at the footpoint of the field line. DLC is defined using the 
minimum of the magnetic field strength at the footpoint (100 km). All other particles are 
assumed to be trapped.

The continuous values of the POES observed flux plotted against L lie above the level 
102.5 1/(cm2 s sr), which is taken as a noise threshold level from analysis of flux 
distribution depending on L (Fig. S1 from the supplementary material). Simulations and 
tests show that the measurements of electrons with energy levels >30 keV, >100 keV, 
and >300 keV are affected by contamination from protons with energy levels ranging 
from 210 – 2700 keV, 280 – 2700 keV, and 440 – 2700 keV, respectively (Evans and 
Greer, 2000). Yando et al. (2011) determined the crosstalk sensitivity by Geant4 
simulations and get similar numbers only with an upper energy threshold of 2600 keV. 
Since the proton energy spectrum is unknown, certain assumptions need to be made in 
order to eliminate this contamination. We estimate the proton energy spectrum, according 
to Lam et al. (2010). The method assumes that the spectrum consists of a series of 
piecewise exponential functions within each measured proton energy channel range. We 
initially define these functions using a bow tie method (Selesnick and Blake, 2000), and 
then iterate to improve our understanding of the spectrum. By subtracting the resulting 
proton counts from the electron counts, we obtain the corrected electron counts for each 
energy channel.

The storm under study is accompanied by a solar proton event (SPE), and the electron 
instrumentation could be affected by the penetrating energetic SPE protons (Evans and 
Greer, 2000; Yando et al., 2011). To prevent the SPE from affecting the study, we 



18

remove measurements affected by it during the satellite data processing according to the 
NASA SPE catalog (NASA, n.d).

3.7 Model sensitivity to boundary conditions

We assume complete loss of particles into the atmosphere at that boundary (PSD at the 
inner L boundary is zero). The outer L boundary condition is adapted from the 
combination of the Denton et al. (2015) model using GOES-13 and GOES-15 
observations. To combine observations from two GOES satellites, we take a mean value 
of their fluxes. The empirical Denton model is based on 82 years of observations from 
different satellites at GEO operated by the LANL, and provides Kp, Local Time (LT), 
and energy dependent ion and electron fluxes at the geosynchronous orbit. It covers 
energy range from 1.8 eV to 40.7 keV. We assume sinusoidal pitch angle distribution to 
obtain the directional flux. To account for sharp Kp drops during this extreme event, we 
apply additional smoothing by fitting the flux as a 7th order polynomial in Kp. To 
construct a boundary condition from the GOES observations, we adiabatically transform 
fluxes from GOES-13 and GOES-15 L-shells to L* = 6.6 for each time point assuming a 
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flat PSD distribution in L. First, we calculate the momentum multiplied by the speed of 
light (pc) value measured in MeV from the values of energy, measured by GOES:

pcGOES =
EGOES

mc2

2
― 1 ⋅  mc2, (9)

where pcGOES is pc for all GOES energies, EGOES, provided in the GOES dataset, m is the 
electron mass and c is the speed of light.

Then, we transform J measured by GOES into PSD (f), using the pc values obtained from 
Eq. (7):

fGOES = JGOES/(pcGOES)2. (10)

We calculate the values of pc for L* = 6.6, including a value of the magnetic field 
strength at L* = 6.6:

pcGOES,L∗=6.6 = 2 μGOES mc2 B(L∗ = 6.6) / sin(αeq GOES), (11)

where 𝜇𝐺𝑂𝐸𝑆 is the first adiabatic invariant and 𝛼𝑒𝑞 𝐺𝑂𝐸𝑆 is an equatorial pitch angle 
calculated with a magnetic field model.

Finally, we obtain flux value at L* = 6.6 by multiplying the known PSD values and the 
momentum-speed of light value at 6.6:

JGOES,L∗=6.6 = fGOES ⋅ (pcGOES,L∗=6.6)2. (12)

We only apply this transformation for L* ≥ 5.2, since in for these L-shells the T89 
magnetic field model has been shown to accurately capture the behavior of the real 
magnetic field. For L* values lower than 5.2, we linearly interpolate flux in time for each 
energy and pitch angle.

To construct the combined flux array for the boundary, which is MLT, pitch angle and 
energy resolved, we use MLT and energy resolved fluxes from the Denton et al. (2015) 
model for the energies up to 40.7 keV, and pitch angle and energy resolved fluxes from 
GOES-13 and GOES-15 observations, which were transformed to L* = 6.6 following the 
algorithm above. If we have flux for a given energy at a given time from both the Denton 
model and GOES observations, we calculate the average and continue the array from the 
GOES values for subsequent higher energies. We set up the PSD at the boundary to zero, 
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when magnetopause is inserted inside the model domain and one or two GOES satellites 
are located inside that area simultaneously.

To test the model’s sensitivity to boundary conditions, and find the one maximizing the 
agreement with observations, we ran three simulations with the same configuration 
parameters and simulation grid, only changing the boundary conditions. To expand fluxes 
from MLT and energy resolved fluxes from the Denton model to energies higher than 
40.7 keV, we apply linear extrapolation and compare the result to the Van Allen Probes 
observations.

Fig. 3, Panels (a)-(c) show the Van Allen Probes A and B, HOPE and MagEIS 
observations for the three energies, and pitch angle of 50°. Panels (d)-(f) show the values 
of the normalized difference between observed and modeled fluxes, calculated using the 
Eq. (5). Panels (g)-(i) show the combined GOES-13 and GOES-15 fluxes, that are pitch 
angle and energy resolved and cover energies from 38 keV up to 10 MeV. We apply 
linear extrapolation to expand fluxes to energies lower than 38 keV. Panels (j)-(l) show 
the result of comparison between a run with combination of the Denton model and GOES 
boundary conditions and Van Allen Probes observations. An additional plot of the 
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combined flux spectra used in the third case could be found in the supplementary material 
(Fig. S2).
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Fig. 3. Van Allen Probes measurements for energies of 32.6, 94.1 and 303.4 keV as a 
function of time and radial distance (Panels (a)-(c)). Normalized difference between the 
Van Allen Probes measurements and the VERB-4D model with different boundary 
conditions for three energies and an equatorial pitch angle of 50°: from Denton et al. 
(2015) (Panels (d)-(f)), from GOES-13, GOES-15 (Panels (g)-(i)) and with the combined 
boundary conditions (Panels (j)-(l)).

Usage of the Denton et al. (2015) model for the boundary (Panels (d)-(f)) produces both 
underestimation and overestimation of observations that is the lowest for the energy of 
94.1 keV. The model produces underestimation of observations, which intensifies for 
higher energies. The highest absolute mean of the normalized difference is reached for 
the highest considered energy of 303.4 keV and is 15%. The usage of the boundary 
conditions from the GOES observations (Panels (g)-(i)) oppositely produces 
overestimation that becomes stronger at the energy of 94.1 keV. GOES boundary 
conditions overestimate the observations between 3 and 4 RE. The highest absolute mean 
of the normalized difference equals to 10.6% and is reached for the highest considered 
energy.The simulation using the combined boundary conditions (Panels (j)-(l) reduces the 
discrepancy for the energy of 32.6 keV comparing to the setup with the Denton model. 
For 94.1 keV, we obtained the lowest absolute mean of the normalized difference among 
two other setups. The discrepancy fluctuates around zero, except from the setup with the 
GOES observations, for which it is localized at the region 3 – 4 RE. There is also a 
moderate overestimation for R > 4 RE during the storm main phase for the energy of 
303.4 keV. For 303.4 keV, the absolute value of the normalized difference is lower than 
in the setup with the Denton model, but shows both underestimation and overestimation 
in different regions. The highest absolute mean of the normalized difference for that case 
is 13.25%. We choose the combined boundary condition setup for the following study as 
it provides lower values of the normalized difference than the other two setups, and the 
errors are spread across the simulation domain rather than are localized at certain 
distances.

3.8 Calculation of precipitated fluxes

To calculate the differential precipitated flux JLC from the four-dimensional flux J output 
of the model for each time step, we use the approach described in Lauben et al. (2001). 
We apply a cosine factor, which adjusts for the area perpendicular to B0, and integrate the 
flux over the solid angle that represents the loss cone. Then, we multiply the double 
integral with a factor g, accounting for the geomagnetic flux tube contraction. After 
contraction of the trigonometric functions involved, we obtain the following relation:

JLC(t,P,R,E) =
π

sin2αLC

αLC

0

J(t,P,R,E,α) sin2α dα , (13)

where α is the equatorial pitch angle, 𝛼𝐿𝐶 is the loss cone pitch angle; P, R, E are the 
values set up on the grid. Then we find the geodetic coordinates of the footpoints of the 
field lines using the IRBEM library (Boscher et al., 2022), in order to map fluxes from 
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the equatorial plane to the mirror points. We transform the obtained data set of 
precipitating fluxes given on the VERB-4D grid into the solar magnetic coordinate 
system, then to the geodetic coordinates, and project fluxes onto the Earth’s surface to 
obtain flux maps. In the next section, we calculate ionization rate maps at different 
altitudes from precipitated flux maps using a commonly used parameterization, and show 
the correlation between flux patterns of a certain energy and ionization rate patterns at a 
corresponding altitude.

3.9 Calculation of ionization rates

We calculate ionization rates from precipitated fluxes JLC using the parameterization for 
monoenergetic isotropically precipitating electrons as presented by Fang et al. (2010). 
For the calculation, JLC is provided as precipitated flux maps in hundred energy channels 
ranging from 10 keV to 1 MeV with an energy bin size of Δ𝐸 = 10 keV with a 15 min 
time resolution. In contrast to the parameterization in Fang et al. (2008), this 
parameterization does not assume a Maxwellian energy distribution of the precipitated 
fluxes, and the full energy spectrum of JLC is simulated by VERB-4D. Fang et al. (2010) 
used two first-principle models, which solve the electron Boltzmann transport equations 
and calculate the resulting ionization rate profiles. The parameterization was obtained by 
applying a least square fit to the normalized quantities. The approach is commonly used 
in atmospheric studies (e.g., it is used by 5 out of 8 ionization rate models discussed in 
Nesse Tyssøy et al., 2022), and is an accurate and fast computation method for 
quantification of the atmospheric impact. Comparison with the other methods showed 
good agreement during both quiet and disturbed geomagnetic conditions, for energies 
from 100 eV to 1 MeV. The errors could occur at low energies, which are out of the 
scope of this study. We briefly summarize key points of the approach below.

The total ionization rate qtot for each energy channel can be calculated as:

F = qtot(z) ∕
Qmono

Δϵ
1

H(z) , (14)

where F is the normalized energy dissipation, introduced in Fang et al. (2008), H(z) is the 
atmospheric scale height (cm) (Fig. S3 in the Supplementary material), and Δϵ is the 
mean ionization energy of air being 35 eV. Qmono is the incident electron energy flux of 
the respective energy channel, which can be obtained by integration over the precipitated 
flux:

Qmono(E,t) =  

𝐸+𝛥𝐸

E

JLC(E,t) E dE = JLC(E,t) E ΔE , (15)

where ΔE is the size of each energy bin of 10 keV. As a result of the height dependence, 
the ionization rates are functions of the vertical height above the surface of the Earth. 
From the ionization rate altitude profiles for each energy bin (Fig. S4 in the 



24

Supplementary material) we see that the peak is shifting to lower altitudes as the incident 
electron energy is increasing. The higher the electron energy, the deeper electrons 
penetrate in the atmosphere (Tururnen et al., 2009; Wissing and Kallenrode, 2009). For 
example, the ionization rate profile of the ring current electrons with an energy of 30 keV 
peaks around 93 km (also slightly dependent on the background atmosphere), whereas 
electrons with an energy of 300 keV cause maximum ionization rates at about 70 km 
altitude. Both agrees well to the Geant4 based Monte-Carlo simulation by Wissing and 
Kallenrode (2009), their Fig. 2, showing a maximum ionization altitude of about 97 km 
for 30 keV and 72 km for 300 keV.

We use latitude-dependent zonal daily mean values of 16 March 2013 for atmospheric 
quantities (density, atmospheric temperature, molecular weight, gravitational 
acceleration) provided by a simulation of the winter 2012/2013 with the atmospheric 
chemistry-climate model ECHAM5/MESSy Atmospheric Chemistry – fifth-generation 
European Centre Hamburg general circulation model/Modular Earth Submodel System 
(EMAC) in the high-top configuration (Sinnhuber et al., 2022). Ionization rate profiles 
qtot are calculated for all energy bins in the range from 10 keV to 1 MeV. The overall 
resulting total ionization rate (IR) profiles are calculated as a superposition of all 
ionization rate profiles:

IR(z) =
100

i=1
qtot(Ei,z) . (16)

As a vertical coordinate z, 74 levels of the EMAC model in the upper atmosphere mode 
were used, starting in the thermosphere at a top height of ~220 km down to the Earth’s 
surface.

3.10 Derivation of the ionization rate from SSUSI

SSUSI electron particle observations are provided in the energy range 2 – 20 keV, which 
constrains ionization altitudes suitable for comparisons to 100 – 600 km. These energies 
and fluxes are used to calculate ionization rate profiles using the parametrization given in 
Fang et al. (2010), and using US Naval Research Laboratory Mass Spectrometer and 
Incoherent Scatter radar (NRLMSISE-00) (Picone et al., 2002) as the neutral background 
atmosphere. By converting the so-derived ionization rate profiles to electron density 
profiles, they have been validated against ground-based measurements by European 
Incoherent Scatter Scientific Association (EISCAT) (Bender et al., 2021). Here, we use 
an empirical parametrization of these ionization rate profiles, binned in MLT and 
geomagnetic latitude. This parametrization uses Kp, PC, Ap, and F10.7, and the 
ionization rates used here were produced with the accompanying model code (Bender, 
2023), interpolated to the model pressure grid.

3.11 Derivation of the ionization rate from AISstorm

AISstorm is a numerical model of atmospheric ionization rates due to precipitating 
particles with high spatial resolution and extends its predecessor AIMOS (Atmospheric 
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Ionization Model Osnabrück) (Wissing and Kallenrode, 2009) by separate treatment of 
substorm periods. AISstorm calculates 3D ionization rates from precipitating protons, 
electrons, and alpha particles with a 30 min temporal resolution. 

The model includes a sorting algorithm to assign observations from polar-orbiting POES 
and MetOp satellites to horizontal precipitation cells. For this, AIMOS uses the data from 
the Total Energy Detector (TED) and MEPED detectors. In addition, high-energy protons 
and alpha particles from the SEM detectors of the GOES satellites are used in the polar 
cap. The energy range covers 154 eV – 500 MeV for protons, 154 eV – 300 keV for 
electrons, and 4 – 500 MeV for alpha particles. Mean flux maps were calculated from 18 
years of satellite data (2001–2018) grouped by Kp level, geomagnetic APEX (Richmond, 
1995) vs. MLT location with up to 1° latitide vs. 3.75° longitude resolution, and substorm 
activity. Each flux map represents a typical spatial pattern of particle precipitation for one 
particle channel on the global map. Typical average flow maps from AIMOS are given in 
Yakovchuk and Wissing (2019). The effective flow for a 30 min interval is determined 
by scaling precipitation maps with direct measurements at that time. Considering that 
only areas with high flux values (e.g. auroral oval) are used for scaling, the influence of 
noise in real-time data is suppressed. For each spectral interval of particles, the ionization 
profile is calculated by the Monte Carlo method (Schröter et al., 2006), and the 
atmospheric parameters were taken from the Hamburg Model of the Neutral and Ionized 
Atmosphere (HAMMONIA) (Schmidt et al., 2006) and NRLMSISE-00 (Picone et al., 
2002) models. The AISstorm data is available at the Ionization.de website.

4 Results

In this section, we show the results of the modeled flux validation for both trapped and 
precipitated populations of particles using satellite observations. Then we validate 
ionization rates calculated from the precipitated flux using two data sets.

4.1 Validation of the precipitated fluxes

Fig. 4 shows the comparison of the VERB-4D electron fluxes with the POES 
observations as two columns with the flux values and one column with the values of the 
normalized difference, calculated using Eq. (5) (Panels (c), (f), (i), (l), (o), (r)). POES T0 
flux shows a similar pattern of flux intensification for all three energies. Panel (a) shows 
two injections, the first of which occurred on March 16 and reached L = 4, and the 
second of which occurred after flux decay on March 17 and reached L = 3. The second 
injection has a two-peaked structure that is due to a double Kp jump up to 6.7 on March 
17. Panels (g), (m) show that many flux values lie below the noise threshold level. POES 
T90 flux (Panel (d)) shows two injections originating from the outer boundary and 
occurring on March 16 and 17. The dark blue areas accompanying the injections 
correspond to magnetopause shadowing. The area of lower flux extends up to L = 4. A 
belt-shaped structure at L = 2-3 is attributed to proton contamination from the inner 
radiation belt. Panels (j) and (p) depict flux intensification starting at midday on March 
17, covering L regions from 3 to 5. The model produces significant overestimation for the 
lowest energy channel (Panels (d), (e)). Moderate overestimation is produced by the 
model for the second energy channel (Panels (j), (k)). And the best agreement between 
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observations and the model is obtained for the third energy channel (Panels (p), (q)). 
Trapped fluxes are reproduced more accurately for higher energies (>100 keV), which is 
also seen in comparison to Van Allen Probes observations on Fig. 2. The modeled pre-
storm fluxes underestimate observed fluxes, which could be caused by using initial 
conditions not accurately reproducing fluxes for low pitch angles. The enhancement 
during the storm main phase is reproduced quite well, and the absolute mean value of the 
normalized difference is 17.63% at lowest among all satellites (see Table S1). 
Precipitated flux is the most intensive and has the best agreement with observations for 
the first energy channel (Panels (a), (b)) with the absolute mean value of the normalized 
difference of 11.37%. We see a significant decay of flux and underestimation produced 
by the model for the second energy channel (Panels (g), (h)) with increase of the absolute 
mean value of the normalized difference (17.48%). For the >300 keV energy channel, 
POES observes electron fluxes that are only slightly higher than our chosen noise 
threshold level. Although VERB-4D produces significantly lower values than POES for 
>300 keV, the location of the flux injection corresponds to the observations (Fig. S5 from 
the supplementary material), which happens without applying the noise threshold level. 
Regarding the precipitating particle population, fluxes have a better agreement for lower 
energies, which contribute most to the total ionization rate value. Thus, we assume that 
the overall resulting total ionization rates, which are dominated by the impact of the 
lower energies, are estimated correctly; however we would expect an underestimation of 
the ionization rates at lower (mesospheric) altitudes due to the underestimation of the 
higher energies fluxes particularly in the POES T0 telescope. Possible explanations for 
the discrepancy are presented in Section 5. Quantitative estimation of agreement between 
the observations and the model is presented as normalized difference in the 
supplementary material (Table S1).

We also compare our simulation results to the VERB-4D modeled fluxes obtained in 
Shprits et al. (2015), where the authors simulated the same 17 March 2013 storm using an 
earlier version of the code with convection, radial diffusion, and energy diffusion. The 
diffusion coefficients are calculated as described in Subbotin et al. (2011) and are 
computed using the FDC. Chorus and hiss waves models include both Ultra Low 
Frequency (ULF) and Very Low Frequency (VLF) waves. Usage of these coefficients 
produces overestimation of trapped fluxes and underestimation of precipitating fluxes, 
when compared to the POES observations (Fig. S6 from the supplementary material). 



27

Thus, we conclude that usage of a model with latitude dependent chorus wave model is 
essential for accurate modeling of precipitation.

Fig. 4. Integral flux along the POES orbit as a function of time from observations of six 
POES satellites (Panels (a),(d),(g),(j),(m),(p)), VERB-4D simulation flux (Panels 
(b),(e),(h),(k),(n),(q)), and normalized difference between POES flux and VERB-4D flux 
(Panels (c),(f),(i),(l),(o),(r)) for 3 energy channels (>30 keV – Panels (a)-(f); >100 keV – 
Panels (g)-(l); >300 keV – Panels (m)-(r)) and 2 telescopes (T0 – Panels 
(a),(b),(c),(g),(h),(i),(m),(n),(o); T90 – Panels (d),(e),(f),(j),(k),(l),(p),(q),(r)). Noise 
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threshold level and particle population separation are applied, as described in the Section 
3.6.

Fig. 5. Radial profiles of precipitated flux for three energies: 30 keV (Panels (a)-(d)), 100 
keV (Panels (e)-(h)), 300 keV (Panels (i)-(l)). The plots represent the dynamics of the 
precipitation process in the equatorial plane through snapshots from the studied event.

Fig. 5 shows the distribution of precipitated flux for the three energies at various phases 
of the storm event. For the energy of 30 keV (Panels (a)-(d)), the flux peaks at the night-
dawn side between 4 and 5 RE, which is associated with the highest value of the pitch 
angle diffusion coefficients for Kp > 6. In that region, there is significant low latitude 
chorus waves activity, as we show on Fig. 1, which is responsible for the increased 
electron scattering. For higher energies (Panels (e)-(h), (i)-(l)), we see that the peak of the 
precipitated flux is shifting towards the dayside. Wang and Shprits (2019) illustrated that 
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there is a different energy dependence of the low- and high-latitude chorus wave pitch 
angle diffusion coefficients. On the dayside, chorus waves can extend to higher latitude, 
providing more efficient scattering of higher energy electrons (Wang et al., 2019).

4.2 The effect of precipitation on the particle induced ionization rates

Fig. 6, Panel (a) and (c) show the calculated precipitated flux and Fig. 6, Panel (b) and (d) 
show ionization rates at two time points. We show ionization rates at the altitude of 93.2 
km on Panels (b) and (d) due to a fact that contribution of the 30 keV channel to the 
overall resulting total ionization rate profile maximizes around that altitude. We see an 
additional intensification of precipitated flux in the western hemisphere closer to the 
equator that is caused by an injection of particles from the nightside (see Movie S1 and 
S2 in the supplementary material). We interpolate obtained rates in geodetic coordinate 
system that is using the World Geodetic System 1984 (WGS84) reference ellipsoid onto a 
rectangular grid with the horizontal EMAC grid resolution T42 of about 2.8°×2.8° in 
latitude and longitude. We compare and validate this data set of evenly distributed in 
space ionization rates against the previously obtained ionization rate data sets. The 
obtained data set could be further used as an input for the atmospheric models as the 
upper boundary condition.

Fig. 6. Energy flux of precipitated electrons at the top of the atmosphere (Panels (a) and 
(c)) with an energy of 30 keV, and overall resulting ionization rates (Panels (b) and (d)) 
at an altitude of 93.2 km, mapped onto the Earth’s surface for two time points 
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corresponding to Kp = 1.3 (Panels a and b) and Kp = 6.7 (Panels (c) and (d)), 
respectively. Ionization rates are calculated for energies 10 keV – 1 MeV.

4.3 Validation of ionization rates

Fig. 7 shows the comparison of calculated ionization rates from precipitated electron 
fluxes as simulated by the VERB-4D model with SSUSI and AISstorm ionization rates at 
an altitude of about 93 km for the two time points, 16 March 15:00 UT and 17 March 
06:00 UT, corresponding to the minimum and the maximum of Kp, respectively (cf. Fig. 
1 and Fig. 6). First of all, we should note that this altitude is already slightly out of bound 
for SUSSI covering 2 – 20 keV and thus having a lower altitude threshold of 100 km. 
Thus, the SUSSI ionization rates should represent a lower boundary of ionization at 93 
km and being about two times smaller than a continuous energy spectrum (see Fig. S4 in 
the Supplementary material). VERB-4D ionization rates (Panels (a) and (b) on Fig. 7) are 
generally lower or equal to ionization rates from SSUSI and lower than those from 
AISstorm, and their latitudinal extent polewards is limited by the equatorward border of 
the auroral oval. This is due to the fact that VERB-4D ionization rates only represent the 
population of precipitating electrons from the radiation belts and ring current restricted to 
L-shells of 1 to 6.6 with energies from 10 keV to 1 MeV. In contrast, SSUSI (Panels (c) 
and (d) on Fig. 7) and AISstorm data (Panels (e) and (f) on Fig. 7) also include the 
electrons precipitating from the magnetosphere regions above L = 6.6 and the high-
energy part of the aurora, which extends down to this altitude. On Fig. 7, during a period 
of high geomagnetic activity, we find a good agreement between VERB-4D (Panel (b)) 
and SSUSI (Panel (d)) ionization rates in the transition region of contributions from the 
radiation belts, ring current and the aurora at the equatorward edge of the auroral oval. 
On the one hand, this implies a good spatial agreement; on the other hand, the ionization 
rates might be slightly underestimated. Note that some data points sharply change to low 
values at the poleward edges of the VERB-4D data due to setup of the boundary 
conditions (Section 3.7). The agreement of VERB-4D (Panel (b)) and AISstorm data 
(Panel (f)) in this region is less pronounced. On the one side, this may be partly attributed 
to long-term spatial averaging procedure in AIMOS, which is needed to produce a global 
coverage at high temporal and MLT resolution but tends to reduce the peak heights and 
broadens the peaks spatially and partly to the wider energy range that includes auroral 
particles down to 150 eV. On the other side, an underestimation of VERB-4D may 
increase these differences. Interesting is the region of the gap in the auroral oval 
(longitude of Australia) where there is no strong slope of the ionization rates. Here, 
VERB-4D and AISstorm agree much better even though VERB-4D derived ionization 
rates are slightly lower. Similarly, we can see a wide zone (blue) of similar ionization at 
low Kp in subauroral latitudes where both models agree well. However, it is still unclear 
if the main differences are due to contribution from low energetic particles or a steep 
slope as both absent in the noted regions. The overall morphology of SSUSI ionization 
rates (Panels (c) and (d)) agrees quite well to AISstorm data (Panels (e) and (f)) at this 
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altitude for the two time points. Further validations of the ionization rates are left for the 
future study and could be expanded for a longer period of time.

Fig. 7. Comparison of ionization rates (IR) produced with the VERB-4D model (Panels 
(a) and (b)) to ionization rates observed with SSUSI (Panels (c) und (d)) and modeled 
with AISstorm (Panels (e) and (f)), for the two time points corresponding to Kp = 1.3 
(Panels (a), (c), (e)) and Kp = 6.7 (Panels (b), (d), (f)), respectively. Magenta and gray 
lines represent the latitude borders of the VERB-4D spatial domain. VERB-4D and 
SSUSI data have been averaged to the time resolution of AISstorm data of 1 hour. The 
comparison is carried out at an atmospheric altitude of about 93 km.

5 Discussion
In this section, we discuss the possible reasons for the produced underestimation of 

observed precipitated fluxes by the VERB-4D model at high energies (>300 keV). During the 
main phase of the storm, we see a sharp decreasing of GOES-13 and GOES-15 L-shell position, 
possibly due to the loss to magnetopause. Adiabatic transformation of the flux observations from 
GOES orbit to an L-shell of 6.6 causes increase in calculated μ, and thus produces higher fluxes, 
according to Eq. (9), (10). This causes model overestimation coming from the boundary 
conditions in comparison to the Van Allen Probes observations. A potential source of error could 
be the MLT-averaging in the 40.7 – 300 keV range for GOES derived boundary conditions, 
where ring current fluxes usually show MLT dependence. In order to extend the boundary that 
we derived from GOES point measurements to all MLTs, we assume that the flux is the same at 
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all MLTs. Knowledge of the flux distribution in MLT is necessary to account for asymmetry in 
the ring current, according to the model results.

During this event, only electrons with energies up to 30 keV at L > 4.5 and MLT 1 – 14 h 
reach the strong diffusion regime during the storm main phase, so for higher energies, the 
scattering is weaker and is not able to fill the loss cone. The strong diffusion regime is reached 
due to intense chorus wave activity resulting from the sudden Kp jump from 2.3 to 6.7 during 
our study period. This is consistent with the results from Meredith et al. (2009), who showed that 
upper band chorus waves increase loss and cause strong diffusion during periods of high 
geomagnetic activity in the night and predawn sectors (MLT 21 – 6 h). The strong diffusion is 
seen in the model only for energies up to 30 keV (Panel (b) on Fig. 4), meanwhile POES 
observations show signatures of strong diffusion for all three energy channels during the main 
phase of the storm for L-shells above 3.5 (Panels (a), (e), (i) on Fig. 4). The overestimation of 
fluxes inside the loss cone in observations could be caused by proton counts detected by the 
electron detector (>300 keV).

The chorus wave parameterization used in our model has been derived for Kp ≤ 6 (Wang 
et al., 2019), but during our study period Kp reaches 6.7 at the time of maximum activity. This 
could result in underestimation of the diffusion coefficients, leading to an underestimation of 
precipitating flux. The underestimation of loss can also come from underestimation of the 
intensity of chorus waves at high latitude.

Additionally, the underestimation produced by the model as seen on Fig. 4, Panels (f) and 
(j), could also be caused by non-linear processes occurring inside the loss cone, which our 
approach cannot accurately reproduce. For example, microbursts can produce non-linear 
scattering and rapidly fill the loss cone at 300 keV (Chen et al., 2021). Mozer et al. (2018) found 
correlation between lower band chorus wave activity and microburst precipitation using Van 
Allen Probes B and AeroCube 6-B (AC6-B) simultaneous observations. Breneman et al. (2017) 
found another confirmation of the connection between particle scattering caused by lower band 
chorus waves and microbursts for energies in the 220 keV – 1 MeV range using observations 
from the Van Allen Probes A and the CubeSat FIREBIRD II satellites.

Another scattering mechanism missing from our current model is wave-particle 
interactions between electrons and ECH waves, which cause electron precipitation at energies 
from ~1 keV to tens of keV in the nightside and dawn sectors outside the plasmapause (Ma et al., 
2020; Zhang et al., 2015). Inclusion of these waves into the model could lead to additional 
scattering of low energy electrons, and consequently higher precipitation fluxes (Haas et al., 
2023). Moreover, kinetic Alfvén waves may be another reason for underestimating the loss 
(Shen et al., 2022), properly accounting for their effects through future work would be a valuable 
contribution to ring current modeling efforts.

Both the T0 and T90 POES telescopes only cover a part of the loss cone at a time, and 
they measure different populations as the satellite moves along the orbit. Due to the assumed 
isotropy of the pitch angle distribution of flux inside the loss cone in models like VERB-4D, 
there can be significant differences between the model and observations restricted to one part of 
the loss cone. Nesse Tyssøy et al. (2016) made an attempt to accurately reconstruct loss cone 
fluxes from MEPED POES observations. From comparison of the observed OH density and 
modeled OH density from precipitated flux for the reconstructed loss cone in the middle 
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atmosphere, the authors obtained a realistic estimation. Thus, taking into account flux 
distribution inside the loss cone could lead to more accurate estimations of precipitated flux.

In our model, we assume a dipole magnetic field, and thus do not take into account 
features of the realistic magnetic field, such as SAA. This introduces another possible source of 
discrepancy between the model and the observed POES fluxes, since the populations separation 
procedure applied to the POES data does involve calculation of the realistic drift loss cone using 
the IGRF magnetic field model. An extension of the model with the IGRF loss cone is left for the 
future work.

6 Conclusions
In this paper, we present a comprehensive study of the mechanism of the ring current 

electron precipitation, utilizing a combination of observational data, theoretical modeling, and 
numerical simulations to investigate the physical processes that control the precipitation of 
electrons from the ring current into the atmosphere.

The simulation of the 17 March 2013 storm shows good agreement with the near-
equatorial Van Allen Probes observations for the energies higher than 100 keV. Inside the loss 
cone, the simulation results reproduce the trends observed by POES spacecraft for the energy 
channels >30 keV and >100 keV.

The data set containing the precipitated fluxes for a range of energies from 10 keV to 1 
MeV as well as the ionization rates on the EMAC grid has been published with Zenodo (Grishina 
et al., 2023). We show that the most significant electron precipitation due to chorus waves is 
found from the nightside to dawn sectors over 4 < L < 5. From precipitation fluxes we infer an 
ionization rate data set using the parameterization of Fang et al. (2010) and perform a first 
comparison to two established ionization rate data sets for two points in time representing high 
and low geomagnetic activity during our study period. We find promising agreement in the 
transition region of modeled ring current electron and auroral electron precipitation.

For the future work, maps of projected precipitated fluxes could be used to show how 
precipitation coincides with the rapidly changing atmospheric parameters. As our ionization rate 
data set can be used now as an input for atmospheric models, we also will be able to examine the 
specific impact of electrons from the magnetosphere, in particular ring current electron 
precipitation on atmospheric chemistry, and better constrain their effect on atmospheric 
composition. Furthermore, the validation of our derived atmospheric ionization rates with other 
established data sets demonstrates that our data set could be used in combination with other data 
sets to quantify the effect of certain electron populations, for example, auroral electrons. We will 
be able to explore the implications of our findings for understanding the long-term evolution of 
the Earth's upper atmosphere. Our study represents an important step towards improving our 
knowledge of the complex interconnection between the Earth's magnetosphere, ionosphere, and 
atmosphere, and provides data sets that could be used to model and predict the behavior of these 
systems more accurately in the future.
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Figure captions

Figure 1. Diffusion coefficients in the equatorial plane for energy of 30 keV and 
equatorial pitch angle of 10°, for 16 March 2013 15:00 UT, Kp=1.7 (Panels (a)-(c)), 
which value is marked with a red line on the left in Panel (g), and 17 March 2013 06:00 
UT, Kp=6.7 (Panels (d)-(f)), which is the value marked with a red line on the right in 
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Panel (g), transformed into the grid of modified adiabatic invariants V and K. The white 
dashed line corresponds to the location of the plasmapause.
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Figure 2. Electron fluxes as a function of time and radial distance for three energies, at 
equatorial pitch angle of 50°. Van Allen Probes A and B spacecraft HOPE and MagEIS 
observations, Denton et al. (2015) boundary fluxes (Panel (a)) for energy of 32.6 keV, 
and GOES-13 and GOES-15 observations, which fluxes are adiabatically transformed to 
6.6, for energies of 94.1 and 303.4 keV (Panels (b), (c)). VERB-4D simulations of the 
flux evolution for energies 32.6, 94.1 and 303.4 keV (Panels (d), (e), (f)), made at the 
location of the spacecrafts. The magenta lines represent the location of the magnetopause 
calculated using the LCDS.

Fig. 3. Van Allen Probes measurements for energies of 32.6, 94.1 and 303.4 keV as a 
function of time and radial distance (Panels (a)-(c)). Normalized difference between the 
Van Allen Probes measurements and the VERB-4D model with different boundary 
conditions for three energies and an equatorial pitch angle of 50°: from Denton et al. 
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(2015) (Panels (d)-(f)), from GOES-13, GOES-15 (Panels (g)-(i)) and with the combined 
boundary conditions (Panels (j)-(l)).
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Fig. 4. Integral flux along the POES orbit as a function of time from observations of six 
POES satellites (Panels (a),(d),(g),(j),(m),(p)), VERB-4D simulation flux (Panels 
(b),(e),(h),(k),(n),(q)), and normalized difference between POES flux and VERB-4D flux 
(Panels (c),(f),(i),(l),(o),(r)) for 3 energy channels (>30 keV – Panels (a)-(f); >100 keV – 
Panels (g)-(l); >300 keV – Panels (m)-(r)) and 2 telescopes (T0 – Panels 
(a),(b),(c),(g),(h),(i),(m),(n),(o); T90 – Panels (d),(e),(f),(j),(k),(l),(p),(q),(r)). Noise 
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threshold level and particle population separation are applied, as described in the Section 
3.6.

Figure 5. Radial profiles of precipitated flux for three energies: 30 keV (Panels (a)-(d)), 
100 keV (Panels (e)-(h)), 300 keV (Panels (i)-(l)). The plots represent the dynamics of the 
precipitation process in the equatorial plane through snapshots from the studied event.
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Figure 6. Energy flux of precipitated electrons at the top of the atmosphere (Panels (a) 
and (c)) with an energy of 30 keV, and overall resulting ionization rates (Panels (b) and 
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(d)) at an altitude of 93.2 km, mapped onto the Earth’s surface for two time points 
corresponding to Kp = 1.3 (Panels a and b) and Kp = 6.7 (Panels (c) and (d)), 
respectively. Ionization rates are calculated for energies 10 keV – 1 MeV.

Fig. 7. Comparison of ionization rates (IR) produced with the VERB-4D model (Panels 
(1) and (b)) to ionization rates observed with SSUSI (Panels (c) und (d)) and modeled 
with AISstorm (Panels (e) and (f)), for the two time points corresponding to Kp = 1.3 
(Panels (a), (c), (e)) and Kp = 6.7 (Panels (b), (d), (f)), respectively. VERB-4D and 
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SSUSI data have been averaged to the time resolution of AISstorm data of 1 hour. The 
comparison is carried out at an atmospheric altitude of about 93 km.
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