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Deep Evidential Regression (DER)

DOI:10.1007/s10618-021-00782-4 (NeurIPS 2020)

DLR

Nis Meinert, Institute of Communications and Navigation, February 2024
2

https://doi.org/10.1007/s10618-021-00782-4


DER in a Nutshell

(taken from Amini et al., Deep Evidential Regression, NeurIPS 2020)

Train a NN m : X × Ω → R4 s.t. Eθ∼p(θ|m(xi,ω))[p(y|θ)] → yi
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DER in a Nutshell

Minimize
Li(ω) = − logLNIG

i (ω)︸ ︷︷ ︸
LNLL
i

+λ |yi − γi|(2νi + αi)︸ ︷︷ ︸
LR
i (ω)

where

LNIG
i (ω) = p(yi| γi, νi, αi, βi︸ ︷︷ ︸

m(xi;ω)

) = St2αi

(
yi

∣∣∣∣γi, βi(1 + νi)

νiαi

)

Find uncertainties with

E
[
σ2i

]
=

βi
αi − 1︸ ︷︷ ︸

aleatoric

var [µi] =
E
[
σ2i

]
νi︸ ︷︷ ︸

epistemic
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DER in a Nutshell

Minimize

− log St(yi|mi) + λLR
i

aka fitting St(yi|xi) point-wise to data
(xi, yi) with regularization.
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DER in a Nutshell
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DER in a Nutshell
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aka fitting St(yi|xi) point-wise to data
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. . .but there is no unique minimum!
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Measuring Epistemic Uncertainty by Convergence Speed

Epistemic uncertainty:

var [µi] ∝ ν−1
i

. . .is measured by point-wise
convergence speed!?
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How is DER Used in Practice?

In practice: OOD

low epistemic uncertainty?

→ great! Trust model prediction (within
aleatoric bounds)

high epistemic uncertainty?

→ OOD

→ don’t trust model (ignore aleatoric
uncertainty)

→ resample data in this region
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How is DER Used in Practice?

In practice: OOD

low epistemic uncertainty?

→ great! Trust model prediction (within
aleatoric bounds)

high epistemic uncertainty?

→ OOD

→ don’t trust model (ignore aleatoric
uncertainty)

→ resample data in this region

Do we actually need to disentangle types of uncertainties?
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How is DER Used in Practice?

In practice: OOD

low epistemic uncertainty?

→ great! Trust model prediction (within
aleatoric bounds)

high epistemic uncertainty?

→ OOD

→ don’t trust model (ignore aleatoric
uncertainty)

→ resample data in this region

Epistemic uncertainty ↔ f(convergence speed) ↔ f(density) !?
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DER: Nota Bene

Predicted epistemic uncertainty
somehow looks reasonable

Aleatoric uncertainty is definitely
wrong

find more details in The Unreasonable Effectiveness of Deep Evidential Regression,
DOI:10.1609/aaai.v37i8.26096
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Neural Optimization-based Model Uncertainty (NOMU)

arXiv:2102.13640 (ICML 2022)
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NOMU: Desiderata

NOMU predicts ŷ and epistemic uncertainty as (UB,UB) s.t.

1. Non-Negativity: UB(x) ≤ ŷ(x) ≤ UB

2. In-Sample: UB(xtrain) = UB(xtrain)

3. Out-Sample: UB(xtrain)− UB(xtrain) grows if ||x− xtrain||M gets large

4. Metric Learning: ||x− xtrain||M strongly depends on features that have high
predictive power

5. Vanishing: UB(x)− UB(x) → 0 for ntrain → 0
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3. Out-Sample: UB(xtrain)− UB(xtrain) grows if ||x− xtrain||M gets large

4. Metric Learning: ||x− xtrain||M strongly depends on features that have high
predictive power

5. Vanishing: UB(x)− UB(x) → 0 for ntrain → 0

↪→ ((UB(x), UB(x) = (f(x)∓ c φ(rf (x)) with NNs f and rf
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NOMU: Desiderata

NOMU predicts ŷ and epistemic uncertainty as (UB,UB) s.t.

1. Non-Negativity: UB(x) ≤ ŷ(x) ≤ UB

2. In-Sample: UB(xtrain) = UB(xtrain)

3. Out-Sample: UB(xtrain)− UB(xtrain) grows if ||x− xtrain||M gets large

4. Metric Learning: ||x− xtrain||M strongly depends on features that have high
predictive power

5. Vanishing: UB(x)− UB(x) → 0 for ntrain → 0

↪→ arg min
ω1,ω2

∑
i

(f(xi|ω1)− yi)
2 + λ

∑
i

r2f (xi|ω2) + λ′
∫
X

dx exp{−c rf (x|ω2)}
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NOMU in Practice

(taken from Heiss et al., NOMU: Neural Optimization-based Model Uncertainty, ICML 2022)
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NOMU in Practice
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∑
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NOMU in Practice

Do 1. – 3. describe a density estimation?

1. Non-Negativity

2. In-Sample

3. Out-Sample

4. Metric Learning

5. Vanishing

Proposed architecture:

f(x) = (fm ◦ · · · ◦ f1)(x) rf (x) = rnf

(
fm−1(x), (rn−1

f ◦ · · · ◦ r1f )(x)
)
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NOMU in Practice

Do 1. – 3. describe a density estimation
(in latent space)?

1. Non-Negativity

2. In-Sample

3. Out-Sample

4. Metric Learning

5. Vanishing

Claim: Better than GP because rf incorporates model information from fm−1
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Natural Posterior Network (NatPN)

arXiv:2105.04471 (ICLR 2022)
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NatPN

(taken from Charpentier et al., Natural Posterior Network: Deep Bayesian Uncertainty for Exponential Family Distributions, ICLR 2022)
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NatPN

L(yi, Eθ∼p(θ|mi)[p(y|θ)])︸ ︷︷ ︸
DER

→ Eθ∼p(θ|mi)[L(yi, p(y|θ))]︸ ︷︷ ︸
NatPN
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NatPN

χpost
i =

npriorχprior + niχi

nprior + ni︸ ︷︷ ︸
aleatoric

nposti = nprior + ni︸ ︷︷ ︸
epistemic
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NatPN

ni comes from a Normalizing Flow → density estimation in latent space
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NatPN: Normal distribution

Li(ω) = − 1

2

(
− ni
2βi

(yi − γi)
2 − 1

ni
+ ψ

(ni
2

)
− log βi

)
︸ ︷︷ ︸

E
θ∼Qpost

i
[log P(yi|θ)]

− λ
1

2

(
3 log βi + 2 log Γ

(ni
2

)
− log ni + ni − (ni + 3)ψ

(ni
2

))
︸ ︷︷ ︸

H[Qpost
i ]

Peculiarities:

Eθ∼Qpost
i

→ δ(yi − γi), hence λ sets epistemic uncertainty budget

(see arXiv:2402.09056)
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NatPN: Normal distribution

Li(ω) = − 1

2

(
− ni
2βi

(yi − γi)
2 − 1

ni
+ ψ

(ni
2

)
− log βi

)
︸ ︷︷ ︸

E
θ∼Qpost

i
[log P(yi|θ)]

− λ
1

2

(
3 log βi + 2 log Γ

(ni
2

)
− log ni + ni − (ni + 3)ψ

(ni
2

))
︸ ︷︷ ︸

H[Qpost
i ]

Peculiarities:

∂nLi are propagated (does this break normalizing flow?)
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NatPN: Normal distribution

Li(ω) = − 1

2

(
− ni
2βi

(yi − γi)
2 − 1

ni
+ ψ

(ni
2

)
− log βi

)
︸ ︷︷ ︸

E
θ∼Qpost

i
[log P(yi|θ)]

− λ
1

2

(
3 log βi + 2 log Γ

(ni
2

)
− log ni + ni − (ni + 3)ψ

(ni
2

))
︸ ︷︷ ︸

H[Qpost
i ]

Peculiarities:

∂βLi ∝ −β−2
i − λ′β−1

i does not depend on data and induces βi → ∞ for λ ≥ 1/3
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Summary

Don’t blindly trust magic loss functions / Don’t reinvent the wheel

Do we really need absolute epistemic uncertainty estimations for downstream
tasks in practice?

. . .or should we threshold a density estimation (where?) for OOD?
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