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A B S T R A C T

Integrating various sectors enhances resilience in distributed sector-integrated energy systems. Forecasting
is vital for unlocking full potential and enabling well-informed decisions in energy management. Given the
inherent variability in generation and demand prediction, quantification of uncertainty is crucial. Therefore,
probabilistic forecasting is becoming imperative compared to deterministic forecasting, as it ensures a more
comprehensive depiction of uncertainty. This paper introduces probabilistic net load forecasting framework
(PNLFF), a non-blackbox approach that is robust, non-parametric, computational and data inexpensive,
and adaptable across sectors. It utilizes the personalized standard load profile for deterministic forecasts,
and integrates quantile regression to generate probabilistic forecast. The cumulative distribution function is
approximated from quantiles of probabilistic forecast using piecewise cubic hermite interpolating polynomial,
and then it is derived to probability density function (PDF). Then the probabilistic net load was obtained by
the convolution of PDFs for electricity demand, heat demand and PV generation. A case study demonstrates
its application in operational optimization for a distributed energy system of the logistics facility. In the
first stage of the PNLFF, the results of the personalized standard load profiles clearly show that they can be
applied in all sectors and outperform their respective benchmarks. The second stage, the probabilistic expansion
using quantile regression, also performs promisingly across all sectors, with the best results being achieved in
particular with a small training data set of 30 days. With the extension of the quantiles and interpolation, it
was demonstrated how a PDF can be approximated without prior knowledge of the distribution of the data. The
result of the case study demonstrate that the PNL, as an aggregated PDF of the different sectors by convolution,
can be used for decision making under uncertainty, e.g. for the planning of flexible loads.
1. Introduction

1.1. Background

Sector integration is already considered a cost-effective and efficient
approach for decarbonizing the energy system and transforming it from
a fossil and centralized basis, to a renewable and more decentralized
one (Pavičević et al., 2020; This makes sector coupling an important
building block towards a climate-neutral energy system in 2050, 2022).
This makes sector integration an important component for achieving a
climate-neutral energy system in 2050, which is a goal of the European
Union (European Comission, 2018, 2019). Ever more decentralized
generation and electrification in all sectors (i.g., ‘‘sector coupling’’,
sector integration, or P2X) in local grids are creating a growing need
for energy and load management at this level. This also applies to
commercial and industrial properties that have not previously come
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into contact with the issue of energy beyond the paying of their energy
bills (European Commission, 2020; Fridgen et al., 2020).

At the decentralized level, it is becoming increasingly important to
operate across generation and consumption, as well as across sectors
(i.g., electricity, heating and cooling, transportation, etc.). Thus, power
demand and generation forecasts must also be considered together. The
increasing number of electrified consumers, such as heat pumps (Bau-
mann and Kepplinger, 2023) or electric cars, poses challenges for local
energy and load management initiatives. However, opportunities also
arise from optimized operation of the energy system. For example,
own-consumption can be maximized, peak loads reduced, and CO2
emissions minimized. This can reduce independence from energy prices
and minimize the need to expand the public electricity grid. In order to
optimize the operation of devices that are part of a functioning energy
system, both forecasts and the quantification of their uncertainties are
important.
vailable online 16 February 2024
352-4847/© 2024 The Authors. Published by Elsevier Ltd. This is an open access ar

https://doi.org/10.1016/j.egyr.2024.02.015
Received 23 October 2023; Received in revised form 12 January 2024; Accepted 1
ticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

0 February 2024

https://www.elsevier.com/locate/egyr
https://www.elsevier.com/locate/egyr
mailto:jan-simon.telle@dlr.de
https://doi.org/10.1016/j.egyr.2024.02.015
https://doi.org/10.1016/j.egyr.2024.02.015
http://crossmark.crossref.org/dialog/?doi=10.1016/j.egyr.2024.02.015&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Energy Reports 11 (2024) 2535–2553J.-S. Telle et al.
Nomenclature

Abbreviations

𝐵𝐸𝑉 Battery Electric Vehicle
𝐶𝐷𝐹 Cumulative Density Function
𝐷𝑁𝐿 Deterministic Net Load
𝑒𝑙 Electricity
ℎ𝑡 Heat
𝐼𝑄𝑅 Interquartile Range
𝑀𝐴𝐸 Mean Absolute Error
𝑀𝐴𝑃𝐸 Mean Absolute Percentage Error
𝑚𝑎𝑥, 𝑜𝑝𝑡 Optimal Maximum Value
𝑚𝑎𝑥 Maximum Value
𝑀𝐼𝑃𝑊 Mean Prediction Interval Width
𝑀𝐿 Machine Learning
𝑁𝐿 Net Load
𝑃𝐶𝐻𝐼𝑃 Piecewise Cubic Hermite Interpolating

Polynomial
𝑃𝐷𝐹 Probability Density Function
𝑃𝐼 Prediction Interval
𝑃𝐼𝐶𝑃 Prediction Interval Coverage Probability
𝑃𝑁𝐿 Probabilistic Net Load
𝑃𝑁𝐿𝐹𝐹 Probabilistic Net Load Forecasting Frame-

work
𝑃𝑆𝐿𝑃 Personalized Standard Load Profile
𝑄𝑃𝑆𝐿𝑃 Quantile Personalized Standard Load Pro-

file
𝑄𝑅 Quantile Regression
𝑄𝑅𝐴 Quantile Regression Averaging
𝑄𝑅𝑁𝑁 Quantile Regression Neural Network
𝑅𝑀𝑆𝐸 Root Mean Square Error
𝑆𝐿𝑃 Standard Load Profile
𝑠𝑠𝑎 Summer Saturday
𝑠𝑠𝑢 Summer Sunday
𝑠𝑡𝑑 standard
𝑠𝑤 Summer Working Day
𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 Threshold Value
𝑡𝑠𝑎 Transition Saturday
𝑡𝑠𝑢 Transition Sunday
𝑡𝑤 Transition Working Day
𝑤𝑠𝑎 winter Saturday
𝑤𝑠𝑢 Winter Sunday
𝑤𝑤 Winter Working Day

Symbols

∗ Convolution
𝛼 Conficdence Interval
𝛿 Interval Width
𝑑𝑃
𝑑𝑥 PCHIP Derivative
�̂� Predicted Value
𝜇,𝐸(𝑋) Expected Value
𝜌 Quantile loss function
𝜏 Quantile Probability Level
𝐶 Coverage Factor
𝑓𝑋𝑌 Joint PDF of Random Variables X and Y
𝑓𝑋 , 𝑓𝑌 PDF of Random Variables X and Y
𝑖, 𝑡 Time Point
𝑛,𝑁 Number of Samples
2536
𝑃 (𝑥) Cubic Hermite Interpolation Polynomial
𝑞 Predicted Quantile
𝑈,𝐿 Upper, Lower Interval
𝑢 Error Term
𝑋, 𝑌 Random Variables
𝑥𝑘, 𝑥𝑘+1 Sub-Intervals
𝑦 Measured Value
𝑧 Sum of Random Variables X and Y

Our view on this is that the renewable sectors integrated energy
systems (P2X applications) and the expansion of decentralized gener-
ation will increase the need for forecast-based decentralized energy
management solutions. Many households, companies, and other small
decentralized energy systems will not be able to afford big data analysis
or high costs for energy management services, but would nevertheless
benefit from data driven energy management. For them, simple, highly
automated, and pragmatic solutions are needed. Decentralized data
acquisition (e.g., smart meters, solar photovoltaic (PV), and battery
inverters) is the basis and makes it possible to operate more inde-
pendently from third party providers and cloud services. If such data
is collected and stored locally across sectors, it can be used to help
plan and operate distributed integrated energy systems in a cheap
and resilient manner. This paper offers solutions by leveraging such
data to formulate cross-sector predictions and the quantification of its
uncertainties.

1.2. Literature review

In order to be able to plan and operate within the temporal dif-
ferences between generation and consumption, and optimize, e.g., grid
operation, costs, or emissions, forecasts have been developed and used
for a long period of time (Petropoulos et al., 2022; Ming et al., 2017;
Dong et al., 2023). In recent years, deterministic artificial intelligence
(AI) based machine learning (ML) models have gained interest among
the researchers (Gaamouche et al., 2022). They are extensively used
and further developed in energy domain, for both load demand and re-
newable energy forecasting (Wang et al., 2019b; Mawson and Hughes,
2020; Benti et al., 2023). A comprehensive reviews were conducted
on machine learning and deep learning techniques for forecasting
renewable energy generation (Gaamouche et al., 2022; Benti et al.,
2023) and electricity demand (Eren and Küçükdemiral, 2024). Despite
their high prediction accuracy and ability to capture non-linearity in
volatile data, they might not be the perfect fit for application in small-
scale decentralized energy management solutions. This is due to the
fact that they are highly complex, requires big data handling, time and
expertise demanding for data pre- and post-processing, computationally
expensive, which ultimately results in high cost for energy management
services. In particular, deterministic machine learning approaches have
been further developed in recent years. Today, however, distribution
network operators often still rely on so-called standard load profiles
(SLPs) for planning and balancing consumption and the generation
of small consumer loads, such as for residential buildings or small
businesses (VDEW, 1999; Association et al., 1997). At the distribu-
tion grid level, SLPs are used to approximate consumption when no
measurements are available and are applied at different temporal and
spatial scales. In their study, ‘‘Are standard load profiles suitable for
modern electricity grid models?’’, Peters et al. show that a spatially
higher resolution leads to better forecasting scores (Peters et al., 2020).
With the ‘‘smart meter rollout’’ taking place globally is leading to an
increased availability of data at the decentralized level, which can be
effectively utilized in grid operation and energy management (Wang

et al., 2019a) and to improve SLPs (Hinterstocker et al., 2014; Scholz
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and Müsgens, 2017). In recent years, deterministic prediction of elec-
tricity (Petropoulos et al., 2022; Nti et al., 2020; Klyuev et al., 2022)
and heat load (Leiprecht et al., 2021; Bergsteinsson et al., 2021), as well
as PV generation power (Antonanzas et al., 2016a; Das et al., 2018),
has also become a common tool. Personalized standard load profiles
(PSLPs) (Hinterstocker et al., 2014), on the other hand, are more of an
evolutionary step beyond today’s standard of grid operators (VDEW,
1999). We compared this approach using locally-collected data in
conjunction with machine learning techniques and found that there
can be advantages, especially when data availability or computational
power are limited (Telle et al., 2020; Steens et al., 2021). In order
to optimize the use of renewable energy, it is necessary to align the
generation of renewable energy sources and consumption, minimizing
the residual or net loads. The capacity to deterministically predict
the net load has been further developed in recent years (Telle et al.,
2020; Zhou et al., 2021; Beichter et al., 2022). For robust and safe
optimization and scheduling of a power system, it is indispensable to
be able to evaluate the uncertainties inherent to corresponding the
forecasts (do Amaral Burghi et al., 2020). Probabilistic forecasts are
therefore developed to assess these (Bjerregård et al., 2021). Literature
on probabilistic forecasting is limited compared to point forecasting but
research interest on this has grown significantly in past years (Hong
et al., 2016). Many probabilistic approaches to generation and load pre-
diction have merged in recent years (Klyuev et al., 2022; Hong and Fan,
2016; Zhang et al., 2014). Critical to the application of predictions and
evaluation of uncertainty is the choice of evaluation metrics. For this
purpose, detailed reviews of known techniques, application examples,
and challenges have been published (Abdar et al., 2021; Bjerregård
et al., 2021). In addition to the metrics, it is also necessary to determine
whether the uncertainty is aleatoric or epistemic (Badings et al., 2023).
There are a few examples of applications in which multiple sectors are
taken into account (Fatema et al., 2023), e.g., the use transportation
data to better predict electricity demand.

In this study, we combine PSLP with our approaches to build a
low-effort generation forecasting model for small-scale (residential)
PV power systems (Hanke et al., 2018; Maitanova et al., 2020) to
create a probabilistic net load prediction. In order to do so, we employ
quantile regression (QR) (Cleophas and Zwinderman, 2021; Koenker
and Bassett, 1978) - a non-parametric approach, which has the ad-
vantage that no prior knowledge regarding the distribution of the
data is required, but it may require a higher computational effort in
comparison to a parametric approach (Zhang et al., 2014; Wang et al.,
2018). QR has already been shown to be applicable in the field of
load or energy prediction (González Ordiano et al., 2020; Liu et al.,
2017). Point forecasts from several sister deterministic models are
used to provide explanatory variables in QR with an approach called
quantile regression averaging (QRA) (Liu et al., 2015; Mei et al., 2020).
However, it requires big data, computationally expensive, and increase
complexity in implementation due to the need of several deterministic
models. Furthermore, high level of expertise for data pre-processing is
required. To simplify the approach we use single statistical determinis-
tic model whose output is used as an explanatory variable in QR model
to generate quantile predictions. For the operational optimization of
energy systems with a high share of renewable generation, the net load
is a key parameter. In recent years, several approaches to predicting
deterministic net load (DNL) have been unveiled (Falces et al., 2023;
Zhang et al., 2023). However, the DNL do not provide uncertainty
information and hence shift towards the probabilistic net load (PNL)
becomes vital. The PNL predictions can be performed at various levels
of aggregation (Beichter et al., 2022), (Browell and Fasiolo, 2021; Wang
et al., 2018). Determining the cumulative density function (CDF) and
probability density function (PDF) from a non-parametric prediction
requires further calculation steps. In order to determine the CDF from
predicted quantiles, an interpolation between the quantiles is required.
Cubic spline interpolations can be used for this purpose. The piecewise
2537

cubic hermite interpolating polynomial (PCHIP) interpolation can be
used to preserve the geometric shape of the predicted data (Fritsch and
Butland, 1984; Ariffin and Karim, 2014; Barker and McDougall, 2020).
When aggregating individual probabilistic predictions, the probability
densities of two or more continuous random variables must be con-
volved as a joint probability density and, if applicable, including the
dependencies to each other (Li et al., 2020; Beichter et al., 2022). This
allows the uncertainties from various forecasts to be aggregated. The
summary of related work is given in Table 1.

1.3. Contribution and paper outline

This paper makes the following contributions:

(a) In this study, the probabilistic net load forecasting framework
(PNLFF) was developed to generate probabilistic net load (PNL)
by convoluting forecast PDFs (electricity demand, heat demand,
and PV generation) in distributed sector-integrated energy sys-
tems. The framework is characterized by its simplicity, robust-
ness, low cost, non-parametric nature, computational efficiency,
adaptability, and reliance on minimal locally collected measure-
ment data. As a part of PNLFF, the following sub-contributions
((b), (c), (d), and (e)) were made.

(b) The PSLP was enhanced by introducing new modes (‘‘fix’’ and
‘‘variable’’), and possibilities to choose seasonality and type days
as an option. Its application was extended to the heat and PV
generation sector for deterministic forecasting.

(c) Simplistic approach to generate probabilistic forecast from deter-
ministic forecast using QR was adopted in this study. The point
forecast output from PSLP serves as an explanatory variable
for the QR, wherein uncertainty within the PSLP is accounted
for and transforms into the quantile personalized standard load
profile (QPSLP).

(d) Approach how the CDF can be approximated and PDF derived
from the quantiles of the QPSLP with the application of a PCHIP
interpolation, to further determine the PNL (joint PDF) of all
sectors via convolution.

(e) Lastly, a case study was demonstrated to present the application
of the framework in operational optimization of the distributed
energy system under uncertainty. This study provides the sim-
plistic approach to determine the PNL and use them to quantify
uncertainty and optimize such system technically, economically
and ecologically.

This study outlines the following topics:
In Section 1 of the paper, a comprehensive framework is introduced

with the aim of predicting distributed generation and load demand.
Specifically, the framework focuses on the quantile personalized stan-
dard load profile (QPSLP) pertaining to the sectors of electricity, heat,
and photovoltaic (PV) generation (see Fig. 1). This PNLFF also seeks to
assess and quantify the inherent uncertainty associated with forecasts
across these distinct sectors, along with the aggregated forecast of a dis-
tributed energy system. Section 2 includes a presentation and detailed
description of the PNLFF development. For this purpose, an overview of
all stages of PNLFF is first presented in order to introduce them step by
step. The first step of the section introduces the case study and the data
used. For this purpose, the decentralized energy system of a logistics
facility is employed as an example to demonstrate the PNLFF. In the
subsequent sections of the methodology, the deterministic (PSLP and
Benchmark) and probabilistic prediction methods (QR and Benchmark)
used are introduced, and the evaluation metrics and quantification of
uncertainty are then explained. Furthermore, the aggregation methods
for determining the decentralized residual QPSLP and the evaluation
of its uncertainty are outlined. The results, reported in Section 3,
present the outcome of the forecasting framework and the uncertainty
quantification using case study 4 as an example. Using the example
of an additional electrical load to be integrated, the PNL is used to
demonstrate an optimized application The results are then evaluated
in the discussion section reviewed and for their transferability; possible

future work lines of research is also proposed.
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Table 1
Summary of the related work.
Source Method/Main

Idea
Summary Limitations Relation to this work

Wang et al.
(2019b),
Gaamouche
et al. (2022),
Benti et al.
(2023)

ML models for
deterministic
forecasting
renewable
generations (PV,
and wind power)

Discussed and reviewed ML and deep
learning techniques for renewable energy
forecasting. It is found to be more accurate
than statistical method.

Highly computational, complex, big data
requirement and handling, expertise
demanding for pre- and post-processing,
expensive to manage for application in
small-scale level

Gaps to be addressed in order to develop
low-cost and computationally inexpensive
forecasting approach for decentralized
energy system

VDEW (1999) SLP method for
load forecasting

Distribution network operators often use
standard load profiles of 1209 buildings
which are grouped into residential,
commercial, and agriculture for forecasting
small consumer loads.

Lacks accuracy in forecasting individual
load as they lack updates and the standard
load profiles might have less correlation
with specific building of interest

Limitations of SLPs in forecasting for
small-scale and sector-integrated energy
system were acknowledged.

Hinterstocker
et al. (2014)

PSLP model An extension of SLP, PSLP was introduced.
This method uses locally collected measured
data for creating load profiles that are
divided into various curves depending on
type of days like weekdays, Saturday,
Sunday, Holidays, and by seasons like
winter, summer, and period of transition.
PSLP showed significant improvement in
load forecasting for individual building of
interest compared to SLP.

Limited to electricity load forecasting. This method was further improved and
developed for making it applicable for heat
demand and PV generation forecast.

Telle et al.
(2020), Steens
et al. (2021)

PSLP model
improvement

Further developed and implemented PSLP
model (Hinterstocker et al., 2014) for
different building profile to forecast
electricity demand. The comparison with
machine learning algorithms shows that the
PSLP performs only slightly worse but with
significantly less data and computational
effort.

The authors only performed PSLP on
electricity demand forecast.

In our work, PSLP was further developed
and extended to perform deterministic
forecasting for heat demand and PV
generation.

Telle et al.
(2020)

Deterministic net
load (DNL)
forecasting for
building.

An approach to forecast the deterministic
net load (the difference between forecast
energy demand and renewable supply) for a
commercial building to optimize integrated
energy system

Deterministic residual load fails to provide
stochastic optimization for uncertainty
quantification.

The acknowledgment of the significance of
probabilistic net load, as opposed to DNL,
in energy optimization and control was
noted. This recognition seeks to quantify
uncertainty in forecasting, thereby
improving decision-making capabilities in
local energy management systems.

Beichter et al.
(2022), Li et al.
(2020)

Probabilistic net
load forecasting
(PNL)

Importance of net load forecasting in
maintaining stability under high proportion
of renewable generation is discussed. The
paper compares three different net load
forecasting approaches that exploits
different levels of aggregation. Both
deterministic and probabilistic net load
forecasting were obtained using three
different aggregation strategies.

In this case, the PNL was determined for a
large energy system and a parametric
approach was chosen for the probabilistic
prediction. This requires assumptions to be
made about the distribution of the data.

The aggregation approach for probabilistic
net load forecasting proposed in Beichter
et al. (2022) is adopted in our work, but in
our case with an non-parametric approach.

Fritsch and
Butland (1984),
Ariffin and
Karim (2014),
Barker and
McDougall
(2020)

PCHIP Interpolation of time series with cubic spline
methods can lead to unrealistic behavior
especially in the edge cases. Different
variations (rotated PCHIPs [Barker and
McDougall, 2020]) of PCHIP Interpolation
shows the advantage of PCHIP interpolation
compared to cubic spline interpolation. The
advantages of a PCHIP interpolation
compared to spline one is the lower effort
and fewer oscillations if the data are not
smooth and no overshoots occur.

PCHIP interpolation was applied in different
areas, on different time series. So far,
however, it has not been used to
approximate the PDF from the quantiles of
a non-parametric prediction.

In this work, the PCHIP interpolation was
chosen in order to be able to interpolate
the boundary calculations in particular
without overshoots. Which would not be
possible with cubic spline interpolation.

Hong et al.
(2016)

‘‘Global Energy
Forecasting
Competitions
2014 and
beyond.’’

There has been a significant surge in
research interest in the probabilistic
forecasting in energy domain.

Detailed description of methods is missing. This paper motivates us to shift from
traditional point forecasting to probabilistic
forecasting in order to quantify uncertainty
with increase in decentralization,
penetration of renewable sources, and
increase in variable loads. Importance of
connection between probabilistic forecasting
and point forecasting was also realized.

Hong and Fan
(2016), Zhang
et al. (2023)

Probabilistic
methods for load
and generation
forecasts

Reviews of various methods for load and
generation forecasting. Comparisons
between parametric and non-parametric
methods.

Motivation for our paper to chose a
non-parametric approach

(continued on next page)
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Table 1 (continued).
Source Method/Main

Idea
Summary Limitations Relation to this work

Koenker and
Bassett (1978)

QR QR is an extension to ordinary least square
regression model. It models the relationship
between independent variables or
explanatory variables (X), and the
conditional quantiles of dependent variable
(y).

Choosing explanatory variable that provides
high correlation with the forecasted data is
challenging.

This method is combined with PSLP, where
the deterministic forecast is used as input
variable to QR to generate quantile
predictions.

Liu et al. (2015) QRA for load
forecasting

Point forecast outputs from several
deterministic models are used as
explanatory variable in QR model to
generate probabilistic forecast at different
quantile levels.

Highly complex and big data requirements
due to need of several point forecast
models.

The literature review on this methodology
provides us an idea to further simplify the
approach by using only point forecast
output from single deterministic model as
an explanatory variable in QR model.

Mei et al. (2020) QRA for PV
generation
forecasting

Ensembles a group of independent long
short-term memory (LSTM) deterministic
forecasting models for obtaining the
probabilistic forecasting of PV output.

Highly complex and big data requirements
due to need of several point forecast
models. Use of machine learning based
deterministic models further increases
complexity, and computational time.

This paper gives us an idea to use statistical
deterministic model to generate point
forecast as an input variable in QR instead
of using machine learning based
deterministic model in order to reduce
complexity, computational time and
expertise requirements.
Fig. 1. Flow chart of the probabilistic net load forecasting framework.
2. Methodology

2.1. Probabilistic net load forecasting framework

2.1.1. Framework overview
The PNLFF, illustrated in Fig. 1, can be roughly explained in four

steps. In the first, locally-collected data is processed and calendar
features are created (e.g. public holidays). In the second step, the data
are utilized as input for the creation of a deterministic forecast. As a
deterministic model, the PSLP is used to forecast the next 24 h (day-
ahead) of the electricity demand, heat demand, and PV generation.
Persistence models are employed as a benchmark, or rather for naïve
predictions. The PSLP prediction accuracy is evaluated using the four
commonly used metrics of mean absolute error (MAE), root mean
square error (RMSE), mean absolute percentage error (MAPE), and
mean absolute scaled error (MASE) and compared with the benchmark
in order to select the best models for further steps (Antonanzas et al.,
2016b; Hyndman and Athanasopoulos, 2018). The functionality and
application of the PSLP are described in detail in Section 2.2. For the
2539
third step, we performed a QR based on the PSLP, as a probabilistic
extension towards a quantile PSLP or QPSLP. In order to measure
the performance and uncertainty of the QPSLP, the evaluation metrics
including PICP, MPIW, and Winkler score are considered. In the last
step, an approach is presented to approximate the CDF and PDF from
the QPSLP and how convolution can best determine the joint density
functions and PNL.

2.1.2. Data description
To demonstrate the PNLFF, the energy system of a logistics facil-

ity (Anon, 2019-2024) was used. A detailed description of the cross-
sector energy system was described by the authors in Telle et al. (2022).
In this paper, the focus is initially on the data. The most important
parameters for the data used are shown in Table 2. The electricity
and heat demand data were used from measurements collected as part
of the ELogZ (‘‘Energieversorgungskonzepte für Klimaneutrale Logis-
tikzentren’’) project (Anon, 2019-2024). The heat is provided within
the system by heat pumps. The electricity demand of the heat pumps
is not included in the measured electricity data. The PV generation
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Fig. 2. Density distribution of electricity, heat load, and PV generation over the entire observation period.
Table 2
Data description.

Data Resources Details

Electricity Demand measurements (Anon, 2019-2024) 15-min resolution, power in kW
Heat Demand measurements (Anon, 2019-2024) 15-min resolution, power in kW,

supplied by heat pumps
PV Generation PV Lib simulation (Holmgren et al.,

2018) with
East–west oriented, 200 kW PV system,

publicly available weather reports 10◦ inclination angle,
from Anon (2023) 15-min resolution, power in kW

Observation period September 5, 2021 to September 30, 2022
power was generated using the Python library pvlib (Holmgren et al.,
2018). For this purpose, a system that can realistically be installed
on the demonstration premises with a nominal power of 200 kW was
assumed. The modules were oriented half to the east and half to
the west, with an inclination angle of 10◦. Weather data, especially
radiation, temperature and wind speed, which served as inputs for the
PV simulation, were obtained from open DWD (Anon, 2023). All data
was utilized in a 15-min resolution. Fig. 2 shows the distributions,
in the form of a density distribution, of the data used. The PNLFF
described in detail in the following sections is subject to the principles
listed in Table 3. The observation period of the data is from September
5, 2021 to September 30, 2022.

2.1.3. Framework modeling and simulation fundamentals
The PNLFF described in detail in the following sections is subject

to the basics listed in Table 3. The framework was developed in the
programming language Python. The PSLP and QPSLP forecasts are
run in a so-called rolling forecasts horizon, i.e. every day the training
window (e.g. 30 days historical measurements or historical PSLPs) was
moved forward by one day and the parameters of the models were
retrained for the next day. Since the data is available in a 15-min
resolution, 96 time steps are predicted in each forecasting window.

The interpolation of the CDF and PDF from the QPSLP is carried out
on an intraday basis. This produces a instantaneous CDF and PDF for
each point in time of the forecast horizon. The PNL is then determined
as the product of the convolution of the PDFs of the individual sectors.
Table 3 also lists the most important Python libraries that were used as
a part for modeling the QR, PCHIP interpolation and convolution.

2.2. Personalized standard load profile - PSLP

2.2.1. PSLP fundamentals
In this study, the PSLP was applied and extended to include the

sectors of heat load and PV generation. Different adaptation options
2540
were presented to address various load and generation behaviors. A
persistence approach or naïve forecast is used as a benchmark for
preparing deterministic forecasts. Three different approaches are con-
sidered, wherein the naive forecast corresponds to the values of the
last day (d-1), the day before last (d-2), or the values from a week ago
(d-7). The PSLP process and its extensions are described in detail in the
following section.

The PSLP was first described by Hinterstocker et al. (2014) and fur-
ther developed in other studies (Telle et al., 2020; Steens et al., 2021).
It provides the ability to generate forecasts from historical measured
data, which marks a significant improvement over the SLP (Telle et al.,
2020; Steens et al., 2021). It starts from the basic idea that the use
of standard load profiles is no longer sufficient (Peters et al., 2020).
For instance, the SLP (VDEW, 1999) relies on annual energy demand,
wherein the year is divided into three seasons and each day is assigned
to a characteristic day (see Table 4) and public holidays are assigned to
a Sunday. The following SLPs were proposed: seven SLPs were available
for commercial/industrial enterprises, two for agricultural enterprises,
and one for residential buildings. With the help of a dynamic modifi-
cation factor, the profiles can be made even more variable. An annual
consumption of 1000 kWh/a was defined as the standardization basis,
i.e., the sum of all consumption values of one year results in 1000
kWh. The PSLP also builds up on these characterizations. For the PSLP,
locally-collected measured data on the power demand are required.
This results in the following characteristics: winter workday (ww);
winter Saturday (wsa); winter Sunday (wsu); summer workday (sw);
summer Saturday (ssa); summer Sunday (ssu); transition workday (tw);
transition Saturday (tsa); and transition Sunday (tsu). The process of the
PSLP can be traced in Fig. 3.

2.2.2. PSLP modes and options
In order to be able to also use the PSLP for production or consump-

tion time series, which do not depend on weekdays, e.g., PV production,
there is the option of switching off the characterizations. That is, it is
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Table 3
Modeling and simulation parameters of the PNLFF.
Method Forecast Training Training Python

Horizon Days Frequency Libraries

PSLP day-ahead variable, depends on daily Own
(96 time-steps) PSLP mode (e.g. 30

days
development

in standard mode)
QPSLP day-ahead 30, 90 or 120 days daily statsmodels (Seabold

and Perktold, 2010),
(QR) (96 time-steps) (smf.quantreg)

Method Execution Aggregation Execution
Horizon Level Frequency

PCHIP intraday sector-specific each time step of SciPy (Virtanen et al.,
2020)

(1 time step) (CDF and PDF the forecast (pchip_interpolate)
interpolation) horizon (96 times)

Convolution intraday aggregated each time step of SciPy (Virtanen et al.,
2020)

(1 time step) (PNL) the forecast (convolve)
horizon (convolve)
Fig. 3. Flow Chart of the PSLP algorithm. The three different modes ‘‘standard’’ (solid lines), ‘‘fixed’’ (dashed), and ‘‘variable’’ (dotted) are distinguished in the selection method
of the maximum past days (𝑡𝑚𝑎𝑥 or 𝑡𝑚𝑎𝑥,𝑜𝑝𝑡).
resolved to make a division after weekdays (working days, Saturday,
Sunday) and/or after seasons (winter, summer, transitions). In the
first instance, there would only be division into winter, summer, and
transitions. In the second, there would only be a distinction between
working days, Saturdays and Sundays. If both options are switched off,
there is no more differentiation and all days that were specified are
used, with the maximum number of past days 𝑡𝑚𝑎𝑥 to be considered for
2541

the PSLP forecast.
The process of a standard PSLP can be seen in Fig. 3. Before the
PSLP prediction can be made, a minimum amount of historical data is
needed for the data storage. This means, that for the respective day
that is prognosticated, at least one day from the past is needed that has
the same characteristics, namely: ww, wsa, wsu, sw, ssa, ssu, tw, tsa
or tsu (see Table 4). However, one day, would only correspond to a
naïve forecast. Assuming the threshold 𝑡𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 is set to 21 days, the

first forecast can only be made for day 22. Within the PSLP, there
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Table 4
PSLP characteristics.

Characteristic Characteristic Characteristic
season dates day

Winter (w) 01.11.-20.03. Workday (w), Saturday (sa),
Sunday/holidays (su)

Summer (s) 15.05-14.0. w, sa, su
Transition (t) 31.03-14.05. w, sa, su

15.09.-31.10.

Table 5
PSLP variation possibilities.

PSLP type PSLP modes

standard, fix, variable

Aggregation mode Mean, median
Season True, False
Day type True, False

is an option to determine the days from the past to be considered in
the forecast. For this purpose, a value 𝑡𝑚𝑎𝑥 must be specified. If this
is, e.g., 21 days, the previous 21 days are taken into account for the
creation of the forecast. The value 𝑡𝑚𝑎𝑥 cannot be higher than 𝑡𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 :
𝑡𝑚𝑎𝑥 <= 𝑡𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 . In the special case when the day to be predicted falls
in a new season and there are not yet any corresponding days in the
data storage, the last day that matches the characteristics attributes
is used. The prediction profiles are then calculated using the data,
incorporating the same characteristics as the day to be predicted. If
more than one historic profile is available with the same characteristics,
the mean value is calculated for each time point within the profiles.

The PSLP can be run in three different modes, which are differen-
tiated in Fig. 3 as ‘‘standard’’ (solid lines), the newly introduced ‘‘fix’’
(dashed), and ‘‘variable’’ (dotted) modes Table 5. The ‘‘standard’’ mode
corresponds to the previous description with a fixed value of 𝑡𝑚𝑎𝑥. In
the ‘‘fix’’ mode, a separate 𝑡𝑚𝑎𝑥 can be specified for each of the nine
haracteristics (ww, wsa, wsu, sw, ssa, ssu, tw, tsa or tsu). This can
elp better take into account seasonal or daytype differences. That is, in
rder to determine the forecast profiles, different numbers of historical
aily profiles are used depending on the season and day characteristics
f different values of 𝑡𝑚𝑎𝑥 were chosen (see Table 5).

If the variable mode is selected, a maximum value 𝑡𝑚𝑎𝑥 is stated.
However, before each prediction, the optimal 𝑡𝑚𝑎𝑥,𝑜𝑝𝑡 is checked, as is
shown in Fig. 3. This is the number of historical day profiles that should
be used for the forecast. For this, the last available day with the same
characteristics as the prediction day at timepoint 𝑡 is selected as a refer-
ence point. Afterwards, the data storage is scanned from 𝑡−1 to 𝑡− 𝑡𝑚𝑎𝑥.
In the first step, only one day with the same characteristics is looked
at and the error against the reference point is determined. Either the
MAE (1) or MSE (2) can be selected for the error calculation (see also
Section 2.2.3). Thus, on how large 𝑡𝑚𝑎𝑥 must optimally be in relation
to the reference point is analyzed in an itarative form. Furthermore, a
kind of ‘‘early stopping’’ is used, i.e., after a certain number of iteration
steps in which the calculated error has not improved, it is stopped and
the best result or 𝑡𝑚𝑎𝑥𝑜𝑝𝑡 with the smallest errors is used.

2.2.3. PSLP evaluation metrics
This study utilizes four commonly-employed evaluation metrics for

the assessment of deterministic forecasts (cf. Antonanzas et al. (2016b),
Hyndman and Athanasopoulos (2018), Hyndman and Koehler (2006)).
These metrics include the MAE, MSE, RMSE, MAPE, and MASE as given
by Eqs. (1), (2), (3), (4), and (5).

𝑀𝐴𝐸 = 1
𝑛

𝑛
∑

𝑖=1
|𝑦𝑖 − �̂�| (1)

𝑀𝑆𝐸 = 1
𝑛
∑

(𝑦𝑖 − 𝑦𝑖)2 (2)
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where 𝑦𝑖 is the measured value and �̂� the predicted value at time point
𝑖, 𝑛 is the number of samples, and 𝑦𝑗−𝑚 a naive forecast with 𝑚 as the
number of previous days for a naive forecast. Compared to the MAE,
MSE, and RMSE, the MASE and MAPE are scale-independent. MASE is
obtained by comparing the MAE of the forecast with the MAE of a naive
forecast. Thus, a forecasting method can be considered reliable if the
MASE < 1. The MAPE is only used to evaluate deterministic forecasts
in the electricity and heat sectors, as PV generation (𝑦𝑖) often has zero
values and is therefore only suitable for 𝑦𝑖 > 0.

2.3. Quantile personalized standard load profile - QPSLP

The following section describes how the PSLP is extended to a prob-
abilistic forecast, a quantile PSLP (QPSLP), using quantile regression
(QR).

2.3.1. Quantile regression
QR is a statistic approach developed in the 1970s by Koenker

and Bassett (1978) as an extension of linear models. It essentially
models the relationship between independent variables or explanatory
variables (X), and the conditional quantiles of dependent variable (y).
As opposed to linear regression, QR provides a more comprehensive
picture of the effect of the independent variable on the dependent one.
QR is expressed in linear form as:

𝑄𝑦(𝑞|𝑥) = 𝛽𝑞𝑋𝑡 = 𝛽0 + 𝛽1𝑥𝑖,1 +⋯ + 𝛽𝑝𝑥𝑖,𝑝, (6)

where 𝑄𝑦 is the conditional 𝑞𝑡ℎ quantile of the load/generation distri-
bution(y), 𝑞 the quantile level, 𝑥 the feature vector, 𝛽𝑞 an estimated
vector of parameters for quantile 𝑞 with an unknown coefficient, and
𝑋𝑡 the corresponding input feature vector at time 𝑡.

Quantiles are estimated by giving asymmetric weights to the error
defined by the pinball loss function given in Eq. (7).

𝜌𝜏 (𝑢) =

{

𝜏𝑢 if 𝑢 ≥ 0
(𝜏 − 1)𝑢 if 𝑢 < 0

(7)

where 𝜏 is the quantile probability level and ranges between 0 and 1
and 𝑢 is the error term. The error term is given by 𝑦𝑡 − 𝑞𝑡, where 𝑞𝑡 is
the quantile forecast and 𝑦𝑡 the actual value.

Given the pinball loss function, the optimization problem of QR can
be expressed as Eq. (8):

𝛽𝜏 = argmin 𝛽
𝑁
∑

𝑖=1
𝜌𝜏 (𝑦𝑖 − 𝛽𝑥𝑖)

= argmin 𝛽
𝑁
∑

𝑖=1
𝜌𝜏 (𝑦𝑖 − 𝛽0 + 𝛽1𝑥𝑖,1

+ ⋯ + 𝛽𝑝𝑥𝑖,𝑝)

(8)

Minimization of the quantile loss function 𝜌𝜏 is conducted separately
for each 𝜏. Following the minimization problem, regression coefficients
are obtained for each quantile (𝜏), which could in turn be used to
obtain the distribution of the forecast at different quantile levels. In this
work, we use the point forecast from PSLP model as a single feature
(explanatory variable) in QR. For this purpose, a historical period,
training or calibration window, was determined (spanning 30, 90 and
120 days) from which the PSLPs forecast were taken into account. The
QPSLP, as well as the PSLP, was run as a rolling forecast of a day-
ahead prediction. Within the rolling scheme, i.e., every day the training
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window (30, 90 or 120 days) was moved forward by one day and the
parameters of the models were recalculated for the next day or the next
QPSLP. This was performed separately for all of the sectors considered.

2.3.2. QPSLP evaluation metrics
This paper evaluates probabilistic forecasting based on three key

properties, namely: sharpness, reliability (calibration), and resolution
(Dang et al., 2022). In order to fully assess these aspects, a set of
well-established evaluation metrics are employed, namely prediction
interval coverage probability (PICP), mean prediction interval width
(MPIW), and Winkler Score (WS). The PICP quantifies the reliability of
the forecasts, the MPIW measures their sharpness, and the WS holisti-
cally considers both of these factors. It is important to note that there is
often a trade-off between PICP and MPIW, as a higher PICP and lower
MPIW are both desired but can conflict with one another (Khosravi
et al., 2010). The PICP, and MPIW are expressed by Eqs. (9), and
(10), respectively. For a central (1 − 𝛼) prediction interval (PI), WS is
xpressed as Eq. (11).

𝐼𝐶𝑃 = 1
𝑁

𝑁
∑

𝑖=1
𝐶𝑖 (9)

where 𝐶𝑖 is defined as:

𝐶𝑖 =

{

1, if 𝑦𝑖 ∈ [𝐿𝑖, 𝑈𝑖],
0, if 𝑦𝑖 ∉ [𝐿𝑖, 𝑈𝑖]

𝑃𝐼𝑊 = 1
𝑁

𝑁
∑

𝑖=1
(𝑈𝑖 − 𝐿𝑖) (10)

𝑊𝑆𝑖 =

⎧

⎪

⎨

⎪

⎩

𝛿 + 2(𝐿𝑖−𝑦𝑖)
𝛼 if 𝑦𝑖 < 𝐿𝑖

𝛿 if 𝐿𝑖 ≤ 𝑦𝑖 ≤ 𝑈𝑖

𝛿 + 2(𝑦𝑖−𝑈𝑖)
𝛼 if 𝑈𝑖 < 𝑦𝑖

(11)

where 𝐿𝑖 and 𝑈𝑖 are lower and upper quantile values of the evaluated
PI, 𝑁 is the number of samples, 𝐶𝑖 the coverage factor of the PI, 𝑦𝑖 the
measure value at time t, 𝛿 is the interval width given by 𝛿 = 𝑈𝑖 −𝐿𝑖, 𝑦𝑖
the true load demand at time step 𝑖.

2.4. Uncertainty evaluation and probabilistic distributed net load

2.4.1. Deterministic net load
In order to determine the uncertainty in the QPSLP and calculate

the PNL, it is presented below how the predicted quantiles must be
approximated to a CDF and PDF and how the PNL can be determined.
To achieve this, we first defined the predicted deterministic net load
(NL). The predicted NL is defined as the difference between the sum of
all predicted electricity loads 𝑦𝐿𝑜𝑎𝑑,𝑖 and that of predicted distributed
renewable generation 𝑦𝐺𝑒𝑛.,𝑖, as expressed in Eq. (12). In our case the
difference between the electricity load PSLP and PV generation PSLP.

𝑁𝐿 =
𝑁
∑

𝑖=1
𝑦𝐿𝑜𝑎𝑑,𝑖 − 𝑦𝐺𝑒𝑛.,𝑖 (12)

Therefore, a positive NL indicates that additional power is drawn
from the public grid. On the other hand, a negative NL implies there is
a generation surplus i.e., grid feed-in. The NL is therefore essential for
the optimization of flexible load operation and shows times at which
the integration of flexible loads or storage is optimal in the case of
e.g. own-consumption, or if it makes sense to schedule a flexible load
or storage unit to at later time.

2.4.2. Empirical CDF and PDF from the QPSLP
In order to further apply the QPSLPs to determining the residual

or net load or the total uncertainty within a distributed integrated
energy system, the PDFs of each random variable are required. For this
purpose, the empirical PDFs of the respective QPSLPs are first estab-
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lished on a time-intercept basis. Then, we determine the instantaneous
empirical cumulative distribution function from over the predicted
quantiles. For each time step 𝑡, the CDF is approximated by a PCHIP
interpolation. This special case of spline interpolation allows to avoid
the phenomenon of oscillating edges of an interval, which is also known
as ‘‘Runge’s phenomenon’’. Therefore, according to Fritsch and Butland
(1984), a PCHIP using the Python based PCHIP interpolation function
from SciPy (Virtanen et al., 2020) is used in this study. The empirical
PDF is then determined from its first derivative, which is continuous
without any jumps.

The condition for the interpolation is that the data are mono-
tonically increasing, as the PCHIP interpolant 𝑃 (𝑥) uses piecewise
monotone cubic splines to compute new values of points and its as-
sociated derivative (Fritsch and Butland, 1984). For each sub-interval
𝑥𝑘 ≤ 𝑥 ≤ 𝑥𝑘+1, P(x) is a cubic hermite interpolation polynomial with a
specific derivative at the interpolation points. It is given that the first
derivative ( 𝑑𝑃𝑑𝑥 ) is continuous. The advantages of a PCHIP interpolation
compared to spline one is the lower effort and fewer oscillations if the
data are not smooth and no overshoots occur. A spline interpolation can
provide for a more accurate interpolation, and the second derivative
is still continuous. A detailed description of the PCHIP algorithm and
calculation of the one-sided three-point estimation of the slopes at the
endpoints is described in Fritsch and Butland (1984), and Moler (2004).

In order to approximate a complete empirical CDF or PDF from
QPSLP as exemplified in Fig. 4, with quantiles between 0.1 and 0.9
predicted as a basis, the quantile points 0.0 and 1.0 were estimated and
added before the interpolation. The maximum and minimum occurring
value of the final X days from the historic data store of the respective
sectors are taken as an estimate. For example, if the CDF for the
electrical load is to be determined for timepoint 12:00, it could present
as follows. The measured electrical load profiles of the last 30 days for
this time point are first selected. From this, the base load (minimum
occurring power) is selected as a 0.0 (q = 0.0) quantile value and the
peak load (maximum occurred value) is selected as a 1.0 (q = 1.0)
quantile value for the considered time. The condition must be fulfilled
i.e., the quantile values for q = 0.0 < q = 0.1 and q = 1.0 > q = 0.9.
For highly variable or seasonally dependent load or generation profiles,
care must be taken to ensure that the number of retrospective days is
not too large.

2.4.3. Convolution
Assessing joint uncertainty within an integrated system or calcu-

lating the distributed net load necessitates the aggregation of random
variables, such as electricity load and PV generation. For this the
combination of the individual PDFs, a convolution (*) of the PDFs is
necessary. To achieve this, the determination of joint PDFs becomes
imperative. The PDFs 𝑓𝑋 , 𝑓𝑌 ∶ 𝑅 → 𝑅+ and their joint PDF 𝑓𝑋𝑌 of two
independent continuous random variables X and Y can be determined
as described in Eq. (13), as a convolution of 𝑓𝑋 and 𝑓𝑌 . The joint PDF
of X + Y, denotes as 𝑓𝑋+𝑌 (𝑧), constitutes a continuous random variable
in itself.

(𝑓𝑋 ∗ 𝑓𝑌 )(𝑧) = 𝑓𝑋+𝑌 (𝑧) = ∫

∞

−∞
𝑓𝑋 (𝑧 − 𝑥)𝑓𝑌 (𝑥)𝑑𝑥, 𝑧 ∈ (−∞,∞) (13)

For a non-parametric approach with discrete approximated PDF‘s,
the discrete convolution is defined as Eq. (14):

(𝑓𝑋 ∗ 𝑓𝑌 )(𝑧) =
∞
∑

𝑥=−∞
𝑓𝑋 (𝑧 − 𝑥)𝑓𝑌 (𝑥), 𝑧 ∈ (−∞,∞) (14)

For the convolution of two approximated PDFs, discretized proba-
bility mass function (PMF) and the same symmetrical value range is
used for the 𝑥-axis. The resulting PMFs can then be convoluted and
subsequently multiplied by a discretization factor. The sum of the PMF‘s
and the convolution must be equal to one. For the implementation of
the convolution, the Python library SciPy (Virtanen et al., 2020) is used.

The expected value E(X) or 𝜇 of a discrete random variable X is
given by Eq. (15):

𝜇 = 𝐸(𝑋) =
∑

𝑓𝑋 (𝑥)𝑥 (15)
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Fig. 4. Typical ECDF by PCHIP interpolation of the quantiles [0.1:0.9] for one time increment (left graph) and EPDF/derivative (right graph) for the electricity sector.
Table 6
Mean MAE and RMSE forecasting errors of the best PSLP.
Scores Sector

Electricity Heat PV

MAE, kW 6.85 6.62 10.02
RMSE, kW 8.58 8.01 18.09

3. Forecasting framework results

3.1. PSLP forecasting evaluation

In the following section, the prediction results of the different PSLP
modes and naive predictions are presented and compared. For this
purpose, the forecast accuracy for the electricity, heat demand, and PV
generation were evaluated using the metrics MAE, RMSE, MAPE, and
MASE for the period from October 5𝑡ℎ 2021 to the end of September
2022. Before the first forecasts are made, a waiting period of 21 days
was specified to serve as a basis for PSLP generation. Subsequently,
the measured values of the previous day were taken into account in
the forecast of the next day. In this manner, the data storage would
constantly grow. This means that the forecasts were created in a rolling
format for each day, using a training data set whose size depends on
the mode of the PSLP (see also sub- Section 2.2.2). Thus, a real world
scenario can be simulated with changing training data-sets and seasons.

The results of the PSLP predictions of each sector, mode, and
daytype and/or season classification are shown in Fig. 5. The box marks
the interquartile range (IQR) (25 % - 75 % quantile). The black line
within the box marks the median (50 % quantile). The upper and lower
whiskers extend from the box by a maximum of 1.5 times the IQR. From
the boxplots in Fig. 5 and Table 6 it can be seen that all PSLP models
outperform the benchmarks or the naive predictions. Looking at the
PSLP prediction accuracy across different sectors (electricity, heat and
PV) shows that the PSLPs performance depends on the different types
of data profiles. The forecast error distributions in the boxplots of Fig. 5
show the differences between the individual modes (standard, fixed and
variable) but also the influence of characterizing by day types and/or
seasons. In the heat and PV forecasts, the larger IQRs are noticeable
compared to the electricity sector. In addition, higher outliers occur and
the smaller differences compared to the naïve forecasts become visible
as pictured out in Fig. 5 and can be read from the MASE in Table 7.
The performance of the different PSLP modes and the option to whether
2544
Table 7
Mean MAPE and MASE of the best PSLP forecasts.
Scores Sector

Electricity Heat PV

MAPE, % 14.82 25.04 –
MASE 0.79 0.96 0.93

consider or not the day types (d) or seasons (s) within the different
sectors is also remarkable. While the standard (std) PSLP performs best
in the power sector, it is significantly worse in the heat and PV sectors.
For these sectors, variable (var) mode of the PSLP demonstrates the
best performance. Furthermore, the PSLP in the electricity sector is best
when day type and season are taken into account, whereas PSLP is
best for PV and heat sector when day or seasonal characteristics are
not considered as in Fig. 5. Based on the MAPE of the best prediction
results, the fundamental performance differences of the predictions
between electricity and heat demand can be shown. Although the
average MAPE in the electricity one is 14.56%, it is significantly higher
for heat sector with 25.04%, as shown in Table 7.

For the probabilistic extension, the mean standard PSLP with day
and season characteristics (std_el_d_s) was used for the electricity one,
and the mean variable PSLP (var_ht, var_pv) was selected for the heat
and PV sectors. The mean and median values of evaluation metrics
of the selected PSLP for each sector are listed in comparison to the
best performing naive predictions in Table 6. The selection can also be
traced using the red markings in 5. Fig. 6 shows the PSLPs according
to the selected PSLP modes of each sector and the associated DNL
(Section 2.4.1) for an randomly selected day. Based on the prediction
errors and example from Fig. 5, it is clear that the PSLP performs
differently depending on the sector in which it is applied. Particularly
for highly variable profiles like daily PV generation or heat demand,
higher forecasting errors tend to occur than for the electricity load
profile.

3.2. QPSLP forecasting evaluation

For the generation of the QPSLPs, as for the PSLP, a rolling forecast
was used in which the training window was limited to 30, 90, or
120 days. All metrics were calculated for referral to the 80% PI (0.1–
0.9 quantile). The probabilistic extension of the PSLP to a QPSLP is
exemplified for the different sectors in Fig. 7. In Fig. 7, the gray solid
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Fig. 5. Evaluation of the forecasting results by MAE and RMSE for the electricity load, comparing different PSLP modes and naive forecasts. The red marker shows the best
average value of the respective metric overall PSLP modes.
line indicates quantiles 0.1 and 0.9, the dashed lines are the predicted
quantiles (0.2, 0.3, 0.4, 0.6, 0.7, and 0.8), the red line indicates the
median (0.5 quantile), the blue line is the PSLP point forecast, and the
green dots depicts the actual measured values. The example day, as in
Fig. 7, shows that the PI width can vary greatly, particularly during
period of fluctuating PV generation, leading to large interval width.

The accuracy of the probabilistic forecasts were evaluated using
the PICP, MPIW and Winkler score metrics, which are described in
Section 2.3.2. The forecasting metrics of the QPSLP’s for each sector
are shown in Fig. 8 as boxplot and also in Table 8. The median (orange
line) of the PICP, as well as the mean (see. Table 8) are around 80 %,
which is to be expected with the PI of 80 %. However, there are very
large differences in the range between the QPSLP in the electricity
sector compared to the other sectors. This is especially reflected in
the sharpness of the probabilistic prediction, as depicted by the MPIW
metric. If we look at the mean values given in Table 8, the differences
are also obvious and the predictions differ between the sectors. While
the PICP, expected to be 80% for PI between 0.1 and 0.9 quantiles,
remains at approximately the same level or higher, indicating the high
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reliability of QPSLP. There are significant differences in the MPIW
and Winkler score across sectors. In particular, the highly variable PV
generation is not predicted as efficiently compared to electricity and
heat demand. The evaluation metrics over the entire observation period
can be seen in the IQR (boxes) of the boxplots in Fig. 8. Again, the
IQR of the MPIW and Winkler scores of the PV generation forecast is
particularly striking, as it is significantly larger than in the other two
cases. Next, to quantify the uncertainty, it is necessary to obtain a view
on the CDF or PDF of the obtained predictions.

3.3. CDF and PDF approximation

The CDF and PDF from the QPSLPs quantiles were approximated
using PCHIP interpolation and its derivatives, as described in Sec-
tion 2.4.2. As an example, Fig. 9 shows the approximated instantaneous
CDFs (yellow line) and PDFs (blue, dotted line) for electricity and heat
demand and PV generation. As a plausibility check, the PDF‘s were
discretized into PMFs and it was checked whether their sum was equal
to one.
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Fig. 6. Example day (April 20th 2022) of PSLP forecast for all sectors and the net load (electricity - PV).
Table 8
Mean QPSLP (QR) scores of the rolling forecast.

Sector/ Scores

Rolling days PICP MPIW Winkler Score
% kW

Electricity

30 days 83.2 24.44 33.46
90 days 83.31 24.87 34.85
120 days 83.91 25.51 34.93

Heat

30 days 83.91 25.51 34.93
90 days 84.54 26.84 36.25
120 days 84.62 27.01 36.5

PV

30 days 80.57 41.23 59.3
90 days 86.34 43.81 59.98
120 days 88.17 44.55 60.39

3.4. Comparison of different distribution functions

Comparing the PCHIP-approximated CDFs with a fit of a Gaussian,
beta or gamma distribution by the quantiles, the advantage of the
proposed method becomes apparent, as is shown in Fig. 10. Quantiles
fitting a CDF with Gaussian, beta, and gamma distributions were iden-
tified in 11 instances, which were also used for PCHIP interpolation in
Section 3.3. In Fig. 10, the quantiles, the normal or Gaussian, the beta,
the gamma distributions, and the pchip approximation for electricity,
heat and PV sectors are shown in each subplot. It is apparent that these
‘‘standard’’ distributions sometimes work better and sometimes worse
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depending on the application (e.g., beta distribution works nearly
good for PV generation, but fails for the other two applications). In
comparison, the PCHIP approximation is clearly better adapted and has
the advantage that no prior assumption about the distribution of the
data must be known.

3.5. PNL forecasting evaluation

In order to add or subtract the probability densities of different
predictions (random variables), they must be convoluted, as was de-
scribed in Section 2.4.3. The results of such a convolution for a sample
time point are displayed in Fig. 11. The top graph in Fig. 11 shows
the approximated PDFs of the electricity and heat load forecasts, as
well as PV generation (with negative powers). In the bottom graph,
the convolution of the PDF‘s can be seen. The PNL (green-dashed line)
results from the convolution between the power consumption minus
PV generation. If one is interested in the joint PDF of several random
variables (here, for example, electricity demand, heat demand, and PV
generation), the convolution must be performed with all variables, as is
shown in Fig. 11. The joint density function or PNL can then be used to
determine the probability of occurrence for the different power ranges.

4. Case study

In application, the PNL can help making decisions in the operational
optimization of distributed energy systems. It aids in decision-making
regarding the optimal times for connecting an additional flexible load
or energy storage (e.g., a BEV or electrolyzer), or when additional
power can be provided by a flexible generation or storage unit. If the
NL is positive, it indicates a power deficit, and additional power needs
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Fig. 7. Example day (April 20th 2022) for QPSLP of Electricity and heat load and PV-Generation using QR.
Fig. 8. Boxplots of probabilistic forecasting scores of the PICP, MPIW and Winkler score for electricity, heat and PV, with 30, 90 and 120 day training window, respectively.
to be purchased from the public electricity grid. On the other hand, if
it is negative, it signifies a surplus of decentralized renewable power
being generated. In that case, demand should be shifted or energy can
2547
be stored in energy storage technologies or feed into the public grid.
The convolution of probability densities of stochastic supply sources
and demands is necessary to aggregate uncertainties in different sectors
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Fig. 9. PCHIP interpolation of the QPSLP quantiles to a CDF and PDF from its derivative for all sectors.
Fig. 10. Comparison of the PCHIP CDF approximation and the Gaussian, beta and gamma distribution fit to the quantiles.
and apply them in the form of a common PDF. In the following, a short
case study is presented to demonstrate the advantages of the approach
presented in this paper.

The case study consists of the distributed power system of a logistics
property. In the first step, a probabilistic forecast and PNL of the power
demand and PV generation for the subsequent 24 h is generated. The
example of the logistics sector was chosen due to the facts that it is often
time-critical, the transformation of the transport sector is proceeding
rapidly, and solutions must be identified at a decentralized level. In
this case, the flexible load is presented as an electrical preconditioning
process, e.g. pre-cooling from a certain temperature to a tempera-
ture set-point of a refrigerated trailer (reefer). The refrigerated trailer
stands at the logistics site for four hours and can only be electrically-
preconditioned during this time. In the study (Telle et al., 2022), the
authors described which cost advantage and reduced emissions the
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electrical process compared to the diesel preconditioning, especially
when leveraging own-consumption with PV.

In the first example described in Fig. 13, a randomly selected day
between 6:00 am and 10:00 am is considered. In the observation, the
full hour is considered in each case. Start time = 06:00, t1 = 07:00, t2 =
08:00, t3 = 09:00, and the end time 10:00. Fig. 12 shows the respective
PDFs of the NL for the respective times.

It is fixed as an assumption that own-consumption of PV-generated
power incurs lower costs and CO2-emissions compared to the supply
from the public electricity grid. Therefore, the optimization goal is to
maximize PV own-consumption whenever feasible, i.e., ≤ 0 kW (right
vertical gray dashed line in Fig. 12). For the sake of simplicity, we
assume the electrical pre-cooling takes one hour with an additional load
of 10 kW. The left vertical gray dash-dotted line (≤ −10 kW) in Fig. 12
marks when it can be served solely from locally produced electricity.
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Fig. 11. Separate PDF of each sector (upper graph) and the joint PDF‘s after convolution (lower graph).
Fig. 12. PNL of different time points in the cast study (the left vertical line marks −10 kW, the right one 0 kW).
In order to make the decision under uncertainty, the probabilities
to reaching the criteria are accumulated. Table 9 presents these values
for both, the ≤ 0 kW (own-consumption) and ≤ −10 kW (+10 kW pre-
cooling load) criteria. For comparison, it also displays the expected
value 𝜇 for each time step.

In the first time step (starting 6:00), there is most likely no PV
generation yet (see Fig. 12) and the PNL is therefore approximately
95 % ≤ 0 kW. By 10:00 am, PV power generation increases, as does
probability of a negative NL,
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Table 9
Accumulated probabilities and expected values of the case study criteria.

Timestep p(P ≤ 0 kW) p(P ≤ −10 kW) 𝜇 in kW

06:00 – 07:00 5.69% 4.56% 30.81
07:00 – 08:00 11.86% 8.21% 17.92
08:00 – 09:00 65.39% 52.29% −12.89
09:00 – 10:00 83.53% 83.05% −47.67
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Fig. 13. Important characteristics values from the PNL, at another example day.
the expected values of the PNL shift towards negative values. At this
point, the suggested method already helps to quantify the impact of a
decision in the schedule. If the pre-cooling is carried out between 09:00
and 10:00, it will increase the probability to need electricity from the
grid by 0.5%. However, in the presented period of time, judging based
on the expected net load would yield the same decision, as the load
also takes the lowest value in that hour.

Now, the example is extended to consider a full day. For this,
the expected NL and the aggregated probabilities as used before are
considered. In Fig. 13, the value with highest probability of occurrence
is also added, as it might also serve as a criterion for decisions. It can
be directly seen that a pre-cooling operation between 10:00 and 12:00
is beneficial to have a high probability of PV own-consumption, while
having a strongly negative net load. Again, the aggregated probability
(red dotted and dash-dotted lines in Fig. 13), the expected value (solid
line), and the value of the maximum probability (dashed line) yield
the same schedule. However, the situation becomes more interesting in
cases where it is not possible to pick this optimal solution. For example,
with a set departure time of 8:00, it would make no difference at which
point in time the pre-cooling process is started. This fact is only visible
as the probability of own-consumption stays at 0 %, while the load
values already start shifting. At these times, it makes sense to consider
another decision criterion.

5. Discussion

With the QPSLP and PNL, a method was presented that takes up the
concept of the standard load profile and extends it to make it applicable
to other sectors. It is designed to optimize sector-integrated distributed
energy systems. This tool can be used to integrate renewable generation
(e.g., PV) and new flexible loads (e.g., battery electric-vehicles) in dis-
tributed energy systems in a technically- and economically-optimized
way. Therefore, this tool can help to decarbonize distributed energy
systems in particular. The PNLFF, being a non-blackbox approach, is
easy to implement and requires no more than locally collected measure-
ments from various sectors for forecasting load demands, generations,
and the net load. It can be used by a large number of users, particularly
in small distributed energy systems, like households, neighborhoods,
or SMEs, where high investment in a forecasting system may not be
economically viable.

It was shown that the PSLP can also be applied to the heat and
PV sectors. The PSLP performance in different sectors is very different,
e.g., the average MAPE of electricity (14.82%) and heat (25.04%) load
differs by more than 10%, as is shown in Table 6. A strong scattering
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of the errors can be observed, particularly in the PV prediction as
shown in the box plots in Fig. 5. This can be interpreted in the higher
stochastic within the data and large fluctuations between days. It can be
noted that the PSLP performs well, particularly for the electricity sector
compared to heat demand and PV generation. This is mainly due to the
fact that the classification of electricity consumption by day of the week
works much better. In contrast, PV generation, for example, is not based
on days of the week. However, it was also shown that the addition
of the ‘‘fix’’ and ‘‘variable’’ modes, as well as the option to turn off
the characterizations by day type or season, brought about significant
improvements in the PSLP (see Table 6 and Fig. 5) and outperformed
the benchmarks. Individual hyper-parameters should be set for different
energy systems and sectors, such as whether to classify by weekdays,
workdays, or seasons, or which aggregation method is to be used.
In the case of heat demand, the outdoor temperature, if temperature
data are available, can be used to make the classification into different
seasons, as described in Section 2.2.2, instead of a fixed date (day type
characterization). However, this only carries an advantage if there is a
correspondingly high correlation between outside temperature and heat
demand. In the case of coupling between the heat and electricity sectors
by means of heat pumps, for example, it could also become relevant
for electricity demand. Furthermore, in the aggregation method, other
options than the mean value, e.g., median or maximum value, could
be tested. The maximum value could be successful, especially for PV,
shown in Hanke et al. (2018). In addition, the transportation sector
could be included as an outlook and the electric power demand of BEVs
or charging stations (Boulakhbar et al., 2022) included in the PNLFF. In
contrast to deterministic prediction, probabilistic prediction offers the
advantage that uncertainty can be taken into account.

The probabilistic extension towards a QPSLP shows how to use PSLP
as simply an input feature for QR in order to make a probabilistic
forecast while achieving promising results. The QPSLP was evaluated
for different training windows (30, 90, and 120 days). For the PICP,
the expected value is 80 % with PI between 0.1 to 0.9 quantiles, as
shown in Table 8. This is slightly overestimated in the mean value with
83.2 % (30 days) and 83.91 % (30 days) in the electricity and heat
sectors, respectively, and is closest to the expected value, with 80.57 %
in the PV sector. The PICP demonstrates that the PNLFF can be used to
generate highly reliable probabilistic forecasts in all sectors with some
outliers at the bottom (see Fig. 8). However, looking at the distribution
of the other metrics (MPIW and Winkler score), it is clear that the
magnitude and range of errors, as with the PSLP, are clearly the highest
for PV (see Fig. 8). A short training window of 30 days performs best,
but is less relevant in the electricity and heat sectors. The significant
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differences for PV are due to the changeable weather and the seasonal
dependency of PV performance. This approach can be further optimized
for PV in future work. However, there is an increased potential for
optimization, especially in PV generation. For example, temperature
time series or calendared features could be used to improve the QPSLP.
It is also possible to see whether a parametric approach can be used,
if the distribution of the load time series is known. The advantage of a
non-parametric approach (QR) in our work is that no assumptions need
to be made about the distribution of the data as shown in Section 3.4
and Fig. 10. We quantify this, and initially, it outweighs the disadvan-
tages of higher computation times and the risk of quantile crossing,
which was described by Das et al. (2019); a solution for QR without
quantile crossing was presented in Anon (2022). However, the task of
monitoring the results and taking counter measures against quantile-
crossing would be essential in future work. In the study by van der
Heijden et al. (2022), the approach involving quantile regression neural
networks (QRNN) demonstrates a promising approach to address the
issue of quantile crossing that could be investigated in future work. In
order to be able to determine uncertainty within the QPSLPs, a method
was presented to which the CDF and PDF from the quantiles of the
QPSLPs (probabilistic forecasts) could be approximated. It was also
shown how a joint PDF can then be determined from the convolution
of two independent variables. For example, the PDF of the net load
can be determined from convolution 2.4.3 of the electricity and PV
PDFs. The aggregation to a common PDF is necessary to quantify the
total uncertainty from different methods. If different forecasts are to
be used in the application, for example to create operation schedules
for an energy system or to make decisions under uncertainty, the joint
PDF or PNL is required. The benefit of the PNLFF is that it evaluates
the probabilistic predictions using conventional metrics, but also offers
the possibility of approximating the PDF and creating a joint PDF
or PNL for an energy system with several forecasts from different
sectors. If the random variables are not independent of each other, then
the correlation between their PDFs must be determined. According to
Sklar’s theorem (Van Vliet, 2023), Copulas can be used to consider the
dependencies of two random variables in their joint distribution (Li
et al., 2020). Convolution allows the joint probability density to be
determined for different sectors at each timestamp, and to apply it in
uncertainty quantification or risk optimization. Thus, the PNLFF can
provide the basis for stochastic operational optimization as demon-
strated by Kaisermayer et al. (2021). In contrast to the consideration
of large-scale energy systems, rapid changes in load behavior or in the
generation of decentralized energy generation are more critical for a
distributed energy system. These rapid changes are almost impossible,
costly or impossible to forecast. However, our approach offers the pos-
sibility of taking the uncertainty from the forecast errors into account in
the operational optimization and scheduling of flexible units, and that
with a low expenditure of data and computing time. Future work must
show that this approach performs better in an stochastic optimization
than deterministic optimization. Another advantage is that no assump-
tion has to be made about the distribution of the data. It is important
to highlight that depending on the time of day or season, there can be
strong differences in the distribution of the data. In the last step of our
work, a case study was used to show how the predictions or PNL can
be used to optimize the integration or operation of additional electrical
loads under uncertainty. The advantage of considering the probabilistic
net load is obvious. If all electrical consumers and generators are taken
into account, it can be used for decision-making under uncertainty.
Thus, not only technical limitations (e.g. the house connection point)
but also economic ecological factors can be optimized. As is shown in
the example of the optimized integration of the electric refrigerated
trailer, a decision can be made in the simplest way. Then, in a further
step, operation schedules for decentralized sector-integrated energy
systems can be generated in a stochastic optimization process for
load, renewable generation, and storage. The limitations of the work
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and future work derived from it can be summarized as follows. The
framework was tested on one dataset and should be tested on different
datasets and different sectors in future work. The PSLP was used for the
first time for heat load and PV generation and should be compared with
other prediction methods in future work. A basic quantile regression
model was used for probabilistic forecasting. An extension through
the use of neural networks in quantile regression can help to reduce
sources of error. The PCHIP interpolation of CDF and PDF was used
for the first time for such an application. From a mathematical point of
view, convolution is only possible if the variables to be convolved are
independent of each other. In a real world scenario, a dependency must
be assumed. In further work, as described above, copulas could be used
to describe these dependencies. The transferability to other datasets
and sectors must be verified in future work. The applicability of the
approach was demonstrated over a limited period of time. Future work
could show how scenarios could be sampled from the PNL CDF and
PDF for e.g. a stochastic operational optimization of sector integrated
energy systems.

6. Conclusions

In this study, we hypothesized that there is an increased need
for forecast-based energy and load management in distributed energy
systems to support integrated electrification in all sectors, as well as
renewable generation. In the case of small-scaled energy systems, these
should cost as little as possible, so as to be able to generate and be
adapted on the basis of the system’s own collected data (e.g., smart
meters or PV inverters). Thereby, these can be usable for energy
management by means of uncertainty assessment. For this purpose, a
framework was developed that enables the creation of PSLPs for the
electricity, heat, and PV sectors, and the generation of a non-parametric
probabilistic forecast from them using QR, thus moving towards QPSLP.
To this end, the question was answered on how PSLP and QPSLP can
be transferred from the electricity sector to others (i.e., heat and PV
generation). For further applications, an approach was then presented
on how to derive the respective empirical CDF and PDF from the
QPSLPs and thus by convolution of the PDF‘s of electricity, heat and
PV generation forecasts to determine the probabilistic distributed net
load. Based on the PNL, a case study for the use of the PNLFF in energy
management was ultimately shown. The study can be understood as
a proof-of-concept in which it was demonstrated that it is possible to
predict highly fluctuating consumers and generators with less compu-
tational effort and to aggregate them into a probabilistic decentralized
net load with just locally collected measured data. This in turn can be
used in the application to make decisions in operational optimization
under uncertainty, which was shown in an application example. As
additional novelty, it was shown that the PSLP with the proposed
adjustments can be transferred to the heating sector and PV generation.
In addition, it was shown for the first time that the PCHIP interpolation
can be used to interpolate the non-parametric probabilistic forecast in
the form of quantiles to a CDF. The convolution made it possible to
create a joint distribution that takes sector coupling into account and
has not yet been presented in this form in distributed sector-integrated
energy system. In the first section of the paper, we focused on the
‘‘related work’’ of previous developments, advantages and disadvan-
tages in the field of standard load profiles, and personalized standard
load profiles. In addition, probabilistic forecasts or extensions with a
focus on a simple QR and the evaluation of uncertainty are highlighted.
In the second section, the methodology that describes an overview of
the developed PNLFF and the data basis used were presented. Based
on this, deterministic forecasting methods were first presented. As a
benchmark, a naïve forecast model built on the data from previous
one, two, and seven days were used. For the PSLP, different options
were presented that can be applied depending on the sector and data.
As a novelty, the PSLP was transferred to the heat and PV generation
sectors and options for switching on and off day type characterization

and seasonal consideration were introduced. The PSLP was then used as
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an explanatory variable and input into a QR to generate a probabilistic
forecast. In order to determine the net load of the QPSLPs and to be
able to optimize own-consumption, a new approach for determining
the empirical CDF and PDF by means of a so-called PCHIP interpolation
was introduced. The PNL was then calculated via convolution from the
individual PDF’s. Finally, a case study was used to demonstrate the use
of the PNL, which shows how the results of the framework could be
used to optimize the operation of the distributed power system under
uncertainty. The PNLFF considers energy systems as a holistic, cross-
sectoral system, requiring just locally-collected measurement data. It
includes the characterization of the load and generation data (PSLP),
the generation of probabilistic forecasts (QPSLP), the approximation
of empirical density distributions (CDF and PDF), and the calculation
of net load (PNL) as a basis for optimization under uncertainty. Due
to its simplicity, there will be proprietary methods and tools that can
produce a more accurate prediction with increased resources, but it is
holistic, widely applicable, and transferable, making it an important
contribution to the development for cleaner energy systems.
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