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Abstract— This paper proposes a knowledge-driven teleoper-
ation framework that enables multiple operators to command
a team of robots to execute complex tasks in an efficient and
intuitive manner. The framework leverages a shared knowledge
base that captures domain-specific information and procedural
knowledge about the task at hand. This knowledge base is used
by a hybrid planner to generate context-specifically relevant
commands for supervised autonomy robot command as well as
direct teleoperation modes. By filtering the available commands,
the operators are guided in their decision-making towards
efficient task completion. This paper further extends our knowl-
edge driven approach to address the switching between multiple
operators and robotic assets, with the aim to be able scale up
human-robot team for space exploration. Overall, this work
represents a step towards more intelligent and collaborative
teleoperation systems. The described system will be used in the
Surface Avatar ISS-to-ground experiments slated for July 2023.

I. INTRODUCTION

As humankind ventures back to the Moon and sets its
sights on Mars, space agencies around the world are working
to develop new technologies and strategies to enable these
missions. The European Space Agency (ESA) has laid out its
goals in the Terrae Novae 2030+ strategy roadmap, which
aims to ”lead Europe’s human journey into the Solar System
using robots as precursors and scouts, and to return the
benefits of exploration back to society” [1].

To achieve these goals, ESA plans to use robots for access-
ing the surfaces of celestial bodies, including the Moon and
Mars. These robots will assist astronauts in numerous tasks,
including exploration, scientific experiments, and infrastruc-
ture setup and maintenance as depicted in Figure 1. However,
as communication delays increase with distance from Earth,
it becomes increasingly difficult to directly teleoperate the
robots in a traditional way. This means that autonomous
capabilities of the robots become more important.

To reduce communication delays and enable more effi-
cient robotic operation, the robots can be commanded from
astronauts on board an orbiting spacecraft. However, the
difficulties of the microgravity environment and the mental
load of operating a spacecraft make it important to limit
the astronaut’s utilization for robot commanding. In addition,
communication links to the surface robots may be hindered
by limited bandwidth, delay, and jitter.

To address these challenges, intelligent robotic co-workers
are proposed to autonomously handle tasks on celestial
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Fig. 1. Concept of a multimodal console for scalable autonomy teleoper-
ation, utilizing various inputs along with task-level commands to facilitate
commanding a team of robots based on task-specific requirements [2]

surfaces. In cases where the robot’s autonomy is insufficient,
astronauts can remotely operate the system as avatars using
teleoperation methods that are tolerant to challenging com-
munication channel characteristics. This requires the ability
to scale the autonomy of the robot in order to account for the
current situation and personal preferences of the astronaut.

The work described in this paper builds on prior work
on a knowledge-driven approach for effective teleoperation
of an intelligent service robot [3], exploring planet geology
through force-feedback telemanipulation from an orbiting
spacecraft [4], and extending the knowledge-driven approach
for direct teleoperation of a robotic avatar [5]. The contribu-
tion of this paper is an extension of the previously described
system for the use with multiple operators with varying level
of expertise and connectivity to the robotic team. In addition
to this, a system for generating high-level commands through
analyzing command sequences is proposed and discussed.
The extended approach enables efficient commanding of a
heterogeneous robot team through a team of operators, which
is critical for the success of planetary expeditions.

II. RELATED WORK

Over the past several years, there have been significant ad-
vancements in the field of space telerobotics, with numerous
projects and experiments being conducted by space agencies
around the world. This section summarizes the space-to-
ground teleoperation projects lead by DLR and ESA of the
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past eight years in order to provide context for this work.
From 2015 to 2017, cosmonauts in orbit commanded

robots on Earth in the Kontur-2 project [6] [7]. A 2-Degree-
Of-Freedom (DOF) force-reflection joystick was used in
the Russian Svezda module of the ISS to command robots
located in Germany and Russia through a direct station-to-
ground communication link with low latency. This allowed
for direct telepresent robot command from a microgravity
environment, enabling the crew to interact with unmodelled
rigid objects in a remote environment using a robotic avatar.

In the Multi-Purpose End-To-End Robotic Operation Net-
work (METERON) project, ESA, DLR, NASA, and Roscos-
mos investigated the operation and relevant technology of
space telerobotics [8]. The METERON HAPTICS experi-
ments, deployed a 1-DOF force-feedback joystick together
with a tablet computer inside the Columbus module of the
ISS, and investigated the astronaut’s perception of force-
feedback in a microgravity environment [9] [10]. The ME-
TERON Interact experiment supplemented teleoperation with
semi-autonomous navigation capabilities of the ground robot,
enabling the astronaut to execute a sub-millimeter precision
peg-in-hole task using a robotic rover located at the European
Space research and TEchnology Centre (ESTEC) [11].

In the METERON SUPVIS-E and SUPVIS-M experi-
ments, ESA investigated the use of supervisory robot com-
mand [12] for optimizing the workload balance between the
robot and astronaut [13], while in the METERON SUPVIS
Justin experiment, the focus shifted to treating the robot
as a coworker of the astronaut [14] [15]. DLR’s Rollin’
Justin robot provided intelligent features such as autonomous
object detection, reasoning, and action execution [16] [17].
A Graphical User Interface (GUI) installed on the tablet
computer upmassed to the ISS allowed the astronaut to select
robot actions which Justin would autonomously execute [18]
[3]. The METERON ANALOG-1 experiment expanded in-
vestigations of robot command user interface by introducing
the Robot Command Terminal (RCT), consisting of a laptop
computer, a 3-DOF joystick with buttons, and a 7-DOF
force-feedback haptic input device. The RCT allowed for
open-loop teleoperation and force-feedback teleoperation of
a rover at ESTEC for navigation and sampling tasks [4].

III. KNOWLEDGE DRIVEN TELEOPERATION
OF SPACE ASSISTANCE ROBOTS

The limited time of astronauts in space should be utilized
in the most effective way possible. Astronauts are highly
trained professionals with specific scientific and technical
expertise, and their cognitive abilities are invaluable to con-
ducting complex research in space. Repetitive and cumber-
some robotic operations can be time-consuming and may not
require the full cognitive abilities of astronauts. Therefore, it
is essential to automate and delegate routine tasks to robotic
systems, allowing astronauts to focus on more intellectually
challenging and scientifically significant research activities.

Due to the various challenges of space communication
links, such as signal delay, jitter, limited bandwidth, and
packet loss, it can be difficult to remotely command robots.

Ground control may be inefficient and slow for time-sensitive
decisions. Therefore, autonomous robots with the ability to
make decisions based on their sensors and pre-programmed
algorithms are crucial for mission success.

Another important aspect of autonomous robots in space
is their ability to reason about the outcome of their actions
in order to ensure safety. In space, the upmassing of com-
ponents and repairing systems can be impossible or highly
challenging, making it crucial for autonomous systems to
operate safely and avoid potential hazards. By incorporating
reasoning and decision-making capabilities, robots can assess
the consequences of their actions and adjust their behavior
to avoid potential hazards or unwanted outcomes.

The operation of such autonomous robots would only
require intervention from astronauts in the event of a failure
of the robot’s autonomy. Therefore, the commands sent to
the robot can be considered as a side task for the astronaut,
and they can be executed during periods when the astronaut
is not occupied with other activities. This allows the astro-
naut to maximize their time in space and focus on more
challenging tasks that require human intervention, while the
robot performs routine operations independently.

A. How to represent the knowledge?

In the context of autonomous space robots, the organiza-
tion and management of their knowledge base is crucial for
successful mission operations. While autonomously learning
systems show impressive adaptability, their unpredictable
output can pose risks to mission safety. Therefore, careful
control and management of the robot’s knowledge base are
essential. Previous research has demonstrated the benefits of
organizing the knowledge of the robot in an object-centered
context, which encompasses advantages for both the opera-
tion of the robot and supervisory command. This organizes
information related to objects and manipulation instructions
alongside the objects. By utilizing an inheritance mechanism,
the object-centered approach allows the knowledge of parent
objects to be reused by their children. This not only reduces
the workload required to populate the knowledge base but
also facilitates the process of introducing similar objects
into the system. To optimize the possibility of success in
a particular mission, the knowledge base of the robot should
be populated by mission or robotics experts to ensure that
the knowledge aligns with mission requirements.

One important aspect of knowledge representation for
autonomous space robots is the ability to manage and update
information in case an unforeseen situation occurs. This
includes handling changes in the environment, such as the
introduction of new objects or alterations to the existing
ones. It is also essential to ensure that the knowledge base
is kept up-to-date with the latest mission requirements and
objectives. The object-centered approach achieves this by
employing a modular design for the knowledge base, where
each module contains information related to a specific aspect
of the specific object, such as perception, navigation, or
manipulation.



B. How to share the knowledge?

The object-centered knowledge base enables robots to rea-
son about objects in their environment and their properties.
In order to make more informed decisions and achieve their
goals more efficiently, robots can share information about
objects with other agents in the system. There are several
ways in which robots can share information with each other:

First, the robots can directly exchange information about
objects they encounter in the environment. For example,
when one robot detects an object, it can transmit its proper-
ties and location to other robots in the vicinity. This way, all
robots in the area can update their knowledge representation
of the environment and objects within it.

Second, the robots can use a centralized server or database
to share information about objects. Each robot can update the
central database with its observations, and other robots can
then access this information. This approach is particularly
useful in scenarios where robots are distributed over a large
area and cannot directly communicate with each other.

Finally, robots can also use a hybrid approach where they
combine direct communication with a centralized database.
For instance, each robot can maintain a local cache of object
information it has encountered, and periodically synchronize
this cache with a central database. This approach can be
particularly useful in space scenarios where robots may need
to leave areas with continuous network connectivity in order
in order to reach scientifically interesting sites.

In all of these ways, the object-centered knowledge base
enables robots to share information about objects and their
properties. By sharing information, robots can make more
informed decisions, avoid collisions and conflicts, and ulti-
mately achieve the goals more quickly and reliably.

C. How to represent autonomous behavior?

To represent how a robot interacts with objects in its
environment, our approach involves Action Templates (ATs).
This method separates the knowledge about object handling
in a robot-independent manner, with a symbolic header and
a geometric body [15]. The symbolic header specifies the
action in Planning Domain Definition Language (PDDL),
detailing the parameters, preconditions, and effects of each
action. A symbolic planner then uses this information to
determine a possible sequence of ATs to reach a desired
goal state. The geometric body defines the process model
for interacting with the object, enabling the intended action
to be grounded to the physical robot. As a result, a sequence
of operations is defined that describes the robot’s movement
as it executes the AT. These operations are robot-agnostic, al-
lowing any robot implementing all operations in a geometric
body of an AT to execute the underlying manipulation.

A hybrid planning approach is used for defining the actual
interactions of the robot with its environment. The hybrid
planner starts with the symbolic planner, which generates a
sequence of ATs based on the symbolic information in the
headers of each action. The sequence of ATs is designed
to reach a desired goal state. Afterwards the geometric
planner takes over and generates robot-specific execution

plans for each AT in the sequence. These plans specify
how the robot will execute the actions and interact with
the environment. If one of the planners fails, geometric
and symbolic backtracking allows to generate alternative
solutions to the planning problem.

In other words, if the initial plan fails, the hybrid planning
system will work to find a new sequence of ATs that will
allow the robot to achieve its goal. The backtracking process
involves revisiting the symbolic and geometric information
and attempting to find a new sequence of ATs that will lead
to a successful plan. This process continues until a valid plan
is found or until it is determined that a valid plan cannot be
generated.

The described approach can be highly effective in achiev-
ing a desired goal state in a predictable and systematic way.
However, it has its limitations when it comes to dynamic
environments or situations where anomalies occur during
execution, such as sensor failures or unexpected obstacles.
In such cases, the transition of symbolic properties can no
longer be guaranteed, and the planned sequence of action
templates may no longer be valid. One possible solution
is to manually update the properties by an expert, who
can identify and correct the deviations from the expected
behavior. Another approach is to incorporate an autonomous
detection and correction mechanism that can identify and
correct deviations automatically. An intermediate step could
involve incorporating the astronaut operator, who could val-
idate any critical state changes before allowing the robot to
proceed with the next action.

The deterministic planning process, based on an expert-
populated knowledge base, provides a key advantage of
the approach for space operations by ensuring that the
autonomous behavior of the robot is always explainable.
Furthermore, the sequential execution of action templates
enables online and offline monitoring and modification of
sequences. In addition, this approach allows for the incor-
poration of safety checks and error handling mechanisms,
which can ensure that the robot operates within predefined
safety limits. These checks can include monitoring the
robot’s internal state, such as its battery level or temperature,
as well as external factors, such as obstacles or changes in
the environment. This makes the system robust to unexpected
events and allows more reliable operation in space missions.

The METERON SUPVIS Justin experiment demonstrated
that the described approach is appropriate for supervising
the supervised autonomy command of a robot with limited
autonomy, as long as an operator is involved in managing and
assessing the execution of actions and the robot’s perception.

D. How to integrate direct command?

The object-centered knowledge representation approach is
well-suited for autonomous interaction with objects in the
robot’s environment. However, when it comes to interacting
with unknown or unmodelled objects or commanding robot
functions, this approach is not sufficient. By extending the
knowledge driven approach in order to allow commanding
the robot on a lower level of autonomy by including direct



robot commands, a scalable autonomy system is realized.
The challenge lies in finding a way to represent these
direct robot commands in the object-centered domain without
compromising the autonomy of the robot.

The integration of robot-centric functions into the object-
centered domain is achieved by treating the robot as an
object in the knowledge management system. To allow for
knowledge-driven teleoperation, an AT is created for each
robotic skill or function needed for operating the robot on
lower autonomy levels. The symbolic header of the AT is
used to ensure that the robot is in a symbolically safe state
for action execution. Symbolic properties of the objects in the
environment that may be changed by the directly commanded
robot actions are invalidated to trigger re-evaluation before
continuing autonomous operation. The geometric body of the
AT is used to plan the execution of the robot-centric func-
tions, and can be accompanied by safeguarding mechanisms
to ensure robust execution. The current operation mode of
the robot, such as controller mode and localization accuracy,
is tracked as symbolic properties of the robot object. This
information is then used to transition autonomously between
different autonomy layers of the scalable autonomy system
by sequencing the ATs accordingly. This system enables the
seamless integration of traditional skill-centered systems into
the object-centered domain.

The integration of teleoperation modes is a critical focus of
scalable autonomy. The ability to remotely control robots in
a range of scenarios is essential for a variety of applications,
including exploration, construction, and rescue missions.
Three teleoperation modes cover most use cases of today’s
systems: discrete, open loop, and closed loop teleoperation,
each with its own unique benefits and challenges.

In the discrete mode, the operator specifies a single target
configuration or pose for the robot to reach. This target is a
parameter of the underlying AT, and the hybrid reasoning
system is used to plan the required robot movements to
reach the target safely. This mode is already covered by the
system needed for autonomous command and execution, so
no further infrastructure work is needed.

Open loop teleoperation is often used for velocity or posi-
tion command where the operator specifies and continuously
updates a target. This mode adds a data channel for streaming
the commands to the robot. An additional visual feedback
channel is often provided if the operator has no visual of the
robot, such as in cases where the robot is at a great distance.
In the teleoperation system, the operator can use various
input devices to control the robot’s movements. These input
devices are transmitted as parameters of the underlying AT.
By using a generic controller, the input devices can be used
robot- and mode-independent by reconfiguration through
the currently active AT. This decouples the teleoperation
controller of the robot from the User Interface (UI) providing
flexibility to the system and allows for easy integration of
different types of input devices and robots, without the need
to develop specific teleoperation controllers for each device.

Closed loop teleoperation is a mode where the operator
provides and continuously updates a target while receiving a

continuous feedback from the robot. A typical application of
this mode is force-feedback teleoperation, where the operator
needs to feel the forces and torques applied by the robot.
To enable this, closed loop teleoperation adds another data
channel for streaming feedback information, such as forces,
torques, and distances, to the operator. The operator can
then use this feedback to adjust their inputs and improve
the precision of the robot’s movements. Despite the added
complexity, the handling of input devices in closed loop
teleoperation is similar to that of open loop teleoperation.

E. How to generate operator commands?

The use of a symbolic planning algorithm enables the
determination of all feasible actions based on the current
symbolic state of the environment and the capabilities of
the robot. This planning algorithm can generate an extensive
amount of commands for achieving arbitrary symbolic goal
states. However, in order to prevent cognitive overload for
the operator, the generated commands are filtered. This is
achieved through a Mission Control utility, which is managed
by mission and task specialists. The Mission Control utility
allows for the definition and updating of filters, which are
specific to the context of the mission. For instance, filters
can be used to remove scientific sample taking commands
when the operator’s mission is to repair a planetary asset.
By using this approach, the number of generated commands
available to the operator is reduced to a manageable amount.

Moreover, the filters applied to the generated commands
can be adjusted dynamically based on the changing needs of
the mission. For example, if the operator needs to perform a
complex manipulation task, then the filters can be adjusted
to allow for the additional commands needed to complete
the task. The Mission Control utility also provides a means
for monitoring the filtered commands and their execution,
thus allowing the mission and task specialists to evaluate the
performance of the robot during the mission. This approach
ensures that the generated commands are always relevant
to the current mission requirements, and that the operator’s
cognitive load is minimized, enabling them to focus on the
critical aspects of the mission.

Another approach for offloading low-level robot com-
manding work from the operator is based on a generating
high-level commands by analyzing previous command se-
quences. This approach involves analyzing the patterns of
commands generated by the symbolic planning algorithm,
and grouping them into high-level commands that can be
executed with a single input from the operator. For example,
if the operator frequently uses a series of commands to
service a planetary asset, these commands can be grouped
into a high-level command such as ”service asset.” This high-
level command can then be added to the list of available
commands. The generation of the high-level command names
can be done using a Large Language Model, e.g. ChatGPT,
using the underlying AT sequence or the PDDL output of
the symbolic planner as input. The describe approach for
generating high-level commands can also include machine
learning techniques to predict which high-level commands



are likely to be required in the future based on previous
command sequences. This can further reduce the cognitive
load on the operator, as the system can proactively suggest
high-level commands that are relevant to the current mission.
However, it is important to note that this approach requires a
significant amount of data to be effective, and the accuracy
of the predictions will depend on the quality and quantity of
the data available.

F. How to share the command between multiple operators?

Multiple operators can command a team of robots simulta-
neously. To achieve this, variety of techniques to manage the
inputs from different operators can be employed to ensure
that the team operates effectively.

A key element is the operator-specific filtering of com-
mand options. This means that the available commands
for each operator are tailored to their specific mission,
training, capabilities, and user interface. This ensures that
each operator can focus on their assigned tasks and only see
the commands that are relevant to them. Additionally, the
communication channel used by each operator can also be
taken into account when filtering commands. For example,
an operator with high communication delay may be given
a more restricted set of commands without teleoperation
modes.

Another feature is the ability to lock the command of a
robot. When a command is issued by an operator, the corre-
sponding robot is locked and cannot be commanded by other
operators. This ensures that the team operates efficiently and
minimizes the potential for conflicting commands. However,
it’s also possible for operators with higher privileges to
override or cancel locks set by other operators. This pro-
vides a mechanism for coordinating the team’s activities and
ensuring that the mission objectives are achieved in a timely
and efficient manner.

Finally, the system allows for multiple operators to si-
multaneously monitor each robot’s activities. This allows for
real-time coordination between operators and ensures that
any issues can be addressed quickly. Additionally, the system
provides a centralized view of the robot team’s activities,
which allows for effective overview management of the
mission as a whole.

IV. KNOWLEDGE DRIVEN USER INTERFACE

The UI for the knowledge-driven teleoperation makes use
of augmented reality technology to provide the astronaut
with a clear understanding of the environment the robot is
operating in. The live video feed from the robot’s cameras is
augmented with information on the current world state of the
robot. This information is displayed as highlighted objects in
the live video realized by CAD renderings as can be seen
in Figure 2. This approach allows the astronaut to easily
assess the quality of localization and sensor calibration. By
visually highlighting the objects in the robot’s environment,
the system provides the astronaut with a clearer understand-
ing of the robot’s location, as well as the locations and
positions of objects within the robot’s operating area. This

Fig. 2. Graphical User Interface for the knowledge driven approach
including (1) video stream of the robots’ camera, (2) available object-
centered commands, (3) available teleoperation modes, (4) virtual object
overlays, and (5) virtual robot viewer [5]

augmented reality video feed, with its ability to highlight
and provide additional information on objects in the robot’s
environment, serves as an important tool for the astronaut
when commanding the robot.

The available commands are determined by the respec-
tive robot using symbolic reasoning. All of the available
commands originate from the object-centered knowledge
knowledge base and can be bound to the object instances
they manipulate. By selecting the highlight of an object the
astronaut wants the robot to interact with in the GUI, the
list of bounded commands is shown. This approach limits
the information displayed to the astronaut to context-specific
relevant information. By default, the available commands for
the current robot object are shown to allow the astronauts
direct access to skill-like commands, such as ”look around”
or ”drive around”. The system thus makes it easier and more
intuitive for astronauts to interact with the robots and perform
their tasks efficiently.

The knowledge-driven UI is enhanced by the integration
of different telepresence modes which allows for intuitive
teleoperation. This integration enables the use of the robot’s
intelligence to context-specifically tune teleoperation proper-
ties. The system has a feature that allows for the enabling
and disabling of autonomous robot commands whenever a
teleoperation mode is active, which ensures the prevention
of interference between autonomous and teleoperated oper-
ation. Additionally, the teleoperation command channel is
automatically configured based on the available user interface
devices and the selected command mode. This allows for
easy switching between different input devices and modes.

By using this approach, a single UI can be used to
command multiple robots. The team of robots that can be
commanded will be modified in the UI as new robots enter or
leave the area of connectivity to the UI. This robot-agnostic
access eliminates the need for custom interfaces for each
individual robot and allows for a more streamlined approach
to robot command. The knowledge driven approach is highly
scalable, making it an excellent choice for commanding
multiple robots in complex environments.

The knowledge driven teleoperation approach has been im-



Fig. 3. The Robot Command Terminal set up with a preliminary version
of the User Interface and used to command Rollin’ Justin in a simulated
Martian environment at DLR during development

plemented for the use in the Surface Avatar space telerobotics
experiment. In the experiment, various astronauts on board
the ISS command a team of heterogeneous robots in Ger-
many which are placed in a simulated Martian environment.
The astronaut commands the robots using the RCT that has
been upmassed for METERON ANALOG-1 [4] as depcited
in Figure 3.

V. DISCUSSION

The use of ATs for robot-object interaction has various
benefits, such as a robot-independent representation of in-
teractions and a symbolic header for action specification, as
well as a geometric body for defining the process model that
grounds the intended action to the physical world. However,
one potential challenge in using this approach is the creation
and maintenance of numerous ATs for complex interactions.
For complex robotic systems with a large number of objects
and interactions, the creation and maintenance of ATs can
be time-consuming and challenging. This may limit the
scalability and applicability of the approach, particularly in
real-world applications where the environment is constantly
changing and evolving. However, especially space applica-
tions benefit from the explainable and deterministic approach
of ATs that are provided by human experts. For future
system extensions, this human input can also be leveraged to
improve machine learning algorithms. By analyzing the ATs
developed by experts, machine learning models can learn
from these examples and improve their own performance.

Extending the knowledge-driven approach to lower levels
of autonomy is an important step towards creating a scalable
autonomy system, as it enables robots to operate more
autonomously while still allowing for human oversight and

intervention when necessary. This can lead to increased
efficiency, flexibility, and adaptability in robot operation.
However, integrating the different layers of autonomy and
ensuring that they work together effectively can be a com-
plex and challenging task. Another major problem is the
consistency of the symbolic properties of the objects being
manipulated during teleoperation. The ATs involved in tele-
operation cannot update the symbolic properties of objects
they manipulate, as they lack knowledge of the objects
being manipulated. This creates a risk of inconsistencies. To
address this issue, observer processes can be introduced that
leverage the robot’s perception capabilities and physics sim-
ulations to identify potential changes in symbolic properties.

The generation of high-level commands through command
sequence analysis and machine learning can greatly improve
the usability of teleoperated robotic systems, making them
more efficient and user-friendly. By reducing the cognitive
load on the operator, the system can enable more complex
and demanding missions to be performed with greater ease
and accuracy. However, the need for large amounts of data to
train the machine learning algorithms limits the applicability
of this approach especially for space applications where
bandwidth and operations time is limited. Additionally, the
algorithms may not always perform accurately or reliably,
especially in situations that are different from those encoun-
tered during training. Also adding another level of autonomy
for the operator to choose from increases the complexity of
the overall commanding approach. Still, the possible labor
relief for the astronauts and thus freeing of valuable astronaut
time makes it important to further investigate the possibility
of high-level commands. A possible intermediate step could
involve having mission experts identify and specify important
command sequences that are added to the operator’s available
commands through the use of a Mission Control utility.

While individual robot control provides a complete un-
derstanding of each asset and a consistent interface for the
astronaut, there may be other approaches to commanding
a robotic team that could further reduce the astronaut’s
workload. Rather than issuing detailed commands for each
robot, the operator could simply provide objectives for the
team to accomplish. The robots could then collaborate and
coordinate their actions based on their capabilities, usage,
and the current environmental state. This could result in re-
duced cognitive load for the operator and more efficient team
performance. A new mechanism for coordination among
the robotic teammates needs to be investigated in order to
implement this approach.

The ability for multiple operators to command a team of
robots simultaneously has many positive aspects. It allows
for a more efficient use of resources, as multiple operators
can work together to accomplish the mission objectives.
Additionally, operator-specific filtering of command options
ensures that each operator can focus on their assigned tasks
and only see the commands that are relevant to them.
This can lead to a more streamlined and efficient mission.
However, the use of locks to prevent conflicting commands
can lead to delays in the mission, as operators may need



to wait for a robot to be unlocked before issuing their
own commands. Another potential drawback is the increased
complexity of the system. Managing the inputs from multi-
ple operators requires sophisticated filtering algorithms and
communication protocols. There is also a risk of miscommu-
nication between operators, which could lead to conflicting
commands and confusion. Furthermore, allowing operators
with higher privileges to override or cancel locks set by
other operators may lead to power struggles or conflicts
that could negatively impact the effectiveness of the team.
Still, the ability to have multiple operators command a team
of robots simultaneously has many potential benefits, but it
also requires careful planning and management to ensure that
the team operates effectively and efficiently. Proper training,
communication, and coordination are essential to minimize
the risk of conflicts and maximize the potential benefits of
this approach.

In conclusion, the knowledge driven teleoperation has
various positive aspects, such as the use of ATs and the
hybrid planning approach, but also presents challenges, such
as complexity and potential limitations on scalability and
applicability. The success of the METERON SUPVIS Justin
experiment, the preliminary sessions of Surface Avatar and
the versatility of the teleoperation modes demonstrate the
potential of the approach for various applications. Further
research is needed to address the challenges and optimize
the approach for different scenarios.

VI. FUTURE WORK

The presented knowledge-driven teleoperation approach is
set to be used in the Surface Avatar orbit-to-ground exper-
iment sessions aboard the ISS beginning in July 2023. To
prepare for the final experiment session in H2/2024, the next
steps involve implementing and assessing the components
for sharing knowledge among robots, generating high-level
commands, and applying multi-operator filters.
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