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Abstract

Current surveys indicate limited public and individual trust in autonomous vehicles

despite a long tradition to ensure their (technical) trustworthiness in informatics and

systems engineering. To address this trust gap, this article explores the underlying

reasons. The article elaborates on the gap between trust understood as a social phe-

nomenon and, in contrast, the research tradition aimed at guaranteeing (technical)

trustworthiness. It discusses to what extent those research traditions in the social

sciences and humanities have been recognized and reflected in systems engineering

research to date. Trust, according to the current state of research in the social sciences

and humanities, heavily relies on individual assessments of an autonomous vehicle’s

abilities, benevolence and integrity. By contrast, technical trustworthiness is defined

as the sum of intersubjective, measurable, technical parameters. They describe certain

abilities or properties of a system, often according to respective technical standards

and norms. This article places the “explainability” of autonomous systems in a bridging

role. Explainability can help to conceptualize an integrative trust layer to communicate

a system’s abilities, benevolence and integrity. As such, explainability should respect

the individual and situational needs of users, and should therefore be responsive. In

conclusion, the results demonstrate that “learning from life” requires extensive inter-

disciplinary collaboration with neighboring research fields. This novel perspective on

trustworthiness aligns existing research areas. It delves deeper into the conceptual

“how”, dives into the intricacies and showcases (missing) interconnectedness in the

state of research.

KEYWORDS

autonomous vehicles, interdisciplinarity, trust, trustworthiness

1 INTRODUCTION

Why is it widely accepted that people get their driver’s license after

a very limited set of driving lessons—for example, 9 ha in Germany?2
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the original work is properly cited.
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Is it the human intelligence and the related behavior we trust in,

so that the corresponding risks? The situation is quite different for

trust in autonomous vehicles: Empirical studies demonstrate rather

low individual trust in autonomous driving3–7 and “indicate [. . . ] that a
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substantial proportion of people remain very sceptical about the idea

of travelling in a fully automated vehicle [3, p. 52]”. In Germany, for

example, aroundhalf of theparticipants in aquantitativemarket survey

(n = 1000) indicated that they would not use an autonomous vehicle

(e.g., for public transport) at all, or were unsure.8 In the United States,

the American Automobile Association found that 85% of surveyed

Americans (n = 1107) were “fearful or unsure of self-driving technol-

ogy”. This finding is independent of the car model tested, and the level

of non-acceptance has remained steady over the past few years.9

1.1 Relevance of trust and trustworthiness for
systems engineering

The empirical studies cited above call for a deeper and more grounded

understanding of the current and future role of trust and trustworthi-

ness in systems engineering, especially since autonomous vehicles are

just one representative of a completely new class of autonomous sys-

tems that will cause substantial changes in our daily lives. Since only a

small proportion of the surveyed personswill have had their own expe-

riences with autonomous vehicles, it is all the more important to note

the basic mindset on which first experiences with the technology will

resonate.

Why is it important to create more trust? From an economic point

of view, this is perhaps motivated by achieving higher sales. However,

deeper knowledge about the evolution of trust should not be misused

as a powerful manipulative force (“social engineering”) driven by the

desire for higher and faster market penetration of this technology.

From a normative scientific viewpoint, trust in the context of artificial

intelligence (AI) and transportationb 10 needs to consider the individ-

ual “AI literacy” of users and relevant societal actors. “AI literacy” is a

term developed for the broader scope of AI-based systems in general,

as “AI is becoming increasingly integrated in user-facing technologies”

and challenges the users’ abilities to interact with the respective sys-

tems [11, p. 1]. Thus, users should be enabled tomake informed choices

about whether and how to use autonomous vehicles,11 and not be per-

suaded to trust a magical black box. Accordingly, we stress here that

the lack of trust is not amatter of persuasion, but of communication.

Ongoing discussions inside the technological sphere name possi-

ble reasons for the surveyed mistrust towards or non-acceptance of

autonomous vehicles. These discourses often assume that deficien-

cies in the existing technical functionality (such as sensor errors) and

their lack of robustness in real-world settings are the main causations

formistrust.10,12 Themultidisciplinary andmostly social science-based

research on the individual acceptance of autonomous driving agrees

on the importance of robust technical functionality. It is seen as a pre-

condition for trust, often evaluated in empirical studies as “perceived

technical performance”3 or “perceived usefulness”.7 However, empiri-

cal findings also indicate that negative framings (pre-attitudes) people

have about the technology (e.g., “Autonomous cars are dangerous”) and

their overall mistrust towards these systems (e.g., “Overall, I would

trust autonomous vehicle technology” with a respective Likert scale;

see ref. [7]) overshadow the perception of usefulness13 and tolerance

of a certain rate of (minor) errors or unexpected behavior. In light of the

Covid-19 pandemic, a comparison with vaccinations illustrates these

cognitive “overshadowing” mechanisms (the related theoretical foun-

dation is the cognitive dissonance approach; see ref. [14]): People who

deem vaccination to be less useful often avoid or depreciate (scientific)

information about the trustworthiness of vaccinations because they

mistrust the actors who promote vaccination in general (governments,

media, etc.).15–17

On the other hand, it is assumed that “overtrust” [18, p. 40] is just

as apt to lead to mistakes during use as a lack of trust is. The case

of “overtrust” becomes prominent in media publics particularly for

fatal errors involving automated cars and assisted driving—say, when

drivers fully rely on the car while using their mobile.18 A scandalizing

media debate triggered by events like these can then negatively impact

societal trust in the technology.19 To combat the loss of societal trust

in light of single events like these, systems engineering has started to

integrate results from machine ethics, law and political science from

an early stage,20 with the goal of ensuring a high level of harmoniza-

tionof the technologywithexistingnorms, values andethical standards

(especially with respect to safety and security; see ref. [21]).

On the very first brink of a new era in transportation, that is, the

transition from automated to fully autonomous vehicles,22 individual

trust can serve as a bridge for overcoming psychological barriers. The

same goes for societal trust, for example, for political decision mak-

ers who set the course for legal frameworks allowing autonomous

driving23 and for clarifying legal consequences in the case of wrong

decisions or accidents for which autonomous vehicles are partly or

fully responsible (“liability”).24 However, individual and societal trust

are key not only for the very first stage of technology acceptance,25

as more process-oriented and long-termmodels demonstrate.13 Users

will be confronted with continuing uncertainties even after they have

fully decided to use autonomous vehicles (such as buses, trains and

cars), due to the inherent nature of AI technology.26 Autonomous vehi-

cles will be able to make their own decisions. For this purpose, they

should cooperatewith humans in a trustful but informedway, including

a certain rate of failure tolerance, especially in safety-critical situa-

tions. The more autonomous vehicles cross the threshold from being

“technological tools”27 with limited functionality tobeing “autonomous

teammates” with their own strengths and weaknesses, that is, from

automated to fully autonomous vehicles, the more that dialogue

between humans and machines should help each to get to know and

trust the other.28

1.2 Scope, motivation and structure of the paper

Thus, the role of trust is increasingly considered to be an impor-

tant “human factor” in systems engineering.29 However, there is often

a considerable gap between trust understood as an individual and

social phenomenon, and “technical” trustworthiness. The latter is often

understood—at least in the engineering disciplines—as a technical

term. It is thus preferably defined such as to be measurable by tech-

nical parameters, or at least as a constraint that can serve as a driving

factor in the design process. There is often the implicit assumption

that these “technical” trustworthiness attributes have an impact on the
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HOPPE ET AL. 3

trust users accord to the system. The question as to what this impact

looks like, and even more importantly, of how to empirically validate

this assumption, often remains unclear. Therefore, it is important to

broaden out our view on the many meanings and definitions of trust

which are relevant in the context of autonomous vehicles, and to ascer-

tain to what extent these different meanings have been recognized

and reflected in systems engineering research so far. Beforehand, it is

important to acknowledge that one cannot come upwith a single silver

bullet definition of trust and trustworthiness. Especially, when look-

ing at trust as a social phenomenon, it is vital to appreciate that the

construct is not dichotomous butmulti-dimensional withmany shades.

Informatics and computer science can look back on a very long

and successful tradition of interdisciplinary research since their

inception.31,32 Facing complex challenges, systems engineering broad-

ened its view early on and learned from other fields of research, for

example, from physics in the case of positioning with inert sensors.

Autonomous systems also impose new types of complex and chal-

lenging research objectives. And so, this article asks how systems

engineering can design systems such that humans and autonomous

systems cooperate in a trustworthy way. Consequently, this article

develops a broad view on the various scientific disciplines working on

the subject of trust and trustworthiness, and discusses the extent to

which their results, theoretical models and methods can be integrated

into systems engineering more comprehensively than at present. By

employing two fictitious examples, the paper illustrates how this inte-

grative perspective reveals current shortcomings and generates added

value for research and interdisciplinary education. A holistic view,

based on interdisciplinarity, of the disciplines engaged in the research

field shows up new challenges for future engineering and can thus

inspire innovations in the respective fields, including for education in

companies and universities.

To accomplish this vision, we propose that autonomous systems be

understood as “living entities” with an integrated role in our societies.

The term “living entities” serves here as a metaphor to focus on the

long-term perspective of such systems and their increasing capabili-

ties to fulfil tasks and interact with humans and society. It points to

several learning processes that both autonomous systems and humans

will have to undergowithin their respective “ecosystems”, including the

physical environment, other autonomous systems and human actors

(for embeddedness into larger systems and “systems of systems,” see,

e.g., ref. [33]). Because of this embeddedness of autonomous vehicles—

as living entities—and the key role of trust as an objective, this article

is a call for interdisciplinary research which goes beyond the exist-

ing state of research. We would like to draw attention to the central

feature and characteristic of this technology, namely the autonomy of

these systems,34 and illustrate new research routes to determine their

trustworthiness.

2 STATE OF RESEARCH

In this chapter, we will discuss the state of research on the role of

individual trust in autonomous vehicles, and the extent to which these

results have been integrated into systems engineering to date. As

a wide variety of disciplines are working on trust and trustworthi-

ness, our literature review starts with a clarification of the central

terminology.

A systematic literature review was carried out to map definitions

and aspects generally considered to be important for autonomous

vehicles in relation to trust and trustworthiness. As the search string

“trust” and “trustworthiness” turned out to be too general in combina-

tion with “autonomous”, we used a third search term (“transportation,”

“vehicles,” “cars,” “bus,” “public transport”) in several databases (ISI

Web of Science, Google Scholar, Springer Link, Scopus, ResearchGate).

We manually selected relevant articles, with an emphasis on (a) the

perspective of systems engineering and to what extent trust and trust-

worthiness have been reflected or integrated to date; and (b) on publi-

cations deemed to be classics in their field (e.g., the sociologist Niklas

Luhmann’s “Trust and Power” or Baier’s essay “Trust and Antitrust”).

All in all, we considered over 200 publications as the starting point for

the analysis, while exploring certain aspects in greater depth later on

(e.g., related ISO standards). It turned out that the majority of rele-

vant articles with reference to systems engineering were published via

Springer Link. Meanwhile, books and articles from the social sciences

were often to be found in publications available via Web of Science.

For the most part, they have a more general scope in relation to AI-

based systems and are rarely focused on autonomous (transportation)

systems. A major exception to this rule is research articles from psy-

chology, which provide empirical evidence for trust-related constructs

and are often published in technology-oriented journals. Humanities

research is rarely incorporated in systems engineering publications,

with the exception of philosophy and ethics (machine ethics). In Chap-

ter 2, we summarize the literature and develop a structure to provide a

systematic assessment in light of the research interest.

As a general lesson from the literature analysis, trust needs to be

understood as something that develops over time, changes with expe-

rience and indeed shapes our experiences in turn. It has emotional

and cognitive facets and fulfils—moreover—important normative and

legal functions and has corresponding implications.35 Thus, it has very

different meanings in different disciplines and research fields.13,30

2.1 Technical trustworthiness defined from an
“engineering” viewpoint

The system property trustworthiness has been of particular interest in

the context of developing safety-critical autonomous systems.36 In the

engineering disciplines, it is commonly agreed that trustworthiness is

a collection of other well-established technical properties. The Ger-

man Association for Electrical, Electronic & Information Technologies

(VDE), for instance, defines it as a combination of reliability, availability,

maintainability, safety, security, privacy, usability, explainability, ethics

and robustness.37 Many of these properties have been investigated

for decades in engineering. Avizienis, Laprie, Randell and Landwehr38

provide a comprehensive definition and survey of related work for

most of these properties. For example, safety is defined as the “absence

of catastrophic consequences [of using the system] on the user(s) and

the environment”. This definition is widely accepted in the engineering
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4 HOPPE ET AL.

community, and many norms and standards in various application

domains (automotive, avionics, industry) refer to it. For example, ISO

2626239 defines processes and methods that must be followed in

the system engineering in order to demonstrate the safety of newly

developed vehicles to certification authorities.

Security is also a well-established research and engineering disci-

pline, probably best known by the encryption algorithms employed in

many of today’s applications. According to Anderson,40 however, secu-

rity engineering “is about building systems to remain dependable in

the face of malice, error or mischance” and concerns methods, pro-

cesses and tools to ensure confidentiality (no unauthorized parties get

access), integrity (changes can be performed only by authorized par-

ties) and availability (can be used by any authorized party) (see, also

ref. [41]). As an interesting side note, Anderson states that “a trusted

system [. . . ] is one whose failure can break the security policy, while a

trustworthy system [. . . ] is one that won’t fail”.

Integrity is generally understood as the absence of improper system

alterations.38 Aside from its meaning as mainly malicious alteration in

the context of security, integrity is also often considered as part of

safety, with a focus on erroneous alterations: A degraded system state

due to a failure can be seen as an improper alteration. Data bases are

a classical domain where integrity plays a role. Similar integrity issues

come into play for the more recently popularized blockchains. As in

these examples, integrity issues are often related to concurrent access

todata andother resourcesbymultiple agents,withmutual exclusion42

andByzantine faults43 aswell-knownproblemclasses. The SafeTRANS

Roadmap44 has identified increasingly complex notions of integrity,

such as plan and learning integrity, as a main research challenge on the

road to autonomous vehicles.

The property of robustness is closely related to integrity but focuses

on the environment in which a system is functioning. The IEEE Stan-

dard Glossary of Software Engineering Terminology defines it as “the

degree to which a system or component can function correctly in the

presenceof invalid inputs or stressful environmental conditions”.45 The

termhas a strong similarity to the term resilience. Anoverviewof exist-

ing notions and principles can be found, for example, in ref. [46]. A large

body of work exists in various subdisciplines such as programming and

machine learning.47

As we will see later, the application of the above-mentioned sys-

tem properties to some aspects of autonomous systems is not yet

well understood in the engineering domain. This particularly concerns

explainability and ethics. The former property is commonly understood

as the ability of a system to provide information on how it produces

results, or more generally, about its behavior. A main focus of current

research is to make the information the system produces available

and accessible to a potential “user” of explanations. The authors of

ref. [48], for example, provide a conceptual framework of explanation

using “explanation patterns” and discuss how it can be established in

system design. Although it is known that such technical accounts of

explainability might not be sufficient,49 these aspects are left as an

open research question.

Also concerning ethics, we observe some loose ends left by the

engineering disciplines, such as in the safety standard ISO 26262men-

tioned above. There, we find the fundamental concept of unreasonable

risk. It is defined as a “risk judged to be unacceptable in a certain con-

text according to valid societal moral concepts”.39 While the authors

obviously acknowledge that the acceptability of a risk must be based

on societal andmoral standards, they left the important question open

as to how this should be operationalized in the development process.

In recent work, Koopman emphasizes an interesting direction for tack-

ling this problem through the introduction of metrics and indicators in

order to givemeans of measuring acceptable risk.50

Another key question in relation to research from the engineer-

ing perspective is whether autonomous systems should have ethical

decisions implemented in them. The well-known trolley problem cap-

tures a series of ethical dilemma situationswhere any of two undesired

choices must be taken, and has recently attracted renewed atten-

tion through the Moral Machine platform.c The report of the Ethics

Commission of theGerman Federal Government stresses that systems

should be implemented such that human life gets highest priority in

critical situations, compared to, say, animals and property.51 Referring

to the legal system in the US, D’Amato et al.53 argue that “if human

harm is imminent and breaking the traffic code is necessary to reduce

that harm [. . . ] then the ADS [automated driving system; authors’

note] may legally be programmed to break traffic code”. Their aim is

to resolve the ethical dilemmas by proposing principles for handling

exceptional driving situations that can be translated into engineering

requirements. On the other hand, ethical “programming” is considered

dangerous. For example, algorithms that qualify human characteristics

(like gender, age, etc.) should not be developed. Instead, it should be

ensured that ethically relevant situations are avoided.51 As a conse-

quence, the recently publishedGerman regulation on the approval and

operationofmotor vehicleswith autonomousdriving functions52 spec-

ifies well-defined operating domains with zero or minimal risk for such

situations as a fundamental condition for obtaining permission to put

autonomous vehicles into operation. Finally, in his article “Can you pro-

gramethics into a self-driving car?”,53 Goodall bridges the gap between

ethics and explanation, arguing that the ethical dilemmas of vehicle

automation are a solvable problem as long as there is a rational justifi-

cation for the action of a vehicle that also takes into account the ethical

implications.

2.2 "Nontechnical” perspectives on trust and
trustworthiness

The social sciences and the humanities have each established their own

research fields and key terms on the overarching issue of the role

and meaning of AI, which by their nature have an interdisciplinary

structure. Examples of such fields in the social sciences include

“robopsychology”,54 “Sozionik”,55 and “deep mediatization”.56 Often,

these research fields are embedded within broader research tradi-

tions, as is the case, for instance, with the “sociology of technology”57

or the “psychology of technology”58 in the social sciences. Within

these fields, autonomous systems are often seen as very specific

research objects within existing research traditions. The humanities

have also explored the subject of AI from an early stage (e.g., within

the research field of “digital humanities”59). These fields offer critical
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HOPPE ET AL. 5

views on societal hopes and fears connected to the technology (e.g., on

dystopia vs. utopia in relation to AI; see ref. [60]), as well as discussions

on epistemological questions connected to AI technologies (e.g.,

definitions of what “autonomous” is). The term “digital humanities”

stands for a shared use of methods between the humanities and

informatics.d A major strand of humanities engagement with AI is

subsumed as “ethics of artificial intelligence”61 and “machine ethics”.62

In the following, we will explore both perspectives—the humanities

and social sciences—to develop a general idea of how the basic terms

(trust and trustworthiness) are understood in these domains, and how

far they differ from the technical account.

2.3 Trust and trustworthiness in the humanities

In ancient Greek philosophy and in Christian moral theory, trust was

primarily examined in the context of faith and fidelity. In the modern

period, moral and political philosophers such as John Locke or Thomas

Hobbes looked at trust in government, contracts and contractors. The

prelude to the contemporary debate on trust and trustworthiness was

probably provided by A. Baier’s essay “Trust and Antitrust” in 1986.63

Despite the diverse positions and theories among philosophers, there

is widespread agreement that trust is a relation between two par-

ties, the trustor A and the trustee B, where the scope of trust is often

restricted, for example, to certain actions, domains or valued things C.

That is to say, trust is a three-part relation: “trustor A trusts trustee B

with respect to C”.

It is interesting how the current philosophical debate on trust and

trustworthiness shifts from relatively simple models of trust towards

an increasingly in-depth analysis of the mutual relationship between

trustor and trustee in terms of trustworthiness (see, ref. [64] for an

excellent overview). To start with, trustor-centric accounts of trust

primarily focus on the trustor’s attitude towards the trustee and

define trust as a hope that the trustee will prove to be trustworthy.64

Already this account allows us to discuss some characteristics of

trust that can be located on the side of the trustor. The trustor

has epistemic uncertainty as to whether the trustee really acts as

hoped.65,66 Typical representatives of such trustor-centric theories are

risk-assessment theories, where trust is the assumption of a low risk of

being betrayed.64 The problem with such theories is that they cannot

appropriately explain the difference betweenmere reliability and trust

(see ref. [64] for references for this claim).

Trust is generally considered to be stronger than reliance: While a

failure of reliance is considered as a disappointment, “trusting can be

betrayed, or at least let down” [63, p. 235]. Motives-based accounts of

trust shift the focus to the trustee and their motives to prove them-

selves trustworthy. Hence, trustworthiness comes into focus. What

characteristics must be present on the side of the trustee to be con-

sidered trustworthy? First of all, the trustee must have the necessary

competencies in the domain of trust C.63 A trustee who is not capa-

ble of acting in a certain domain as expected is not to be trusted.63

In addition, the trustee must have reasons to act as expected. Baier63

sees goodwill as the most important motive governing the trustee’s

action. Other motives can be benevolence, honesty, conscientiousness

and integrity, but alsomoral obligations or virtues.67

Even more elaborate accounts draw back again from the trustee

to the trustor. According to Jones [67, p. 67], a trustee takes the fact

that the trustor counts on them as a reason in their “motivationally

efficacious practical deliberation” to act as if they were being counted

on. From this perspective, persons are trustworthy if they, as soon as

they are counted on, take this as a compelling reason to act as if they

were counted on. Jones’ approach is called a trust-responsive account

because the reasons for the trustee’s actions arise from the trust rela-

tionship rather than from motives like benevolence. According to this

approach, a person remains trustworthy even if they are unable to act

as expected, provided they “have some excusing explanation for why

they did not” [67, p. 71].

2.4 Trust and trustworthiness in the social
sciences

“How does a trustor recognize whether she or he can trust?” Com-

munication scholars like Blöbaum [30, p. 10] point to both interaction

partners: what counts as trustworthy depends on the expectations of

the trustor, and at the same time on the characteristics of the trustee.

One of the most prominent definitions of trust from the social sci-

ences applied to the field of autonomous vehicles18,28,29,68 comes from

Mayer et al.69 in the area of organizational research. Their definition

states that trust “is thewillingness of a party to be vulnerable to the actions

of another party based on the expectation that the other will perform a par-

ticular action important to the trustor, irrespective of the ability to monitor

or control that other part” [69, p. 712]. Trustworthiness is—for example,

according toMayer et al.—a related concept and describes characteris-

tics of the trustee seen fromtheperspectiveof the trustor—either from

a rather subjective viewpoint or from amore objective “instance” (as in

the case of an autonomous driving certification authority). The defini-

tion is thus close to the above-mentioned definitions from philosophy.

Trustworthiness is always accorded with respect to certain objectives,

according to Mayer et al., in relation to the abilities, the benevolence

and the integrity of an automated vehicle.69 Thus, trustworthiness is

attributed when a trustor assesses that an autonomous vehicle has

these three characteristics.13 Here, again, the focus on benevolence

and integrity is close to the understanding of the philosophical author

cited above.67 One of the main differences between a humanities per-

spective and a social science perspective is that the social sciences are

interested in empirically testing the named causalities, such as: Which

factors cause the attribution of trustworthiness? This places empha-

sis on the perception of humans, and to what extent these perceptions

are related to the factual given properties.35 The empirically tested

“micro-causalities” are integrated into broader theoretical models (see

Figure 1 for an overview), which stem here from communication stud-

ies, working at the intersection between psychology and sociology,30

and continue studies on the technology acceptance model (TAM).7

Hoff and Bashir13 stress the cyclical nature of the relevant processes.

Blöbaum30 points to the major role of reputation markers, which are
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6 HOPPE ET AL.

F IGURE 1 Integration of empirically informed assumptions into theoretical models of trust and trustworthiness (own visualization).

key for digital communication (also named human-computer interac-

tion) and have been found to be a major predictor for the emergence

of trust. Figure 1 summarizes empirically informed assumptions about

the basic “paths of trust” on an individual level. It begins on the left

with an object (an autonomous vehicle), which has certain (technical)

characteristics (e.g., the ability to detect street signs correctly). Based

on these symbolic reputation markers, a human user deems the object

(e.g., the autonomous vehicle) to have these characteristics or not (e.g.,

it will detect street signs correctly) and assesses its trustworthiness

accordingly. However, individual variables (personality, personal val-

ues, etc.) will also influence the extent to which someone will assess an

object as trustworthy.

The attribution of trustworthiness can lead to feelings and cogni-

tions of trust (“I trust the autonomous bus.”). Once again, individual

attitudes (understood as stable cognitions towards broader and more

general objectives, e.g., privacy) moderate the path from “attribution

of trustworthiness” to factual and experienced trust. Trust, alongside

other individual variables (e.g., attitudes to risk), can lead to behav-

ioral consequences, such as using an autonomous bus for the first time.

For autonomous buses, there is empirical evidence that trust is the

major predictor for developing a positive attitude towards the tech-

nology in general, which in turn influences the behavioral intention to

use autonomous buses.70 As soon as first-hand experiences are avail-

able, trust is probably founded less on reputation markers than on

“real” experiences. Fromameta-studyby,35 there is evidence thatusers

deeming autonomous vehicles to have the relevant capabilities is key

for humans to accord trust, meaning that the most important thing an

autonomous vehicle cando to foster trust is to have convincing capabil-

ities. The attribution of abilities by users is empiricallymeasured by the

reliability of the system and the error rate. However, the meta-study

reveals the importance of individual traits and states as well, especially

emotive factors such as the general attitude towards the technology

as such. For example, if someone has problems with focused attention,

this will influence the interaction between the vehicle and person and

thus the evolution of trust.

3 KEY INGREDIENTS FOR TRUST

To summarize, trust plays an outstanding role in the humanities and in

the social sciences,which includesgroundbreakingwork fromnearly all

classics in the field as well as more specific and applied research, aim-

ing to better understand the role of trust in the context of autonomous

vehicles beyond a purely technical meaning. The humanities, especially

philosophy, ask, for example, when trust is justified, the social sciences

investigate when and why humans grant trust to others, and engineer-

ing is interested in how autonomous systems are to be developed so

that stakeholders justifiably attribute trust. When the cited authors from

philosophy—in contrast to the social science models discussed—are

interested in trustworthiness as a property and less in the attribution

of trustworthiness,64 this does not reveal an incompatible difference

of definitions, but reflects the different ambitions and interests of

the two epistemic traditions. Whereas social science often empirically

explores the extent towhich an actor attributes trustworthiness to the

other, philosophy looks for necessary and sufficient characteristics of

trustworthiness on the basis of theoretical and logical considerations.

Bringing together both perspectives, individual trust and trustwor-

thiness can basically be described as the process-oriented, mutual

exchange of information between a minimum of two agents (e.g., a

passenger/certification auditor and an autonomous vehicle) towards

a certain scope (“trust target”).30 Thus, trust depends deeply on

interaction,13 in which—according to Mayer et al.,69 but also in line

with63—the ability, benevolence and integrity of the trustee (e.g., the

autonomous vehicle) is positively assessed by the trustor (e.g., the

passenger or the auditor of a certification authority). Technical trust-

worthiness is defined within the engineering tradition as the sum of

intersubjective, measurable, technical parameters of a system, which

describe certain properties of it, often according to respective tech-

nical standards and norms. From the viewpoint of social science

models—asdiscussed above—themainquestion is towhat extent these

properties are perceived as such by (lay) humans, and to what extent

they lead to deeper or more trust. There is broad consensus in the
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HOPPE ET AL. 7

social science literature on the acceptance of autonomous driving that

technical parameters (functionalities) are no guarantee for the emer-

gence of trust. In the humanities as well, trust depends deeply on the

relationship of trustor and trustee, their motives and expectations. In

the following sections, we discuss which “ingredients of trust” seen as

central in humanities and social science research have been recognized

by systems engineering and to what extent they have been integrated

into systems engineering.

3.1 Abilities, benevolence and integrity

The perspectives of the humanities and of social science have stressed

the importance of the abilities, the benevolence and the integrity of an

object (such as an autonomous vehicle) for the emergence of trust.69

Will people develop trust towards the object itself, towards a vehicle

like a car, bus, train or ship? Or will trust be granted to the science

and/or technologybehind theobject, the companieswhoare producing

and operating it, or the authorities who are certifying it? Presumably,

the scope of trust will shift alongside the diffusion of the technology

andwill be strongly impactedby the attendant societal discourse about

it.19 Coming back to the technical understanding of trustworthiness,

the following sections ask to what extent systems engineering mod-

els, methods and research have addressed these three fundamental

ingredients of trust so far.

3.1.1 Trust in the ability of an autonomous vehicle

Mayer et al. [69, p. 717] describe ability as a “group of skills, competen-

cies, and characteristics that enable a party to have influence within

some specific domain”. They stress the task- and situation-specific

nature of trust, while Blöbaum [30, p. 11] clarifies that competencies

are the “ability of the relevant parties to fulfil their tasks” with respect

to a certain situation. Systems engineering faces the challenge of

defining the major and minor skills and competences (functionalities)

a system should have. The well-established routine for doing this is a

requirements analysis, inwhich functional requirements frommanifold

stakeholder perspectives (e.g., lay users) are formalized and quantified.

The implemented functionalities can thus be verified and validated

by formal methods. In seeing trust as related to the core technical

functionality, it is a logical step to infer that a main aspect of ability

is reliability,12 which means, for example, that a driver trusts (relies

on) the vehicle’s brakes, as they guarantee the correct functionality

of an important component of a software system12 and thus must be

engineered properly in order to minimize the risk of any harm caused

to people. The engineering disciplines havewell-established tool boxes

to ensure reliability of the products they are building. For example,

there are standards such as IEC 61508,71 which provide guidance on

how to address the safety-related aspects in the development process,

such as the assessment of risks, derivation of corresponding safety

requirements, and adequate design steps to ensure that the developed

system fulfils these requirements. These standards have been adopted

in various domain-specific standards such as ISO 26262 for the auto-

motive domain39 and ISO 17894 for the maritime domain,72 where

they define the state of practice.

Nevertheless, there are many open challenges in extending

these “tool boxes” to incorporate support for the development

of autonomous systems (see, e.g., the treatment of “automation

risks”73), considering the wider objective of research on autonomous

systems—namely their autonomy and their complexity as consisting

of many units with specific functionalities. For example, brakes are

used no longer by humans, but by a decision-making, intelligent and

autonomous unit within the broader system.12 So even if someone

trusts the functionality of one system component, it is only a prereq-

uisite for the trust given to the entire system like a car, train, or bus,

which decides autonomously when and how the system’s components

are used and howwell and reliably they work together.12

Returning to the social science perspective, it remains an openques-

tionwhich of the implemented abilities are perceived as such by human

users (what Mayer et al. [69, p. 718]) term “perceived abilities”: Which

are the core functionalities—from the viewpoint of users/auditors? A

large body of literature and related empirical studies can pinpoint indi-

vidual design-related aspects. Kohn et al.,28 for example, provide an

overview of the TiA (Trust in Automation) construct and, for exam-

ple, the extent to which embodied feedback, such as avatars, could

help. However, the interplay of the various hardware and software

components is rarely considered. The existing studies which take up

this challenge and undertake a holistic, qualitative approach mostly

have very small sample sizes and are thus rarely generalizable (e.g.,

n= 12).68,74

3.1.2 Trust in the benevolence of an autonomous
vehicle

According to Mayer et al.’s69 definition, benevolence asks for the

“good will” of the other party to an interaction. The authors state that

“[b]enevolence is the extent to which a trustee is believed to want to

do good to the trustor, aside from an egocentric profit motive” [69, p.

718]. As it is not always possible to draw black-and-white distinctions

between good and bad, Blöbaum30 suggest focusing on “intention”

or “objective” instead, meaning to what extent the trustor evaluates

the intention or objective of the trustee as matching his/her own

(“Does the trustee want the same as me?”). When dealing with the

benevolence of a technical system, more objectifiable characteristics

are needed for systems engineering, and so ethics and legal studies

move to the fore of interdisciplinary research on autonomous vehi-

cles. In the context of implementing AI into autonomous systems with

a physical backbone, the IEEE uses similar terminology (“beneficial to

people and the environment”) and emphasis: “As the use and impact of

autonomous and intelligent systems (A/IS) become pervasive, we need to

establish societal and policy guidelines in order for such systems to remain

human-centric, serving humanity’s values and ethical principles. These sys-

tems must be developed and should operate in a way that is beneficial to

people and the environment, beyond simply reaching functional goals and
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8 HOPPE ET AL.

addressing technical problems. This approach will foster the heightened

level of trust between people and technology that is needed for its fruitful

use in our daily lives.”75 In order to make “benevolence” a fruitful term

for systems engineering, ethical and legal research topics become cru-

cial in their ability to provide specifications on which behavior counts

as “good” or “bad” and thus furthers informed and well-calibrated

trust.

3.1.3 Trust in the integrity of an autonomous
vehicle

In this context, integrity means that the system acts according to

norms, standards and principles that are important for the trustor and

defined beforehand69: “The relationship between integrity and trust

involves the trustor’s perception that the trustee adheres to a set of

principles that the trustor finds acceptable.” Integrity is a concept with

a strong connection to time: the perception of integrity assumes a

pre-post evaluation between norms, standards and principles defined

beforehand and the factual behavior shown in specific contexts.

Accordingly, trust is conceptualized as predictability,12 assuming that

(positive) user experiences26 in prior situations and/or pre-existing

attitudes (e.g., avoiding “causeless stops” is important on the road) cre-

ate user expectations about future decisions of autonomous vehicles,

which should be fulfilled by the system.

Although this meaning differs from the technical one as stated

above, ensuring that the system behaves according to norms and

standards is nonetheless a central—and well-established—aspect of

systems engineering. As the discussion about technical trustworthi-

ness above has shown, however, particularly in relation to ethics, it is

outside the scope of the engineering disciplines to define these norms

and standards in the context of autonomous vehicles.

3.2 Trust and explainability

Even though engineers have succeeded in technically integrating parts

of the three key ingredients—abilities, benevolence and integrity—

into an autonomous system, this does not necessarily imply that the

user or auditor will attribute trust to the autonomous system. One

of the major reasons for this could be that users and even auditors

are not always put in a situation in which they are able to per-

ceive and observe all the sophisticated engineering hidden behind

the surface and therefore unable to assess the degree of benevo-

lence, integrity and functional excellencewithwhich a system is acting.

Moreover, current research on safety verification and explainability

of AI systems76,77 shows that system engineers themselves face the

“black box problem” of AI-based system components.78 The follow-

ing examples demonstrate the need for an additional conceptual and

integrative layer—namely, explainability—to communicate technical

measures undertaken to make the system trustworthy with respect to

its ability, benevolence and integrity.

Example 1. Imagine a person sitting in an autonomous car. She or he

looks out of the window and sees that the car is driving through a busy

area with many children and elderly people on the sidewalks. The skin

conductance measurement indicates to the car that the passenger is

experiencing increased stress. The car reports back that the vehicle has

not identifiedany risk andhasbeenobserving the speed limit.However,

the skin conductancemeasurement still indicates stress.

Example 2. Imagine an autonomous bus driving down a country road.

The bus slows down and passes a car that has been involved in a bad

accident with several injured people. The passengers of the bus are

informed via loudspeaker that the bus has sent an automatic emer-

gency call. However, some passengers are nevertheless very worried

about how to deal with the situation andwhat to do next.

In both examples, the systems portrayed demonstrate a high degree

of abilities, benevolence and integrity. Both vehicles act within their

capabilities (abilities), behave in accordancewith laws and social norms

(integrity), and even show a certain degree of benevolence towards the

passengers and other road users. Furthermore, the vehicles produce

explanations for their behavior that refer to the three key ingredients:

The vehicles explain remaining within their respective capabilities, for

example, according to the risk assessment as in the first example, or

explain their actions in relation to social and legal norms, such as mak-

ing an emergency call in the second example. Nevertheless, the people

involved are not convinced and do not feel comfortable with the action

taken by the autonomous vehicle, even though they all perceive the

same situation.

How can we provide more helpful explanations for Examples 1 and

2? Various explanations are conceivable here, depending on the factual

decision-making of the system. Should the vehicle stop and ask the pas-

sengers to help?What if the situation takes place at night and puts the

passengers in a dangerous situation? Another variation is that the vehi-

cle passes by and simply make an emergency call. How will the vehicle

explain its decision to the passengers, especially in a casewhere it is not

clear that the passengers agree with that decision?

These examples raise important questions for systems engineer-

ing while also illustrating the potential and the limitations of the

“explainability approach”, whichwe subsume into two important cross-

cutting questions: (a) How can the system detect whether a situation

needs explanations, or whether the situation is so socially and/or ethi-

cally complex that it requires the intervention of human responsibility

instead; and (b)Howcan the system incrementally reduce its autonomy

to assistance (e.g., as a dialogue system), helping the humans involved

tomake informed decisions? The following ideas illustrate the need for

and interplay of explanations and/or dialogues.

- In Example 1, the passenger could communicate to the vehicle that

she or he has an increased need for safety (that may not even be

entirely rational), so that the vehicle can then either meet this need

or justify why driving slower may not increase safety in the current

situation.
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HOPPE ET AL. 9

- In Example 2, the dialogue could extend to legal and ethical aspects.

While it is clear that the vehicle itself cannot provide first aid

(capabilities), this does not generally apply to the passengers. The

passengers could be legally obliged to provide first aid, so that the

vehicle would have to stop in this case. However, this certainly does

not apply if the passengers are unable to do so (for example an

autonomous bus filled with schoolchildren) or if intervening would

put them in danger. On the other hand, stopping the bus on a nar-

row road could delay the arrival of a doctor rushing to the scene. An

autonomous vehicle would have to be able to understand all these

factors, evaluate them and determine to what extent responsibility

needs to be handed over to humans.

Apparently, the explainability of the system and the mutual

exchange of explanations in dialogue situations play a central role in

such a system. Engineering science has already identified explanations

and the explainability of systems as an important tool for proving

trustworthiness to humans. However, as the examples show, such an

explanation can fail or remain insufficient due to a lack of shared

knowledge and the individual expectations of humans. Eliminating this

lack of knowledge requires a process-oriented mutual exchange of

information—that is to say, a dialogue—in terms of explanations, as dis-

cussed beforehand. This leads us to the twin questions: What makes

an explanation, and how can one build explainable systems?Here, once

again, it is worth taking a look at the different disciplines in turn.

The scientific explanation79 is a central object of research in the phi-

losophy of science. Beyond the intrinsic motivation of understanding

and analyzing the scientific concept of explanation, researchers in this

field have also discussed and analyzed a rich fundof everyday examples

of explanation. Since Aristotle, there has been broadscale agreement

that an explanation is a type of argument consisting of logically con-

nected true statements. The central question is what properties such

an argument must have in order to be explanatory (explaining why)

rather thanpurelydescriptive (explainingwhat). Themodern treatment

of this question dates back on the epoch-making work of Hempel and

Oppenheim. According to their deductive-nomological (DN) model,80

an explanation is a logically sound argument that consists of a true

explanans (the explaining statements) and an explanandum (the phe-

nomenon to be explained) such that the explanandum is a consequence

of the explanans. The explanans includes lawlike statements (laws)

and conditioning statements that characterize the given circumstances

under which the laws have to be applied.

The following decades were marked by an ongoing debate as to

what exactly characterizes such lawlike statements. For example, sta-

tistical laws were considered and it was pointed out that lawlike

statementsmust also possess the ability to support counterfactual and

modal import81—shifting the focus to causal mechanical (CM) mod-

els of explanation.79 Finally, the unificationist theory investigated the

deductive component of theDNmodel and proposed that explanations

be viewed as inferences along argument patterns rather than logical

arguments.82 In summary, a scientific explanation is a rule-guided act

of reducing theexplanandumto theexplanans that requires thevalidity

of both, the reduction rules and the statements of the explanandum.

A similar reduction of the explanandum to its constituting explanan-

tia can often be found in engineering disciplines. However, a techni-

cal definition reveals a central problem: Explainability introduces an

addressee, for whom the generated explanations should be under-

standable and relevant. This leads immediately to the social sciences

and humanities. Köhl et al.83 try to formalize (at least some of) the rel-

evant aspects that occur in these disciplines in order to make them

available for an engineering-centric discourse.

When social sciences have asked why individuals need trust, they

have identifiedoneof themain individualmotivations: to give trust is to

counteract the overwhelmingly complexity84 of our social and techni-

cal world—as the ambition to understand everything would otherwise

lead to inaction and/or serious turbulence in the routines and function-

alities of (social) systems. This is of special importance in the field of

systems engineering for autonomous AI-based systems, as these sys-

tems need to act on their own in this complex world. Satisfying this

motivation, explainability can help to foster an “informed trust” and

enable humans to experience both cognitive relief and better under-

standing of the abilities, benevolence and integrity of an AI-based

system.

4 SUMMARY AND OUTLOOK

As a general lesson learned for systems engineering, trustworthy

(autonomous) systems need to integrate the three “ingredients of

trust”—abilities, benevolence and integrity. Although there is some

overlap between these ingredients and the technical understanding

of these terms in the engineering disciplines, it is not enough to con-

sider only the latter. It was the aim of this article to provide evidence

that these pillars alone are not sufficient because the system has to

prove its factual trustworthiness in various specific situations. To do

this, explainability is needed.

Or conversely, a system can only be trustworthy if

- it has the requisite abilities and

- it has the will (motive) to be trustworthy (benevolence) and

- it behaves according to standards and norms (integrity) and

- it can relate its decisions to these properties in specific situations in

the form of an explanation that is understandable and satisfying to

humans.

- Additionally, it may even be able to revise decisions and consider

potential alternatives in accordance with the above properties in

dialoguewith the human user (responsiveness).

So far, systems engineering can only provide such systems for spe-

cial use cases that can be (more or less comprehensively) defined in

advance. However, in the case of autonomous systems—systems that

will be allowed to define their actions in several complex but more or

less undefined situations—this is not yet possible. Current approaches

(such as simulation-based verification and validation) try to overcome

this situation by exploring the entire parameter space and thus seek-

ing to cover all possible situations in advance. This is where the idea
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10 HOPPE ET AL.

of a more intensive interdisciplinary approach comes into play. The

humanities and social sciences can help engineering science to iden-

tify key elements of behavior evaluation so that such models can

be transferred to systems engineering and combined with classical

assurance approaches to create trustworthy systems more effectively

and efficiently. Initial steps have already been taken to structure and

manage such interdisciplinary development processes.85 In return,

the social sciences and humanities can deepen their understanding

of autonomous systems and develop new theoretical and empirical

models to grasp their specifics.

Unfortunately, the overview presented of the different interdis-

ciplinary approaches to trust and trustworthiness is far from being

complete. For example, it is not only the passengers’ perspective that

is relevant but also that of the auditors at a certification authority who

give safety approval to newly developed autonomous vehicles. Build-

ing trust is essential, as formal safety verification and validation for

autonomous vehicles with regard to unknown issues would seem to be

impossible. Moreover, there are various other disciplines that would

no doubt make a valuable contribution to the topic of this article. In

addition to economics, a look at sustainability studies, law and religious

studies, to name just a few, would be necessary to get amore complete

overview of all facets of the phenomenon of trust and trustworthiness.

Through this article, we hope nevertheless to have worked out three

essential ingredients for trust and to have shown that explainability

and responsiveness play a central role as the unifying catalysts that

ultimately help to establish trust towards autonomous systems.
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ENDNOTE
aNine hours correspond to 12 driving lessons of 45min each; see ref. [1, §5.

Para. 3 Appendix 4].
bAutonomy often connotes AI. In the following, the term autonomous vehi-
cle is understood as fully automated vehicle according to the SAE J3016

standard, which is to say, a vehicle that masters all driving tasks like a

human driver. AI shall refer to a “machine to perform tasks commonly

associatedwith intelligent beings” (Encyclopedia Britannica). In this sense,

an autonomous vehicle may be considered an AI, independently of the

particular technologies incorporated.
3See https://www.moralmachine.net/
4See, for example, the statutes of the Association for Digital Humanities

in the German Speaking Areas (DHd e.V.), available at https://dig-hum.de/

dhd-satzung.
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Computer Science, Computer Aided Verification. Springer International
Publishing; 2017:3-29.

77. Gunning D, Aha D. DARPA’s Explainable Artificial Intelligence (XAI)

program. AIMag. 2019;40(2):44-58. doi:10.1609/aimag.v40i2.2850

78. LawlessWF,MittuR, SofgeDA, Shortell T,McDermott TA, eds. Systems
Engineering and Artificial Intelligence. Springer International Publishing;
2021.

79. Woodward J, Ross L. Scientific explanation. In: Zalta EN, ed. The Stan-
ford Encyclopedia of Philosophy. 2021st ed. Metaphysics Research Lab,

Stanford University; 2021. Accessed June 20, 2023. [Online]. https://

plato.stanford.edu/archives/sum2021/entries/scientific-explanation/

80. Hempel CG, Oppenheim P. Studies in the logic of explanation. Philos
Sci. 1948;15(2):135-175. doi:10.1086/286983

81. Salmon WC. Four Decades of Scientific Explanation. University of Pitts-
burgh Press; 2006.

82. Schweder R. A defense of a unificationist theory of explanation. Found
Sci. 2005;10(4):421-435. doi:10.1007/s10699-004-5250-5

83. Köhl MA, Baum K, Langer M, Oster D, Speith T, Bohlender D, Explain-

ability as a Non-Functional Requirement. In: 2019 IEEE 27th Inter-

national Requirements Engineering Conference (RE). IEEE; 2019:363-

368.

84. LuhmannN.Vertrauen: EinMechanismus der Reduktion sozialer Komplex-
ität. UVKVerlagsgesellschaft mbH; 2014.

85. Ramli MR, Törngren M. Towards an architectural framework and

method for realizing trustworthy complex cyber-physical systems. In:

16th International Conference on Research Challenges in Information

Science (RCIS 2022). CEUR Workshop Proceedings (CEUR-WS.org);

2022.

How to cite this article: Hoppe I, HagemannW, Stierand I,

Hahn A, Bolles A. Challenges for trustworthy autonomous

vehicles: Let us learn from life. Systems Engineering. 2024;1-12.

https://doi.org/10.1002/sys.21744

 15206858, 0, D
ow

nloaded from
 https://incose.onlinelibrary.w

iley.com
/doi/10.1002/sys.21744 by D

tsch Z
entrum

 F. L
uft-U

. R
aum

 Fahrt In D
. H

elm
holtz G

em
ein., W

iley O
nline L

ibrary on [09/02/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://doi.org/10.1177/14648849221122647
http://www.jstor.org/stable/2381376
http://www.jstor.org/stable/2381376
https://plato.stanford.edu/archives/fall2021/entries/trust/
https://plato.stanford.edu/archives/fall2021/entries/trust/
https://www.philosophie.ch/2016-12-20-budnik
https://www.philosophie.ch/2016-12-20-budnik
https://doi.org/10.1007/s10676-011-9279-1
https://doi.org/10.1086/667838
https://doi.org/10.1086/667838
https://doi.org/10.1049/itr2.12100
https://www.iso.org/standard/31619.html
https://standards.ieee.org/content/ieee-standards/en/industry-connections/ec/autonomous-systems.html
https://standards.ieee.org/content/ieee-standards/en/industry-connections/ec/autonomous-systems.html
https://doi.org/10.1609/aimag.v40i2.2850
https://plato.stanford.edu/archives/sum2021/entries/scientific-explanation/
https://plato.stanford.edu/archives/sum2021/entries/scientific-explanation/
https://doi.org/10.1086/286983
https://doi.org/10.1007/s10699-004-5250-5
https://doi.org/10.1002/sys.21744

	Challenges for trustworthy autonomous vehicles: Let us learn from life
	Abstract
	1 | INTRODUCTION
	1.1 | Relevance of trust and trustworthiness for systems engineering
	1.2 | Scope, motivation and structure of the paper

	2 | STATE OF RESEARCH
	2.1 | Technical trustworthiness defined from an “engineering” viewpoint
	2.2 | ”Nontechnical” perspectives on trust and trustworthiness
	2.3 | Trust and trustworthiness in the humanities
	2.4 | Trust and trustworthiness in the social sciences

	3 | KEY INGREDIENTS FOR TRUST
	3.1 | Abilities, benevolence and integrity
	3.1.1 | Trust in the ability of an autonomous vehicle
	3.1.2 | Trust in the benevolence of an autonomous vehicle
	3.1.3 | Trust in the integrity of an autonomous vehicle

	3.2 | Trust and explainability

	4 | SUMMARY AND OUTLOOK
	ACKNOWLEDGEMENTS
	DATA AVAILABILITY STATEMENT

	ORCID
	ENDNOTE
	REFERENCES


