
1. Introduction
A number of chemical processes in the atmosphere are non-linearly dependent on the temperature. For instance, 
chemical reactions often depend exponentially on the temperature (Burkholder et al., 2015), and the formation of 
stratospheric aerosols is linked to temperature thresholds (Carslaw et al., 1994; Eckermann et al., 2006; Hanson 
& Mauersberger, 1988; Marti & Mauersberger, 1993; Solomon et al., 2015). As a consequence, small-scale vari-
ations of the temperature, that arise for example, from wave-like perturbations, can change the concentrations of 
atmospheric trace gases despite an unchanged averaged temperature across the wave motion since

𝑘𝑘

(

𝑇𝑇

)

≠ 𝑘𝑘(𝑇𝑇 ) (1)

Abstract Many chemical processes depend non-linearly on temperature. Gravity-wave-induced 
temperature perturbations have been shown to affect atmospheric chemistry, but accounting for this process in 
chemistry-climate models has been a challenge because many gravity waves have scales smaller than the typical 
model resolution. Here, we present a method to account for subgrid-scale orographic gravity-wave-induced 
temperature perturbations on the global scale for the Whole Atmosphere Community Climate Model. 
Temperature perturbation amplitudes 𝐴𝐴 �̂�𝑇  consistent with the model's subgrid-scale gravity wave parameterization 
are derived and then used as a sinusoidal temperature perturbation in the model's chemistry solver. Because 
of limitations in the parameterization, we explore scaling of 𝐴𝐴 �̂�𝑇  between 0.6 and 1 based on comparisons to 
altitude-dependent 𝐴𝐴 �̂�𝑇  distributions of satellite and reanalysis data, where we discuss uncertainties. We probe 
the impact on the chemistry from the grid-point to global scales, and show that the parameterization is able 
to represent mountain wave events as reported by previous literature. The gravity waves for example, lead to 
increased surface area densities of stratospheric aerosols. This increases chlorine activation, with impacts on 
the associated chemical composition. We obtain large local changes in some chemical species (e.g., active 
chlorine, NOx, N2O5) which are likely to be important for comparisons to airborne or satellite observations, but 
the changes to ozone loss are more modest. This approach enables the chemistry-climate modeling community 
to account for subgrid-scale gravity wave temperature perturbations interactively, consistent with the internal 
parameterizations and are expected to yield more realistic interactions and better representation of the 
chemistry.

Plain Language Summary Sub-grid scale gravity waves have long been incorporated in the 
momentum budgets of global chemistry-climate models using parameterizations, but their associated impacts 
on temperature dependent chemistry within the models have not been included in a self-consistent way. Here we 
present an approach to modeling these chemical impacts in the Whole Atmosphere Community Climate Model. 
We obtain large local changes in some chemical species (e.g., active chlorine, NOx, N2O5) but smaller impacts 
on ozone. The approach can be expected to advance the ability of the chemistry-climate modeling community 
to examine gravity wave effects on a wide range of chemical problems.
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where k is a heterogeneous or gas-phase reaction rate constant and T is temperature (e.g., Murphy & 
Ravishankara, 1994). Even small-scale temperature perturbations can lead to large (at least local) differences in 
the chemistry due to the mentioned non-linearities and should in principle be accounted for in chemistry-climate 
models. Examples of waves leading to such temperature perturbations include Kelvin, Rossby and gravity waves 
(Das & Pan,  2013; Fritts & Alexander,  2003; Madden,  1979). While the planetary scale Kelvin and Rossby 
waves can be resolved by current chemistry-climate models (Eyring et  al.,  2016; Knippertz et  al.,  2022), a 
significant fraction of the gravity wave spectrum occurs on the subgrid scales of current models (e.g., Fritts & 
Alexander, 2003; Garcia et al., 2017; Giorgetta et al., 2018).

Gravity waves are generated by various sources including orography and convection, and can propagate horizon-
tally and vertically in a stably stratified atmosphere. These waves have been shown to affect the atmosphere's 
dynamical structure, especially the stratosphere and mesosphere (see Fritts & Alexander, 2003, for an overview). 
Here, we focus on orographic gravity waves (OGWs). Many regions of enhanced OGW amplitudes (a.k.a. “hot 
spots”) have been identified at high latitudes via various measurement techniques: the Scandinavian Mountains, 
Iceland, Svalbard, Greenland, Ural Mountains, Rocky Mountains and the Himalayas in the Northern Hemisphere 
and the Andes, the Antarctic Peninsula, the Transantarctic Mountains, New Zealand and various small islands in 
the Southern Hemisphere (S. P. Alexander et al., 2009; Dörnbrack et al., 2017; Hoffmann et al., 2013; Jackson 
et al., 2018; Kaifler et al., 2020; Krisch et al., 2017; Lilly et al., 1982; Rapp et al., 2021; Taylor et al., 2019; 
Vosper et al., 2020).

Properties of gravity waves can be measured by satellite instruments on a global scale (Anthes et  al.,  2008; 
Hoffmann & Alexander,  2009) and locally by radiosondes, instrumented aircrafts, or lidar instruments (e.g., 
Kaifler et al., 2020; Leena et al., 2012; Rapp et al., 2021). Radio occultation satellite measurements, such as those 
by the Constellation Observing System for Meteorology Ionosphere and Climate/Formosa Satellite 3 (COSMIC) 
mission (Anthes et al., 2008), have been shown to provide high-precision measurements of gravity wave temper-
ature perturbations with daily global coverage (e.g., L. Wang & Alexander, 2010). In addition, recent reanalysis 
products like the ECMWF Reanalysis version 5 (ERA5) have been shown to resolve parts of the gravity wave 
spectrum (Dörnbrack,  2021; Dörnbrack et  al.,  2020,  2022; Gupta et  al.,  2021; Hoffmann et  al.,  2019; Rapp 
et  al.,  2021). Stratospheric gravity wave-driven temperature perturbations as large as 45  K have been meas-
ured (Hindley et al., 2021). The subgrid-scale effects of such waves on the momentum budget are a necessary 
component of global climate models (e.g., Bacmeister et al., 1994; Fritts & Alexander, 2003; Garcia et al., 2017; 
Giorgetta et al., 2018; Kruse et al., 2022), providing the framework needed to examine their associated impacts 
on the global chemistry.

Accounting for the impact of gravity-wave-induced temperature perturbations on polar stratospheric clouds 
(PSCs) and the chemistry in atmospheric models has been a subject of scientific focus for several decades. 
Lagrangian models have been used to successfully simulate the formation of PSCs due to gravity waves (e.g., 
Fueglistaler et al., 2003; Mann et al., 2005; Pierce et al., 2002). The application of mesoscale models, driven 
by reanalysis, has also been shown to be able to represent the impact of OGWs on the chemistry at specific 
regions on Earth (e.g., Carslaw et al., 1998; Eckermann et al., 2006; Noel & Pitts, 2012). As cirrus clouds have 
been found to play an important role in the climate system, implementations of fully interactive parameter-
izations of gravity-wave-induced formation of cirrus clouds is part of many chemistry-climate models (e.g., 
Barahona et  al., 2014; Dean et  al., 2007; Joos et  al., 2008; Kärcher et  al., 2019; M. Wang & Penner, 2010). 
However, the impacts of gravity-wave-induced temperature perturbations on atmospheric chemistry have seldom 
been examined in global stratospheric models. Weimer et al. (2021) used a local grid refinement approach with 
two-way  interaction to simulate the global chemistry impact of a mountain wave event around the Antarctic 
Peninsula. Orr et al. (2020) parametrized orographic gravity-wave-induced temperature perturbations in the PSC 
scheme in the U.K. Unified Model and showed impacts on chlorine activation and the related ozone chemistry, 
considering the cold phase of the wave.

Here we present a method to account for the chemical impact of both the cold and warm phases of sub-grid scale 
OGWs on the global scale in a widely used community model. The method consists of derivation of temperature 
perturbation amplitudes from the gravity wave parameterization and its application to the chemistry. We briefly 
describe the model and the method in Section 2, and then evaluate the modeled temperature amplitudes 𝐴𝐴 �̂�𝑇  with 
COSMIC measurements and ERA5 reanalysis data in Section 3. We show examples of the calculated impacts 
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of the gravity wave temperature effects on chemical concentrations in the stratosphere in Section 4, and finally 
discuss implications and future directions for this study in Section 5.

2. WACCM
The testbed for this study is the Specified Dynamics (SD) version of the Whole Atmosphere compo-
nent (WACCM6) of the Community Earth System Model (CESM2.1) (Danabasoglu et  al.,  2020; Gettelman 
et al., 2019). Specified dynamics with a relaxation time of 50 hr are used in order to readily compare chemical 
impacts of single runs with and without the effects of the gravity waves, which could be difficult to separate from 
other sources of dynamical variability in free-running simulations. Here, the model is relaxed to the Modern-
Era Retrospective Analysis for Research and Applications version 2 (MERRA2, Gelaro et al., 2017) using the 
FWSD component set (see Gettelman et al., 2019, for the definition). The relaxation is applied only between the 
surface and 1 hPa, which is why we restrict our analysis to this pressure range in this study. Horizontal discre-
tization is done on a 1.25° × 0.9° longitude-latitude grid on 88 vertical levels up to about 140 km. The lower 
stratospheric vertical grid spacing is on the order of 1 km (e.g., Garcia et al., 2017). The physics time step is 
set to 30 min. This is also the standard time step used in the chemistry modules but here we examine the need 
for shorter time steps to capture gravity wave impacts on chemistry, see below for discussion of chemistry time 
stepping in this study. Detailed chemistry for the troposphere, stratosphere, mesosphere and lower thermosphere 
is calculated in Whole Atmosphere Community Climate Model (WACCM) (Emmons et  al.,  2020; Kinnison 
et  al.,  2007), including heterogeneous processes on tropospheric and stratospheric particles and clouds (e.g., 
Solomon et al., 2015; Wegner et al., 2013). Stratospheric ice in WACCM is calculated like ice clouds in the 
troposphere using the WACCM microphysics. The formation of super-cooled ternary solution droplets (STS) 
is based on the thermodynamic equilibrium between HNO3, H2SO4 and water using the scheme described by 
Tabazadeh et al. (1994). The formation of nitric acid trihydrate (NAT) is also based on thermodynamic equilib-
rium using the equations by Hanson and Mauersberger (1988). Therefore, heterogeneous nucleation of STS and 
NAT particles is assumed in the model. Co-existence of STS and NAT is accounted for using a constant fraction 
for gaseous HNO3 available for STS and NAT below the STS formation temperature (Wegner et al., 2013). For 
the sedimentation of NAT particles, responsible for denitrification of the stratosphere, a simple upwind scheme is 
applied in the model (Considine et al., 2000). The number densities of STS and NAT are fixed to NSTS = 10 cm −3 
and NNAT = 10 −2 cm −3, that is, larger amounts of the gaseous species available for STS and NAT lead to increased 
radii of the NAT particles and an increased surface area density (SAD) in the grid box.

The OGW parameterization of WACCM consists of source specification and wave propagation. The propagation 
and saturation assumes two dimensional steady-state hydrostatic waves as was done by McFarlane (1987) for 
OGWs. It is a column-based scheme that includes many simplifications, such as assuming purely vertical propa-
gation of the wave and simplifications in the specification of the wave amplitudes. A detailed description of the 
OGW scheme in WACCM can be found in Appendix A. We use the displacement amplitude 𝐴𝐴 𝛿𝛿  (see Equation A10 
in Appendix A) to calculate the temperature amplitude of the subgrid-scale gravity wave at each model grid point

|

|

|

�̂�𝑇
|

|

|

= 𝛿𝛿
𝜕𝜕𝜃𝜃

𝜕𝜕𝜕𝜕

𝑇𝑇

𝜃𝜃

 (2)

where 𝐴𝐴 𝜃𝜃 and 𝐴𝐴 𝑇𝑇  stand for the grid-scale potential temperature and air temperature, respectively, and z is the 
geometric altitude. The relationship between parameterized waves and the temperature evolution of an air parcel 
traveling through the wave field is not straightforward. For real-world (non-sinusoidal) obstacles the wave field 
and hence the air-parcel temperature evolution will depend on the shape of the obstacle as well as on features of 
the low-level flow such as blocking or flow diversion (Smith & Kruse, 2017, 2018).

In this study we make a simplifying assumption that the subgrid and sub-timestep temperature variation experi-
enced by an air-parcel can be modeled as a sine wave:

𝑇𝑇
′
(

𝜉𝜉
′
, 𝑧𝑧, 𝑧𝑧

′
)

= �̂�𝑇 (𝑧𝑧)sin

(

𝑘𝑘h

[

𝜉𝜉
′ − 𝑈𝑈𝑧𝑧

′

]

+
∫

𝑧𝑧

𝑚𝑚(𝜁𝜁 )d𝜁𝜁

)

 (3)

where we also assume the simple relation 𝐴𝐴 𝐴𝐴h = 1∕𝑟𝑟 and m is the vertical wave number. Here 𝐴𝐴 �̂�𝑇 (𝑧𝑧) is the temper-
ature perturbation amplitude diagnosed by Equation 2, 𝐴𝐴 𝑟𝑟 is the obstacle width diagnosed by the Ridge Finding 
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Algorithm (RFA) described in Appendix B, and 𝐴𝐴 𝑈𝑈  is the horizontal wind component perpendicular to ridge/
wavefront. The subgrid horizontal distance parallel to 𝐴𝐴 𝑈𝑈  is denoted by ξ′ and the sub-stepped time is denoted 
by  t′.

We simulate the influence of the wave-driven temperature perturbations in two ways, by temporal sub-stepping 
and stochastically. An air parcel influenced by OGWs will pass through the wave sequentially, that is, experi-
encing wave-like perturbations as illustrated in Figure 1a. This is why we applied the sub-stepping method as 
follows: we use the absolute value of 𝐴𝐴 �̂�𝑇  from Equation 2 at each model grid point as the amplitude of a sine wave 
and change the temperature within the chemistry by sampling the wave at 10 intermediate timesteps as depicted 
by the green dots in Figure 1a, with a corresponding reduction of the chemistry time step to 3 min compared to 
the standard timestep of 30 min in this model. The chemistry and all relevant processes (calculations of PSCs, 
tropospheric aerosols, reaction rate constants, photolysis rates, washout rates, chemistry solvers and settling of 
NAT particles) are updated during each 3-min substep. This method has the advantage of ensuring consistent 
evolution of multiple chemical species that may be interdependent in the same manner that an air parcel moving 
through the grid box would experience the effect of the wave. The sub-stepping approach assumes that all phases 
of the gravity wave temperature perturbations are sampled within one 30-min model time step. Assuming parcels 
are exposed to one wave cycle every 30 min is equivalent to assuming the wave intrinsic period (ν) is 30 min. 
Using the OGW dispersion relation 𝐴𝐴 𝐴𝐴∕𝜈𝜈 = 𝑈𝑈  , this would be strictly accurate for mesoscale gravity waves of order 
λ = 100 km only in conditions of strong winds order 50 m s −1, but is reasonable for polar vortex conditions.

However, sub-stepping through the chemistry on 3 min timesteps while the dynamics and dynamical-chemical 
coupling is calculated using the physics timestep of 30 min increases the overall model computation time by a 
factor of two and appears to lead to some artifacts in the chemical tracers at around 1 hPa, see Section 4. We also 
consider an alternative stochastic approach using sine-wave-distributed random T′ without any sub-stepping. In 
this approach, T′ is computed from a uniformly distributed random variable Xuni between 0 and 1 by

𝑇𝑇
′

stoch

(

𝑟𝑟𝑟 𝑟𝑟
)

= −�̂�𝑇
(

𝑟𝑟𝑟 𝑟𝑟
)

⋅ cos(𝜋𝜋 𝜋𝜋uni)𝑟 𝜋𝜋uni ∈ [0𝑟 1) (4)

which is shown in Figure 1b.

OGW events usually last longer than 1 day with similar amplitude (e.g., S. P. Alexander et al., 2009; Noel & 
Pitts, 2012). In addition, the phase of OGWs is generally fixed in space so that the temperature perturbations can 
exist over a specific area over a longer period. This means that the wave of Figure 1a is sampled at 48 stochasti-
cally chosen phases per day when using a physics time step of 30 min, so that the overall response of the chemis-
try to the temperature perturbation could be similar in long-term averages, although differences can be expected 
when looking at single time steps. Holding stochastically chosen T′ for 30 min at a time is equivalent to assuming 
that the intrinsic period of the wave ν ≫ 30 min, 2–3 hr or more. This case would be more strictly true for the 
λ = 100 km gravity wave in slower wind conditions ∼9–13 m s −1.

Another approach to decrease the overall computation time could be to apply the sub-stepping approach and 
sample the wave at fewer points than shown in Figure  1a. Sensitivity simulations decreasing the number of 
sub-steps showed systematic differences compared to ten-fold sub-stepping in the chemistry response. A number 
of sub-steps larger than 10 was found to lead to no large differences compared to ten-fold. Therefore, we restrict 
the analysis in this study to ten-fold sub-stepping, as shown in Figure S1 in Supporting Information S1.

Figure 1. Illustration of (a) the temperature evolution in the sub-stepping approach using temporal sub-stepping (green dots) 
and (b) the stochastic approach using a sine-wave-distributed random T′.
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The steps to implement the sub-stepping approach in the model consist of: (a) adding Equation 2 to the model, (b) 
looping through the chemistry routines with reduced chemistry time step and temperature perturbations added to 
the model's grid-box mean temperature using Equation 3. For the stochastic approach, the second step consists 
simply of adding Equation 4 to the model's grid-box mean temperature without sub-stepping.

We performed simulations with and without the 𝐴𝐴 �̂�𝑇  parameterization, see Table 1 and Section 3 below regarding 
scaling. We chose the period 2007 to 2008 for the simulations presented here because it has the best coverage of 
the COSMIC measurements we use for comparison, see Section 3 and Appendix C. Daily maximum and averages 
as well as monthly averages are provided as output to investigate the chemical impact of the new parameteriza-
tion. As an example, Figure 2 shows the global distribution of the 2-year maximum 𝐴𝐴 �̂�𝑇  at 15 hPa in WACCM. 
Since the method is applied to OGWs in this study, 𝐴𝐴 �̂�𝑇  is largest in the mountainous regions on the globe. The hot 
spots of OGWs show increased 𝐴𝐴 �̂�𝑇  values, for example, over the Antarctic Peninsula, the Andes and New Zealand 
in the Southern Hemisphere as well as Scandinavia, Greenland, the Ural Mountains, the European Alps, Apen-
nines, the Carpathians and the Rocky Mountains in the Northern Hemisphere, where the impact on the chemistry 
in the stratosphere can be investigated with the new parameterization which was not possible before. Lower-level 
wind speeds vary seasonally in the model, leading to associated seasonal gravity wave temperature amplitudes 
(e.g., Hoffmann et al., 2013) which will be briefly discussed in Section 3.

There are numerous limitations of the OGW parameterization of WACCM that could affect calculated 𝐴𝐴 �̂�𝑇  (e.g., 
no lateral propagation, no dispersion, no wave-wave interaction, no damping other than that due to breaking). 
Because of these limitations and an expected overestimation of temperature amplitudes at higher altitudes, we 
seek to compare our estimated 𝐴𝐴 �̂�𝑇  values against other data sets, which is the subject of the next section.

3. Scaling of the New 𝑨𝑨 𝑻𝑻  Parameterization by Means of ERA5 and COSMIC
Since WACCM 𝐴𝐴 �̂�𝑇  is calculated globally, we focus on data sets that provide global coverage with high vertical reso-
lution and discuss methods to compare WACCM 𝐴𝐴 �̂�𝑇  globally with these data sets. Satellite-based radio occultation 

Name Remark

REF Reference simulation without 𝐴𝐴 �̂�𝑇  parameterization

Sub-stepping (scaled) Simulation with 𝐴𝐴 �̂�𝑇  scaled as discussed in Section 3

Sub-stepping (non-scaled) Simulation with non-scaled 𝐴𝐴 �̂�𝑇

Stochastic (scaled) Simulation using sine-wave-distributed random 𝐴𝐴 �̂�𝑇  , scaled as discussed in Section 3

Table 1 
Simulations in This Study

Figure 2. Two-year maximum 𝐴𝐴 �̂�𝑇  at 15 hPa as simulated by Whole Atmosphere Community Climate Model.

 19422466, 2023, 9, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022M

S003505 by D
tsch Z

entrum
 F. L

uft-U
. R

aum
 Fahrt In D

. H
elm

holtz G
em

ein., W
iley O

nline L
ibrary on [05/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Journal of Advances in Modeling Earth Systems

WEIMER ET AL.

10.1029/2022MS003505

6 of 27

measurements as well as recent reanalysis data have been shown to satisfy these requirements (Dörnbrack, 2021; 
L. Wang & Alexander, 2010). We therefore use COSMIC and ERA5. Details about COSMIC, ERA5, and the 
methods to extract the gravity wave temperature perturbations are described in Appendix C. Both ERA5 and 
COSMIC will underestimate amplitudes of gravity waves with short wavelengths. COSMIC is generally only 
sensitive to λ > 200 km except in conditions of fortuitous alignment of the satellite line-of-sight (LOS) with 
the wave's lines of constant phase (M. J. Alexander, 2015; Schmidt et al., 2016). ERA5 will also damp OGWs 
with wavelengths smaller than about 150 km due to limited resolution, and previous studies show effects of the 
ECMWF model system resolution on OGW temperature amplitudes (Hoffmann et al., 2017; Kruse et al., 2022; 
Polichtchouk et al., 2022). In addition, gravity waves in ERA5 are damped starting at 10 hPa which might reduce 
the ERA5 gravity wave amplitudes at pressures larger than 5 hPa to some degree, too, but it has been shown that 
OGWs are well-resolved by ERA5 up to 1 hPa compared to lidar measurements (Ehard et al., 2018), see also 
Appendix C for some discussion about this.

There are fundamental differences between measurements by COSMIC, the ERA5 reanalysis, and coverage of 
WACCM: As shown in Figure 2, WACCM 𝐴𝐴 �̂�𝑇  is only significant over the mountains, that is, over land. Lateral 
propagation of gravity waves from one grid point to another cannot be simulated in WACCM because the parame-
terization operates in column physics. In reality, OGWs propagate not only vertically but also horizontally so that 
wave signals in COSMIC and ERA5 will often occur in the lee of mountains instead of only over the mountain. 
In addition, COSMIC provides measurements at irregularly distributed locations whereas ERA5 outputs hourly 
global coverage. This is illustrated in Figure 3 where COSMIC profiles during a 2-day period around the Antarc-
tic Peninsula are denoted by gray points, the WACCM grid points with a 𝐴𝐴 �̂�𝑇  are depicted by blue dots, and ERA5 
is in filled contours. Finally, COSMIC and ERA5 data are instantaneous temperature perturbations 𝐴𝐴 𝐴𝐴

′
(

𝑟𝑟0, 𝑡𝑡0

)

 
whereas we decided to output daily statistics of the temperature amplitude 𝐴𝐴 �̂�𝑇  in WACCM, cf. Equation 3. As 
indicated by Figure 1 and Equation 3, the wave amplitude is the maximum temperature perturbation:

�̂�𝑇 = max|
|

𝑇𝑇
′
|

|

 (5)

Therefore, we compare WACCM 𝐴𝐴 �̂�𝑇  with COSMIC and ERA5 on a global scale as described below.

The goal is to find the values in COSMIC and ERA5 that most likely correspond to the temperature ampli-
tudes 𝐴𝐴 �̂�𝑇  in WACCM. The maximum T′ for COSMIC and ERA5 is searched for in a region around the WACCM 
columns where non-zero 𝐴𝐴 �̂�𝑇  values are calculated. Since horizontal coverage is crucial for this procedure to ensure 
a COSMIC profile to be at the location of the maximum, only the WACCM columns are used where at least five 
COSMIC profiles are included in the regions, similar to the analysis by S. P. Alexander et al. (2009). Further, 
the temporal maximum of T′ (ERA5 and COSMIC) and 𝐴𝐴 �̂�𝑇  (WACCM) is taken over n days where we will show a 
sensitivity study with 2 < n < 7 which corresponds to the usual length of gravity wave events (e.g., S. P. Alexander 
et al., 2009; Noel & Pitts, 2012). An example for n = 2 is shown in Figures 3–5.

Figure 3. Illustration of the different coverage of each data set: blue points are Whole Atmosphere Community Climate 
Model (WACCM) grid points with 𝐴𝐴 �̂�𝑇 𝑇 4K anywhere in the column where Constellation Observing System for Meteorology 
Ionosphere and Climate/Formosa Satellite 3 (COSMIC) and ECMWF Reanalysis version 5 (ERA5) are reliable, COSMIC 
profiles between 14 and 34 km are shown by the gray lines and ERA5 is in filled contours. The example shown is for a 2-day 
period, for details see text. The blue dashed region is used for best estimates of 𝐴𝐴 �̂�𝑇  for all data sets.
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Since 𝐴𝐴 �̂�𝑇  is the amplitude of a sine wave, this should capture the impact of observed gravity waves in the data, 
cf. Figure 1. In Section 4, it will be shown that WACCM 𝐴𝐴 �̂�𝑇 𝑇 4K can be connected to specific gravity wave 
events reported by the literature, see Figure 8. Therefore, we use the WACCM columns with 𝐴𝐴 �̂�𝑇 𝑇 4K anywhere 
in the altitude range between 14 and 34 km where both COSMIC and ERA5 are reliable, see Appendix C. In 
order to account for the horizontal propagation of the gravity waves, the zonal extension of the region around 
the WACCM columns is set to half of the largest scale gravity wave resolved in the ERA5 perturbations (i.e., 
500 km, see Appendix C) shifted by 400 km toward the lee of the mountain. The shift of 400 km downstream is 
derived from the typical horizontal scale of mountains in the order of L = 100 km (e.g., Bacmeister et al., 1994) 
so that effects directly above the mountain can also be accounted for. In the meridional direction, the region 
extends to ±5° around the WACCM grid point. An example of one region is illustrated by the white dashed lines 
in Figure 3. This is done all over the globe, which can be seen in Figure 4 for the same 2-day period as shown 
in Figure 3.

Altitude-dependent probability density functions of 𝐴𝐴 �̂�𝑇  in 4-km height bins are calculated for all the data 
sets, see the example in Figure 5 for the height bin of 22–26 km. As might be expected due to the limita-
tions of the parameterization, WACCM overestimates the large 𝐴𝐴 �̂�𝑇  values and underestimates low 𝐴𝐴 �̂�𝑇  values 
compared to both COSMIC and ERA5 (left column of Figure 5). This is shown by a larger probability density 
of WACCM 𝐴𝐴 �̂�𝑇  for 𝐴𝐴 �̂�𝑇 𝑇 5K . Influence of nonorographic gravity waves, although being minimized by the 
described approach, could partly explain this underestimation (e.g., Bacmeister et al., 1999), but we expect 
their effect to be small because we use the 4-dimensional maximum amplitude in the neighborhood of OGW 
activity in WACCM. Scaling factors between 0.1 and 10 applied to the WACCM 𝐴𝐴 �̂�𝑇  values are tested and 
the scaling factor minimizing the differences between the probability density functions of WACCM and the 
respective data set is used to derive the scaling profile, described below. The right column of Figure 5 shows 
the WACCM 𝐴𝐴 �̂�𝑇  distribution together with the data set's distribution. By applying a scaling factor of 0.6 to 

𝐴𝐴 �̂�𝑇  in the example altitude bin of Figure 5, the number of grid points in WACCM with smaller 𝐴𝐴 �̂�𝑇  increases 
accordingly.

As mentioned above, these scaling factors are calculated for each 4-km altitude bin and for varying the number 
of days to collect the maximum between 2 and 7. The resulting distributions of scaling factors for each altitude 
bin are shown in Figure 6, together with the average of the medians of COSMIC and ERA5. The stratospheric 
scaling factors vary between 0.6 and 0.8 and increase toward 1 at lower altitudes. In the real world, waves are not 
monochromatic, so wavepackets can disperse (and thus reduce local amplitude) and they can also propagate later-
ally as already shown, whereas in WACCM the waves are confined to a column in which they grow exponentially 
until they break. These limitations will become more and more relevant with increasing altitude, thus leading to 
the need to scale down the WACCM values more at higher altitude in order to bring the model into agreement 
with COSMIC. Hence, temperature amplitudes are probably overestimated by WACCM but underestimated by 
the data sets, as mentioned above, which is why we will show results of simulations using the scaling profile of 
Figure 6 and unscaled results, see also Table 1.

Due to the seasonal cycle of surface wind and thus gravity wave activity (Hoffmann et al., 2013), 𝐴𝐴 �̂�𝑇  also shows a 
seasonal cycle with largest values during local winter. Results of the monthly and zonal maximum 𝐴𝐴 �̂�𝑇  for the two 
WACCM simulations and ERA5 are shown in Figure 7 for January and July 2008, that is, 1 month in the respec-
tive winter seasons in each hemisphere. The gap in WACCM 𝐴𝐴 �̂�𝑇  at around 60°S can be explained by the fact that 
there are no mountains at this latitude generating gravity waves. Note that unlike the OGW parameterization in 
WACCM, OGWs can propagate horizontally, so they can propagate into the Drake Passage. In addition, nonoro-
graphic gravity waves are generated and propagated in this region (Hendricks et al., 2014). Therefore, there is no 
corresponding gap in ERA5.

The 𝐴𝐴 �̂�𝑇  values increase with altitude. They reach values as high as 70 K in the non-scaled simulation, which 
has not been reported in measurements to date. Kaifler et al. (2020) found upper stratospheric 𝐴𝐴 �̂�𝑇  values up to 
about 40 K above the Andes during an event in 2018. The scaling applied to 𝐴𝐴 �̂�𝑇  reduces these large values to 
the range observed by Kaifler et al. (2020). Figure 7 illustrates that the 𝐴𝐴 �̂�𝑇  values are comparable to ERA5 in 
the pressure range between 5 and 20 hPa when the scaling profile is applied there. Thus, the scaled 𝐴𝐴 �̂�𝑇  values 
in WACCM are broadly consistent with this data set in the stratosphere, and we will investigate illustrative 
impacts of both the  scaled and unscaled 𝐴𝐴 �̂�𝑇  in this new parameterization on the stratospheric chemistry in the 
next section.
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4. Impacts on the Stratospheric Chemistry
This section discusses the impact of applying the new 𝐴𝐴 �̂�𝑇  parameterization to the chemistry in WACCM. We 
focus the analysis of the influence in the stratosphere. We first show some timeseries of the relevant species at 
two OGW hot spots (Section 4.1). This is followed by an examination of the influence at all known hot spots of 
OGWs on the globe in Section 4.2. After that, we investigate the effect of the new parameterization on the zonal 
mean distributions of PSCs (Section 4.3), chlorine activation (Section 4.4), nitrogen species (Section 4.5) and 
ozone (Section 4.6).

Figure 4. Illustration of the regions over the globe where significant orographic gravity wave (OGW) forcing occurs in 
Whole Atmosphere Community Climate Model (WACCM) (orange) and the corresponding grid points (red) during 20–21 
July 2008.

Figure 5. Probability density functions of 𝐴𝐴 �̂�𝑇  for Whole Atmosphere Community Climate Model (WACCM) (orange) and the 
respective data set (blue) in the 4-km altitude bin 22–26 km and the scaling factors that minimize the differences between the 
probability density functions. By applying a scaling factor of 0.6 to 𝐴𝐴 �̂�𝑇  , the number of grid points in WACCM with lower 𝐴𝐴 �̂�𝑇  
decreases.
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Figure 6. Altitude-dependent distributions of scaling factors using the method illustrated in Figures 3–5 by varying 
the periods from 2 to 7 days to get 𝐴𝐴 max �̂�𝑇  for all data sets. The “scaled” experiments use this scaling profile for Whole 
Atmosphere Community Climate Model (WACCM) 𝐴𝐴 �̂�𝑇  with no scaling (scaling factor 1) at lower altitudes and a constant 
scaling factor above 34 km. The “non-scaled” experiment uses a scaling factor of 1 at all altitudes.

Figure 7. Zonal monthly maximum 𝐴𝐴 �̂�𝑇  in January (first row) and July 2008 (second row) for the (a, d) “Sub-stepping 
(scaled)” and (b, e) “Sub-stepping (non-scaled)” Whole Atmosphere Community Climate Model (WACCM) simulations 
and (c, f) ECMWF Reanalysis version 5 (ERA5). 𝐴𝐴 �̂�𝑇  in “Stochastic (scaled)” is the same as in “Sub-stepping (scaled).” For 
p < 1 hPa, the nudging of WACCM toward Modern-Era Retrospective Analysis for Research and Applications version 2 
(MERRA2) decreases with no nudging for p < 0.3 hPa, which is why the analysis in this study is restricted to lower altitudes, 
see also Section 2.
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4.1. Timeseries at OGW Hot Spots in Both Hemispheres

As a first example, Figure 8 shows timeseries of the daily mean values of various variables at 15 hPa over two hot 
spots of OGWs: Svalbard (left column) in the Northern Hemisphere and the Antarctic Peninsula (right column) 
in the Southern Hemisphere (e.g., Dörnbrack et al., 2017; Noel & Pitts, 2012). Orange, blue, red and black lines 
in all panels correspond to the “Sub-stepping (non-scaled),” “Sub-stepping (scaled),” “Stochastic (scaled)” and 
“REF” simulations, respectively.

The two rows at the bottom of Figure 8 show WACCM 𝐴𝐴 �̂�𝑇  and the absolute temperature with 𝐴𝐴 ± �̂�𝑇  as colored shad-
ing and lines, respectively. Time intervals with substantial 𝐴𝐴 �̂�𝑇  values are simulated at both hot spots. In the case 
of the Antarctic Peninsula, the gray shaded time periods also indicate when gravity wave events were obtained 
in the mesoscale simulation by Noel and Pitts (2012). These simulations were setup using the Weather Research 
and Forecasting Model in a region of 1,800 × 1,800 km 2 around the Antarctic Peninsula with a horizontal grid 
spacing of about 20 km, with lateral boundary data from reanalysis data. Noel and Pitts (2012) performed simu-
lations of several winters including the austral winter 2008 where they provided the days with higher OGW 
activity, shown in Figure 8. The good general agreement for the time periods with 𝐴𝐴 �̂�𝑇 𝑇 4K (black dashed lines 
in the panel) with Noel and Pitts (2012) bolsters confidence in our findings on corresponding chemical impacts, 
and is why we are using this threshold for comparison with the data sets in Section 3. Note that the simulation 
by Noel and Pitts (2012) started on 01 June 2008. The comparison with Noel and Pitts (2012) demonstrates that 
the new parameterization is able to represent specific mountain wave events and their intermittent character (e.g., 
Hertzog et al., 2012).

These temperature perturbations have impacts on several aspects of the chemistry in WACCM. The rows 6–8 of 
Figure 8 show the timeseries of ice, NAT and STS SADs for the four model cases. During periods with increased 

𝐴𝐴 �̂�𝑇  , there is also an increase of STS and NAT SADs. As the number densities of NAT and STS are fixed, the SAD 
is an indicator of the radius of these particles. Especially at the start of the winter in May 2008 for the Antarc-
tic Peninsula, the large-scale temperature is often too high to form NAT, STS and ice, but with 𝐴𝐴 �̂�𝑇  applied they 

Figure 8. Timeseries of daily mean concentrations of different trace gases and aerosols at single Whole Atmosphere Community Climate Model grid points over (a) 
Svalbard and (b) the Antarctic Peninsula at 15 hPa. The lines correspond to the simulations of Table 1. The first five rows show the volume mixing ratios of ClOx, 
HCl, ClONO2, N2O5, and HNO3. The next three rows consist of timeseries of the surface area density (SAD) of the three polar stratospheric cloud types: ice, nitric acid 
trihydrate (NAT) and super-cooled ternary solution (STS). The last two rows show 𝐴𝐴 �̂�𝑇  and T. The gray shaded regions in the timeseries over the Antarctic Peninsula 
are gravity wave events as reported by Noel and Pitts (2012). The dashed line in the 𝐴𝐴 �̂�𝑇  timeseries (second from bottom row) shows the threshold of 4 K to distinguish 
orographic gravity wave (OGW) events from the background used for the scaling, see Section 3. The colored ranges in the lowest row shows 𝐴𝐴 ± �̂�𝑇  around the mean grid-
box temperature in the model for the different simulations.
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are formed, indicated by an increased SAD of these particles during that time. This is consistent with previous 
studies which found that mountain-wave-induced PSCs are most important at the start of the polar winter (e.g., 
McDonald et al., 2009). Due to the increased radii of NAT particles we also see enhanced denitrification of the 
stratosphere in the simulations with 𝐴𝐴 �̂�𝑇  applied (not shown).

The change in PSC SAD and denitrification as well as the direct temperature change and associated reactivity 
changes due to 𝐴𝐴 �̂�𝑇  then lead to changes in the chlorine and nitrogen compounds in the model, which are sometimes 
substantial (rows 1 to 5). Gaseous nitric acid (HNO3, fifth row) is taken up by the aerosols and therefore decreases 
with the additional appearance of STS and NAT due to 𝐴𝐴 �̂�𝑇  . N2O5 (fourth row) reacts on the surface of PSCs and is 
hence depleted during the events as a result of the 𝐴𝐴 �̂�𝑇  parameterization. The reactive chlorine species, summarized 
as ClOx (first row) with

ClO𝑥𝑥 = Cl + ClO + HOCl + 2Cl2 + 2Cl2O2 + OClO (6)

increase due to the increase in PSC SAD, whereas the reservoir species HCl (second row) is depleted as a conse-
quence, which is known as chlorine activation (e.g., Solomon, 1999). HCl has a longer lifetime than the active 
chlorine species, which is why the changes are transported downstream of the mountain and persist longer than 
the gravity wave events themselves can be seen. The change in chlorine nitrate (ClONO2, third row) depends on 
the availability of active chlorine and nitrogen. In both of these illustrative time series, ClONO2 is increased as a 
result of 𝐴𝐴 �̂�𝑇  , known as the “collar” formation (Solomon et al., 2016; Toon et al., 1989).

Although overall changes in the concentrations are relatively small, they can be locally as large as about 50% 
for some species and events. This highlights the importance of considering gravity wave processing in models 
that may seek to interpret airborne or other measurements. For example, attempts to infer the exact temperatures 
of chlorine activation processes based on field measurements may require consideration of gravity wave-driven 
perturbations. These are better simulated with the sub-stepping approach to ensure realistic simulation of nonlin-
ear chemistry, since the large temperature fluctuations in successive time steps inherent in the stochastic approach 
can produce unrealistic transients in chemical composition on time scales comparable to the model's time step.

In summary, Figure 8 shows that the new parameterization is able to reproduce specific gravity wave events with 
direct impact on the aerosols and the associated chemistry in the model. As expected from the scaling factor 
applied, the chemistry response is larger for the “Sub-stepping (non-scaled)” simulation compared with the REF 
case. The stochastic method is able to reproduce the chemistry impact of “Sub-stepping (scaled)” in all the time 
series shown, with minor differences in its amplitude on specific days.

4.2. Local Influences at the OGW Hot Spots on the Globe

Chemistry impacts are not only restricted to Svalbard and the Antarctic Peninsula, but occur at all known hot 
spots of OGWs in the model. Figure 9 shows global maps of the 2-year maximum or minimum relative differ-
ence between “Sub-stepping (scaled)” and REF at 15 hPa for several species in the model. The largest relative 
differences are connected to the global hot spots of gravity waves, especially for HNO3 (panel d and e): Svalbard, 
Iceland, Scandinavian Mountains, Ural Mountains, Andes, Antarctic Peninsula and the edge of the Transantarctic 
Mountains. Increased relative differences can also be seen around subtropical mountains such as the Himalayas, 
the Philippines and Madagascar. These mountain-wave-induced changes propagate downstream of the mountains, 
visible in the daily averaged results shown here. HCl (panel b) and ClONO2 (panel c) have longer lifetimes  than 
the active chlorine species so that the changes propagate further downstream, but there is still a connection to the 
noted hot spots of OGWs in their (negative) changes.

As mentioned above, HNO3 (panel d and e) is taken up by PSCs but it is also produced by heterogeneous reactions 
on the surface of PSCs (Solomon, 1999). That is why the largest positive and negative changes in HNO3 can be 
found directly above the mountains, where 𝐴𝐴 �̂�𝑇  is largest, cf. Figure 2, with maximum values locally larger than 
350% and minimum relative differences down to −54%. Such substantial changes could confound interpretation 
of satellite or in-situ measurements of these species, if gravity wave-induced temperature perturbations are not 
fully taken into account. Indeed, on some days in the simulations, chlorine is activated as a result of the 𝐴𝐴 �̂�𝑇  param-
eterization whereas no active chlorine was obtained without it. This is manifested by local maximum relative 
differences in ClOx that can exceed 2,000%.
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4.3. Zonal Mean Effect on Polar Stratospheric Clouds

These large local changes are then transported downstream of the mountains and mixed with unperturbed 
air masses and lead to monthly mean changes. Figure 10 shows the zonal monthly mean differences in SAD 
of PSCs between the three 𝐴𝐴 �̂�𝑇  simulations and REF in January and July 2008. Both STS (third row) and 
NAT (second row) SADs show an increase in the polar region as a result of 𝐴𝐴 �̂�𝑇  , which is expected from the 
non-linear growth of these particles at low temperatures (e.g., Carslaw et al., 1994). The tropopause height 
changes considerably during 1 month so that the altitude region close to the monthly zonal mean tropopause 
height (blue line in the figure) still may be misidentified do be tropospheric or stratospheric and may skew 
the monthly average shown in the figure. Ice (first row) concentrations are orders of magnitude larger in the 
troposphere than in the stratosphere. Therefore, the largest zonal mean differences relative to the control 
run occur at the tropopause. Zonal mean relative differences show larger increases at the edge of the polar 
vortex in both months, see Figure S2 in Supporting Information S1. Changes are also obtained in particle 
abundances (ice, NAT, and STS) near the tropical tropopause, where temperatures approach values as cold as 
the Antarctic vortex, particularly in the summer when monsoon heterogeneous chemistry can be significant 
(Solomon et  al.,  2016). This raises the potential for impacts on cirrus, and water vapor transport into the 
stratosphere, but these are beyond the scope of the present paper. The decrease of the STS SAD above the 
tropical tropopause in January 2008 can probably be explained by the lowest absolute temperatures combined 
with increased 𝐴𝐴 �̂�𝑇  values in this region where the warm phase of the OGW will significantly (and non-linearly) 
decrease the SAD of sulfates. In addition, the HNO3 volume mixing ratio in the model is lower at the tropical 

Figure 9. Two-year maximum (left column) and minimum (right column) relative difference between “Sub-stepping (scaled)” and “REF” simulations of daily averaged 
(a) ClOx, (b) HCl, (c) ClONO2 and (d, e) HNO3 at 15 hPa.
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tropopause region than in the polar winter, so that increases of the SAD due to lower temperature are not 
as large as in the polar regions (e.g., Carslaw et al., 1994, for the temperature and HNO3 dependence of the 
SAD).

All species discussed in Section 4.2 also show changes in the troposphere. These occur with irregular patterns as 
soon as something is changed in the applied parameterizations. To test the reason for this, a simulation randomly 
perturbing the initial temperature of REF on the order of 10 −14 K, as done in previous work with CESM (Kay 
et al., 2015; Shah et al., 2022; Stone et al., 2019), led to similar tropospheric changes of these species, see Figure 
S3 in Supporting Information S1 for ozone. Thus, these changes are apparently a result of dynamical changes, 
which originate from intermediate solutions at the smaller chemistry time step when applying the chemistry 
sub-stepping and which then change the trace gas concentrations in the model. Since some of these concentra-
tions interact with radiation in the model, there is a feed back to the dynamical variables like temperature and 
pressure. Therefore, the troposphere is excluded from the analysis of this study. In the stratosphere, the mixing 
ratios of these species are larger and the time scales are longer than in the troposphere where they are partly deter-
mined by convective transport, so that these changes are relatively small in the stratosphere.

4.4. Zonal Mean Effect on Chlorine Species

The changes in aerosol SAD as well as the change in temperature itself due to 𝐴𝐴 �̂�𝑇  result in changes of many 
gas-phase species. Figure 11 shows the zonal monthly mean relative changes of the chlorine species for the same 
months in the winter high latitudes. As expected from the timeseries in Figure 8, both ClOx and ClONO2 are 
increased in the winter polar lower stratosphere whereas HCl is decreased. The changes are larger in the south-
ern compared to the northern winter and depend on the scaling employed, which emphasizes that the changes 
are due to 𝐴𝐴 �̂�𝑇  and not to other processes in the model. In the “Sub-stepping (scaled)” simulation, zonal monthly 
mean relative differences as high as 30%, 50%, and −20% can be found for ClOx, ClONO2, and HCl, respec-
tively, in these regions. This implies substantial gravity wave-driven impacts that could influence interpretation 
of local observations of those species, because measurement campaigns investigating the impact of OGWs are 
usually set up in the regions where largest differences occur in the simulations (e.g., Rapp et al., 2021; Taylor 
et  al.,  2019). In addition, it could impact regional comparisons to satellite measurements. The monthly and 

Figure 10. Zonal monthly mean difference between “Sub-stepping (scaled)” or “Sub-stepping (non-scaled)” and REF simulations in the stratosphere during January 
and July 2008 for ice (first row), nitric acid trihydrate (NAT) (second row) and super-cooled ternary solution (STS) (third row) surface area densities (SADs). The blue 
line shows the zonal mean tropopause height and the dashed black vertical line separates the polar night from the rest of the globe. Tropospheric values are masked; see 
text for explanation. Note the different color ranges for each month and variable.
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zonally averaged stratospheric response in terms of chlorine activation is similar for the stochastic approach 
compared to “Sub-stepping (scaled).”

Many of the stratospheric changes are located at the edge of the polar vortex where gradients are large and 
temperatures approach the thresholds of PSC chemistry, and hence display an increased sensitivity to temperature 
changes, consistent with previous observations of “NAT belts” along the vortex edge due to OGWs (e.g., Höpfner 
et al., 2006). This is shown by the curved shape of the changes, especially for ClOx and southern winter ClONO2 
and HCl. Since the northern hemisphere polar vortex is unstable compared to the southern hemisphere vortex, the 
changes in the longer-lived (and therefore transported) ClONO2 and HCl are not as confined in latitude as those 
in the southern hemisphere.

The comparison of the “Sub-stepping (scaled)” and “Sub-stepping (non-scaled)” experiments demonstrates the 
importance of a correct representation of gravity wave temperature perturbations in the chemistry of WACCM. 
Although 𝐴𝐴 �̂�𝑇  is only increased by about 60% the changes in ClOx and HCl in the “Sub-stepping (non-scaled)” 
simulation are larger than the scaling factor in 𝐴𝐴 �̂�𝑇  . This illustrates the non-linearity of the chemistry response on 
temperature changes.

4.5. Zonal Mean Effect on Nitrogen Species

Changes due to the gravity wave temperature perturbations can also be seen in the nitrogen-containing species, 
see Figure 12 for the zonal monthly mean relative differences of HNO3 (first row), N2O5 (second row) and NOx 
(third row), where

NO𝑥𝑥 = N + NO + NO2 (7)

As already discussed, the impact of temperature on the chemistry of HNO3 is two-fold, which is why the net effect 
in the lower stratosphere is small. In January 2008, the net relative differences near 30 hPa in the polar region are 
lower than 3%. In July, the increase due to the heterogeneous reactions slightly dominates the uptake with relative 
differences around 6% in the “Sub-stepping (non-scaled)” simulation. The increase of HNO3 in the “Stochastic 
(scaled)” simulation at around 7 hPa in the respective winter also occurs in the other simulations, but is one 
order of magnitude smaller. This can be explained by an increased SAD of aerosols in this region. N2O5 reacts 
with water vapor on the surface of PSCs, which is why the largest negative changes in the lower stratosphere are 

Figure 11. Zonal monthly mean relative differences (in %) of the volume mixing ratios for ClOx (first row), ClONO2 (second row) and HCl (third row) for the winter 
polar latitudes. Relative differences with absolute values lower than 1 pptv are removed from the analysis. Otherwise, same configuration as in Figure 10.

 19422466, 2023, 9, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2022M

S003505 by D
tsch Z

entrum
 F. L

uft-U
. R

aum
 Fahrt In D

. H
elm

holtz G
em

ein., W
iley O

nline L
ibrary on [05/02/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



Journal of Advances in Modeling Earth Systems

WEIMER ET AL.

10.1029/2022MS003505

15 of 27

connected to the occurrence of PSCs and the chlorine chemistry, cf. Figures 10 and 11. NOx is a by-product of the 
N2O5 chemistry so that the changes on the order of around −20% to −45% are correlated with N2O5.

Both HNO3 and N2O5 in the “Sub-stepping (scaled)” and “Sub-stepping (non-scaled)” simulations show relative 
changes at around 1 hPa that do not change with the applied scaling factor. This effect can also be seen in species 
like OClO, HOCl, and ClO (not shown). By sensitivity simulations that change the number of chemistry sub-steps 
but not the temperature it was found that these relative differences are a result of the sub-stepping rather than a 
physical effect. These artifacts are therefore removed when using the stochastic approach, where no sub-stepping 
is applied.

4.6. Zonal Mean Effect on Ozone

A number of these species can in principle influence ozone, but we find that effects on ozone are quite small 
at least in the monthly average. The impact on ozone in terms of zonal monthly mean relative differences is 
illustrated in Figure 13. Generally, the impact on ozone is most prominent at the end of the polar ozone deple-
tion season. Therefore, the relative changes for ozone are shown for March and October 2008. Since air masses 
subside in the polar vortex, the maximum lower stratospheric changes in ozone occur at lower altitudes than that 
of PSCs, chlorine and nitrogen species in the previous figures. At the end of the northern hemispheric winter, 
changes between −1% and −2% can be related to the gravity wave temperature perturbation. In the southern 
hemisphere during October, the changes are larger with −3% to −8% in the pressure range from about 100 to 
30 hPa.

Monthly average negative changes in ozone occur all over the Antarctic Continent, as can be seen in terms of 
total column ozone in Figure 14 averaged over all simulated October months. The changes are on the order of 
−2 to −4 DU in the “Sub-stepping (scaled)” and “Sub-stepping (non-scaled)” simulations and less than −1 DU 
in the “Stochastic (scaled)” simulation. Orr et al. (2020) found larger changes with their approach to account 
the interaction between OGWs and PSCs using the UK-UMCA model. They obtained local changes for October 
2000 up to ±7.5 DU. However, their simulation was free-running with boundary conditions from the year 2000 
and these changes are a result of both chemistry and a horizontal shift of the polar vortex. Further, they applied 
the temperature change to PSCs only and the direct effect on the chemistry was missing. Perhaps most important, 
they accounted for the cold phase of the gravity wave only, while here we consider the full temporal evolution 

Figure 12. Zonal monthly mean relative differences (in %) of the volume mixing ratios for HNO3 (first row), N2O5 (second row) and NOx (third row). Otherwise, same 
configuration as Figure 10.
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of  the wave through its warm as well as cold phases, and the potential for cancellation between the two. The more 
nearly linear the chemistry is, the more complete the cancellation will be. On the other hand, nonlinear chemistry 
would be expected to yield a net effect. Hence, their simulations were a maximum estimate of the gravity wave 
effect.

In summary, we have shown in this section that the 𝐴𝐴 �̂�𝑇  parameterization leads to notable changes of the polar 
stratospheric chemistry at all known hot spots of OGWs on the globe. Gravity-wave-induced temperature changes 
lead to enhanced formation of aerosols and heterogeneous chemistry, resulting in increased chlorine activation 
and decreased polar ozone. Thus, this study enables the chemistry climate modeling community to account for 
this process interactively, consistent with the internal parameterizations and can be expected to yield more real-
istic interactions and better representation of the chemistry.

Figure 14. Average difference between (a) “Stochastic (scaled),” (b) “Sub-stepping (scaled)” or (c) “Sub-stepping 
(non-scaled)” and REF of total column ozone over the Antarctic Continent for October 2007 and 2008. Same color bar as by 
Orr et al. (2020).

Figure 13. Same as Figure 11 but for O3 in March and October 2008.
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5. Discussion and Conclusions
In this study, we developed a method to account for the effects of subgrid-scale OGW temperature perturbations 
on the chemistry at global scale, a missing piece in chemistry-climate models. The method uses the subgrid-scale 
gravity momentum flux and large-scale parameters like the wind speed and the vertical gradient of the poten-
tial temperature to calculate a temperature perturbation amplitude due to gravity waves. This amplitude is then 
applied either by a sub-stepping of the chemistry with a sine-wave perturbation of the grid-scale temperature or 
by sine-wave distributed random temperature perturbations.

The temperature amplitudes 𝐴𝐴 �̂�𝑇  were compared with COSMIC satellite radio occultation measurements and 
ERA5 reanalysis data, which are both suitable data sets for extracting information about gravity waves on a 
global scale. By comparing the 𝐴𝐴 �̂�𝑇  distributions of WACCM and the two data sets at altitudes between 14 and 
34 km, we found that scaling factors between 1 and 0.6 depending upon altitude minimize the differences in the 
probability density distributions of the temperature perturbations. Since both COSMIC and ERA5 underesti-
mate 𝐴𝐴 �̂�𝑇  for the shorter horizontal scale OGW, we tested effects of both scaled and unscaled WACCM sub-grid 
scale 𝐴𝐴 �̂�𝑇  .

We presented various examples illustrating that the new parameterization leads to local as well as global changes 
in the model chemistry, many of which can be explained by the non-linear temperature dependence of both 
the formation of aerosols and associated heterogeneous chemistry and the gas-phase chemistry. Some of these 
changes can be locally very large (much more than 100%), which could influence interpretation of satellite or 
in-situ measurements, depending on their temporal and spatial sampling. The parameterization is able to repre-
sent specific mountain wave events which enables future studies of the chemistry impact of local events even 
with a global model. The gravity wave temperature perturbations lead to increased chlorine activation and a 
corresponding reduction of species that react heterogeneously on PSCs as well as a zonal mean reduction of the 
ozone volume mixing ratio between 3% and 8% in the lower stratosphere, which is comparable to the results by 
Pierce et al. (2002).

The method as described in this study applies to OGWs only. An extension to non-orographic gravity waves 
would be desirable for the future, in order to be able to investigate the influence of weather systems like tropical 
storms, jets, fronts and convection on the chemistry (e.g., Wright, 2019; Zou et al., 2021).

For a comparison of the model with measurements, observations with appropriately high spatial resolution would 
be needed. Satellite measurements are typically averaged either in the vertical or in the horizontal and may have 
to be averaged in time to reduce the signal-to-noise ratio which could make it difficult to see the chemistry 
changes shown in this study using some instruments. Measurement campaigns like SOUTHTRAC-GW (Rapp 
et al., 2021) could help to assess and reduce errors in the model and compare the stochastic with the sub-stepping 
approach for specific case studies. While the sub-stepping of the chemistry decreases the overall performance of 
the model, it could be useful for detailed comparisons with airborne measurements where data at single time steps 
and grid points are needed. The stochastic approach leads to similar results on long-term averages but should not 
be used for comparisons at single grid points. Therefore, the latter could be useful for long-term simulations as it 
accounts for warm and cold phase of the gravity wave without impacting the model's computation time.

Consistent with previous studies like McDonald et  al.  (2009), the results of this study suggest that 
gravity-wave-induced temperature perturbations increase the period with chlorine activation, since we found the 
largest changes at the start and the end of the local winter. This work raises further questions that could be tackled 
by future simulations:

1.  What is the impact of gravity wave temperature perturbations on ozone recovery?
2.  Will there be an impact on dynamics like the shift of the polar vortex in the free-running simulations by Orr 

et al. (2020)?
3.  What are the impacts at altitudes higher than 1 hPa?

Our study focused on stratospheric chemistry, but there are also changes in the troposphere. Further work is 
needed to investigate the tropospheric changes as they appear to be associated with dynamical rather than chem-
ical changes. The 𝐴𝐴 �̂�𝑇  values in the mesosphere are expected to be even larger. With a different model set-up, the 
changes at these altitudes in the model could also be investigated and compared to previous studies investigating 
the interaction between gravity waves and the chemistry, especially in the mesosphere (e.g., Xu et al., 2000, 2003). 
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With simulations covering several decades, the impact of this new parameterization on ultra-violet radiation and 
the climate could be further investigated.

The response of WACCM's chemistry to the applied temperature perturbations is consistent with expectations 
from previous studies which were not able to account for this process interactively on a global scale. The method 
should be easy to implement in other chemistry-climate models as well. We hope that this study assists other 
chemistry climate researchers who seek to account for large-scale chemical impacts of subgrid-scale gravity wave 
temperature perturbations.

Appendix A: Orographic Gravity Wave Amplitude Scheme
A1. Background

The conceptual model behind our approach is 2D flow over an isolated obstacle, for example, Figure A1. We apply 
momentum flux conservation and wave saturation to this model following the approach of Lindzen (1981) for a 
single plane wave. The arguments below are familiar for the case of monochromatic waves (e.g., McFarlane, 1987). 
Here we simply attempt to highlight steps where the isolated obstacle geometry requires additional assumptions.

For steady-state 2D hydrostatic OGWs in uniform wind and stratification the vertical streamline displacement is 
given by:

𝛿𝛿
′(𝑥𝑥𝑥 𝑥𝑥) = ℎs(𝑥𝑥) cos(𝑁𝑁𝑥𝑥∕𝑈𝑈 ) + H[ℎs(𝑥𝑥)] sin(𝑁𝑁𝑥𝑥∕𝑈𝑈 )𝑥 (A1)

where U is the horizontal wind, N is the Brunt-Vaisalla frequency, hs(x) defines the obstacle surface elevation, and 
𝐴𝐴 H[ℎs(𝑥𝑥)] is the Hilbert transform of hs(x) (Drazin & Su, 1975). Note for example, that for hs(x) = h0 cos(kx) the 

Hilbert transform is −h0 sin(kx) and Equation A1 becomes the familiar monochromatic solution Re[h0e i(kx+mz)], 
where k and m are orographic horizontal and vertical wavenumbers, respectively.

Figure A1. Linear, steady, hydrostatic 2D flow over a Witch-of-Agnesi obstacle 𝐴𝐴 𝐴s(𝑥𝑥) = 𝐴0 𝐿𝐿
2
𝑟𝑟∕
(

𝐿𝐿
2
𝑟𝑟 + 𝑥𝑥

2
)

 . Uniform profiles 
of upstream horizontal wind U and stratification N are assumed. The solution shown uses an obstacle height h0 = U/N. This 
is the saturated displacement amplitude (see text) so streamlines become vertical over the obstacle. Red ovals indicate where 
vertical velocity amplitude exceeds 0.9 Uh0/Lr.
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The streamline displacement can be used to derive expressions for perturbation horizontal and vertical winds

𝑢𝑢
′ = −𝑈𝑈

𝜕𝜕

𝜕𝜕𝑧𝑧
𝛿𝛿
′ = Re

[

−𝑖𝑖𝑖𝑖𝛿𝛿
′
]

 (A2)

𝑤𝑤
′ = 𝑈𝑈

𝜕𝜕

𝜕𝜕𝑥𝑥
𝛿𝛿
′ ∝ 𝑈𝑈

𝛿𝛿

𝐿𝐿𝑟𝑟

∝ 2𝑈𝑈
𝛿𝛿

𝑟𝑟

, (A3)

where Lr is the horizontal scale of the obstacle, 𝐴𝐴 𝑟𝑟 = 2𝐿𝐿𝑟𝑟 as in Figure A1, 𝐴𝐴 𝛿𝛿  is the peak displacement, and δ′ is 
the displacement perturbation, see Appendix A3.

The expression in Equation A2 is exact and independent of the obstacle shape. In Equation A3 for general obsta-
cle shapes, we must resort to plausible scaling arguments due to the form of Equation A1. In the special case of 
sinusoidal hs we would obtain the exact relationship w′ = Re[ikUδ′]. Figure A1 shows that Equation A3 captures 
the relationship between 𝐴𝐴 𝛿𝛿  and peak values of w′.

The total stress produced by an isolated obstacle is given by

[𝜏𝜏] =
∫

−∞

+∞

𝜌𝜌𝜌𝜌
′
𝑤𝑤

′d𝑥𝑥𝑥 (A4)

This holds for any obstacle in any 2D flow. For hydrostatic flow, the wave perturbations are roughly confined to 
the region directly over the obstacle as is seen in Figure A1. [τ] is constant with height in the absence of wave 
dissipation, reflection or turning, a fact that is exploited in the derivation of wave drag schemes (Lindzen, 1981) 
and of the wave displacement algorithm (WDA) in Appendix A3.

We now scale and rewrite the integral at a particular level z in terms of the peak displacement 𝐴𝐴 𝛿𝛿  ,

𝜏𝜏
∗(𝑧𝑧) = 𝐶𝐶 𝐶𝐶(𝑧𝑧)𝑈𝑈 (𝑧𝑧)𝑁𝑁(𝑧𝑧) 𝛿𝛿(𝑧𝑧)

2
∕𝑟𝑟 (A5)

where we have used Equation A3 and 𝐴𝐴 𝐴𝐴
′ ∝ 𝑁𝑁𝛿𝛿 . C is a shape factor determined by the condition

𝜏𝜏
∗ ×𝑟𝑟 = [𝜏𝜏] (A6)

Equation A5 is the basis for the WDA described in Appendix A3.

We note that for the WDA there is no need to introduce 𝐴𝐴 𝑟𝑟 or C in Equation A5. We do so here to clarify the corre-
spondence between the present approach and the earlier monochromatic wave approach in McFarlane (1987). 
Comparing Equation A5 with Equation 2.16 of McFarlane (1987) we see that the factor 𝐴𝐴 𝐴𝐴∕𝑟𝑟 in Equation A5 
corresponds to the factor k/2 in the monochromatic formulation of McFarlane.

Further, for a Witch-of-Agnesi obstacle, Drazin and Su (1975) show that C = π/4. No single value of C is valid for 
general obstacles, but we expect C to be O(1) for single peaked obstacles. In any event, the WDA requires only 
that C and 𝐴𝐴 𝑟𝑟 do not vary with z.

A2. Parameters Describing Unresolved Orography

The WDA in Appendix A3 needs parameters describing unresolved orography. Most critically, the WDA needs 
estimates of dominant ridge orientation θr and a ridge height hr in each model grid point. The orientation θr is 
used to define the wavefront-perpendicular horizontal wind profile U. The height hr is used as bottom forcing for 
the WDA.

These parameters are determined by a RFA (Appendix B). Figure B1 in particular shows that the RFA does a 
reasonable job of supplying θr and hr. The RFA also calculates estimates of other quantities such as obstacle 
width 𝐴𝐴 𝑟𝑟 , which can be used to derive OGW vertical velocity, but is not critical in the calculation of wave vertical 
displacement.
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A3. Wave Displacement Algorithm

We adapt the approach of Lindzen  (1981) to numerically derive profiles of τ* and 𝐴𝐴 𝛿𝛿  . The assumptions in 
Lindzen (1981) are well known and continue to form the basis for perhaps the majority of gravity wave drag 
schemes used in existing climate models. We summarize the key assumptions here for completeness: (a) The 
Wentzel–Kramers–Brillouin (WKB) approximation is valid; (b) Due to the parameterization working in a 
column, no wave reflection or turning occurs so the momentum flux τ is constant with height in the absence of 
dissipation; and (c) When wave overturning occurs precisely enough turbulent dissipation is produced to prevent 
further growth of wave amplitude with height. This is the “saturation hypothesis.” Saturation is typically assumed 
to occur when 𝐴𝐴 𝛿𝛿 ∝ 𝑈𝑈∕𝑁𝑁 . Note that here and throughout we are assuming the wave phase speed c = 0.

We now describe how the algorithm proceeds between two adjacent model interfaces in the vertical, l and l + 1, 
with l increasing from the top of the model atmosphere to the surface. At level l + 1 the OGW momentum flux is:

𝜏𝜏
∗

𝑙𝑙+1
= 𝐶𝐶 𝐶𝐶𝑙𝑙+1𝑈𝑈𝑙𝑙+1𝑁𝑁𝑙𝑙+1𝛿𝛿

2

𝑙𝑙+1
∕𝑟𝑟 (A7)

where ρl+1 is the atmospheric density, Ul+1 is the horizontal wind normal to the wavefront, Nl+1 is the Brunt-Vaisalla 
frequency, 𝐴𝐴 𝛿𝛿𝑙𝑙+1 is the peak wave-induced vertical streamline displacement, and 𝐴𝐴 𝑟𝑟 is as shown in Figure A1. At 
the level interface l immediately below l + 1, a provisional momentum flux value is calculated assuming constant 
momentum flux in the absence of dissipation,

𝜏𝜏
∗†

𝑙𝑙
= 𝜏𝜏

∗

𝑙𝑙+1
−𝑙𝑙 . (A8)

Here 𝐴𝐴 𝑙𝑙 represents optional, weak dissipation of the momentum flux by processes such as radiative cooling 
or background diffusion. The latter is unimportant below the turbopause. The provisional momentum flux is 
inverted to give a provisional wave displacement at level interface l

𝛿𝛿
†

𝑙𝑙
=

√

𝜏𝜏
∗†

𝑙𝑙

𝐶𝐶𝐶𝐶𝑙𝑙𝑈𝑈𝑙𝑙𝑁𝑁𝑙𝑙∕𝑟𝑟

 (A9)

The provisional displacement is then constrained by the saturation amplitude to give the final predicted displace-
ment at l

𝛿𝛿𝑙𝑙 = MIN
[

𝛿𝛿
†

𝑙𝑙
, 𝑈𝑈𝑙𝑙∕𝑁𝑁𝑙𝑙

]

 (A10)

which is then used to calculate the momentum flux at l

𝜏𝜏
∗
𝑙𝑙
= 𝐶𝐶𝐶𝐶𝑙𝑙𝑈𝑈𝑙𝑙𝑁𝑁𝑙𝑙𝛿𝛿

2
𝑙𝑙
∕𝑟𝑟. (A11)

These calculations (Equations A7–A11) are performed beginning in a source super-layer (described below) to the 
top of the model. The algorithm is closed by setting the wave displacement in the source super-layer,

𝛿𝛿src = MIN

(

ℎ𝑟𝑟, 𝐹𝐹c

𝑈𝑈src

𝑁𝑁src

)

, (A12)

where hr is an estimated obstacle height for the unresolved orography determined by the RFA (Appendix B). 
Fc is a critical inverse Froude number which we set equal to 1. The estimate hr is meant to correspond to h0 in 
Figure A1, although the RFA makes no assumption about obstacle shape.

It is worth reiterating that in the absence of dissipation (Equation A8) the resulting profile of 𝐴𝐴 𝛿𝛿𝑙𝑙 given by Equa-
tions A7–A12 is completely independent of 𝐴𝐴 𝑟𝑟 or C, as long as these quantities are independent of height.

A3.1. Flow Blocking Layer

The flow blocking layer is a super-layer comprised of layers with

�̂�𝑍𝑙𝑙 ≤ ℎ𝑟𝑟 (A13)
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where 𝐴𝐴 �̂�𝑍𝑙𝑙 is the height of lth interface (this is the upper interface for layer l). Within the blocking layer, pressure 
weighted averages of winds and stratification are calculated. These are used to define the orographic inverse 
Froude number,

𝐹𝐹 =
𝑁𝑁srcℎ𝑟𝑟

𝑈𝑈src

. (A14)

F is then used to identify low-level regimes as done in Scinocca and McFarlane (2000) except that we use Fc = 1 
rather than 0.7.

This algorithm is simple and can provide only an approximation of stratospheric wave amplitudes. In addition 
to inaccuracy related to the specification of amplitude and orientation in the forcing data, there are also errors 
related to the simplified picture of wave propagation assumed. Importantly, the present scheme in Equations A7–
A12 assumes purely vertical propagation of wave activity within a single model column. It is well known that this 
is not the case and even for grid boxes of ∼(100 km) 2 we should expect significant horizontal transfer of wave 
activity into neighboring model columns (Eckermann et al., 2015).

Appendix B: Orographic Forcing for WACCM/CESM
As described in Lauritzen et al. (2015) generation of orographic forcing for CESM involves two major steps. First, 
a high-resolution global digital elevation model on a lat-lon grid (typically 30 arc-second resolution) is binned 
onto an approximately uniform 3,000 × 3,000 × 6 intermediate cubed-sphere grid which Lauritzen et al. refer 
to as the A-grid. The A-grid is on gnomonic coordinates and has an approximately uniform spatial resolution of 
3 km.

Next, the global orography on the A-grid, which we denote by h(A), is smoothed horizontally by some amount to 
produce a smoothed orography 𝐴𝐴 ℎ(𝐴𝐴) . Orography smoothing is a poorly documented aspect of atmospheric mode-
ling (Elvidge et al., 2019). In the case of CESM, dynamical core developers recommend smoothing amounts, 
which are reproduced using rigorously defined smoothing operators working on A-grid gnomonic coordinates. 
In the case of the lat-lon finite-volume dynamical with 0.9°latitude  ×  1.25°longitude resolution the amount 
of smoothing applied is equivalent to convolution using a circular conical kernel with a radius Rsm of around 
180 km. The A-grid orography h(A) and the smoothed orography 𝐴𝐴 ℎ(𝐴𝐴) are shown in Figures B1a and B1b. The 
smoothed orography 𝐴𝐴 ℎ(𝐴𝐴) is conservatively regridded to the model computational grid to form the grid-mean 
lower boundary geopotential 𝐴𝐴 Φ = 𝑔𝑔 ℎ for the model.

B1. Unresolved Orography and Ridge-Finding Algorithm (RFA)

Forcing for the OGW parameterizations used in CESM/WACCM are derived from the unresolved orography

ℎ
′(𝐴𝐴) = ℎ(𝐴𝐴) − ℎ(𝐴𝐴) (B1)

which is shown in Figure B1c.

A RFA is applied to the unresolved orography h′(A). The RFA is a heuristic procedure intended to capture the 
orientation, height and size of orographic ridges that a human observer would identify, and is likely sub-optimal in 
many respects. However, the final product of the RFA (Figure B1d) does succeed in capturing the salient features 
of the Southern Andes. Most importantly for the present study the RFA captures ridge height and orientation. 
The RFA used here is related in general approach to that described by Bacmeister et al. (1994) and Eckermann 
et al. (2004), but differs in detail. In addition, the RFA produces gridded output for use in an atmospheric model 
instead of grid independent forcings like those in the studies cited.

The RFA is a two stage process. In the first stage, a thinned list of local maxima in h′(A) is created. At each of 
these locations (a0i, b0i) directional variance is analyzed at 16 equally spaced angles θr between 0 and 168.75° in 
gnomonic coordinates. Square sections are used with sides of approximately 𝐴𝐴 𝐴𝐴sm∕

√

2 . The optimal orientation is 
that for which the ridge profile variance explains the largest fraction of the total variance in the section. Next the 
b′-averaged “ridge profile” and a′-averaged “crest profile” are used to find a location (a1i, b1i) closer to the crest 
of the diagnosed ridge. At this new location the RFA re-calculates new ridge quantities.
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An example of the first stage is shown in Figure B2 in the Southern Andes.

Here the RFA identifies a dominant orientation θr = 112.5° clockwise from the b-axis in gnomonic coordinates. 

The associated ridge elevation profile, 𝐴𝐴 ℎ′(𝑎𝑎′)
𝑏𝑏
′

 , is shown in Figure B2b. The RFA calculates an obstacle height 
using:

ℎ� = MAX
[

ℎ′(�′)
�′
]

−MIN
[

(ℎ′ (�′)
�′
]

, 

Figure B1. Stages in processing of orographic forcing files for Community Earth System Model illustrated over the Southern 
Andes. (a) Unsmoothed orography on A-grid h(A) (see text); (b) Smoothed orography 𝐴𝐴 ℎ(𝐴𝐴) . Amount of smoothing applied 
is equivalent to convolution with circular conical kernel with a smoothing radius Rsm ≈ 180 km. This smoothed orography 
is conservatively regridded to give the lower boundary elevation for 0.9° × 1.25° Whole Atmosphere Community Climate 
Model (WACCM). (c) Unresolved orography h′(A) on A-grid. (d) End-result of Ridge Finding Algorithm (RFA). Color 
shading shows mean ridge height estimate from the RFA on 0.9° × 1.25° grid. Black lines show length and orientation of 
diagnosed ridge crests.
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which for the feature shown in Figure B2b is ≈1,140 m. Visual inspection of hr and θr returned by the RFA 
compared with maps of h′(A) suggests that these quantities are well captured globally.

The first stage of the RFA results in an accumulation of (a1i, b1i) points along ridge crests in the A-grid. In addi-
tion to an orientation θr and estimated obstacle height hr, each point is also associated with an obstacle width 𝐴𝐴 𝑟𝑟 , 
along-ridge length lr, and ridge “quality” 𝐴𝐴 𝑟𝑟 , the fractional variance explained by the ridge. There is significant 
redundancy in the sense that multiple (a1i, b1i) points may cluster over the same feature.

In the second stage of the RFA the features at (a1i, b1i) points are thinned spatially using a function of hr, lr, and 
𝐴𝐴 𝑟𝑟 to select the “best” feature in regions with dimensions 𝐴𝐴 ∼𝑅𝑅sm∕

√

2 . The surviving features are then aggregated 
into 16 directional bins within each model grid box according to the θr of each feature. In this analysis only the 
bin with the highest value of Ar = hr lr is used. These are the features plotted in Figure B1d.

Appendix C: Data Sets
As discussed in Section 3, we compare the WACCM 𝐴𝐴 �̂�𝑇  with COSMIC satellite measurements and ERA5 reanal-
ysis data which are briefly summarized in this section, together with the method to derive the gravity wave 
temperature perturbations from the temperature fields of each data set.

C1. COSMIC

COSMIC (Rocken et al., 2000) provided high-precision global positioning system-based radio occultation meas-
urements of temperature and humidity with an uncertainty of less than 1 K (Scherllin-Pirscher et al., 2011). Since 
the measuring satellite in low-Earth orbit could receive signals from whichever Global Positioning System (GPS) 
satellite is in its view, the profiles are scattered irregularly in time and location on Earth. COSMIC provided nearly 
global coverage each day with higher density in the mid-latitudes (L. Wang & Alexander, 2010). Additionally, 
the vertical resolution of about 1 km for wave observations makes the measurements suitable for investigation of 
gravity waves in the atmosphere (e.g., Scherllin-Pirscher et al., 2021; Schmidt et al., 2016). The measurements are 
reliable in the stratosphere up to 38 km altitude (L. Wang & Alexander, 2010) and the mission covered the period 
from mid 2006 to mid 2020. Horizontal resolution is limited to about 100 km due to LOS integration in the limb-
like viewing geometry which makes GPS radio occultation measurements sensitive to horizontal wavelengths 
larger than about 200 km (e.g., Kursinski et al., 1997). Depending on the orientation of the gravity wave to the 

Figure B2. Sample ridge analysis. (a) Section of unresolved orography h′(A) in the Southern Andes centered near 73.4°W, 
50.4°S. The plot is shown in scaled gnomonic coordinates (a, b) on the southern face of a cubed sphere. The direction of true 
north near the center of the domain is indicated by the thick arrow. The (a′, b′) axes indicate a clockwise rotation of 112.5°. 
The box shows the domain used in the variance analysis. (b) Ridge elevation profile. Blue line shows b′-averaged elevation 
profile as a function of a′ for the box in (a).
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LOS, shorter scale gravity wave amplitudes are underestimated by radio occultation measurements, as described 
for example, by Schmidt et al. (2016).

In order to derive gravity wave properties from the COSMIC temperature measurements, it is necessary to 
separate planetary waves, such as Kelvin and Rossby waves, from the gravity waves of interest here. We apply 
the method by L. Wang and Alexander (2010) to the COSMIC measurements which consists of a binning of 
the data to a 15 × 10 longitude-latitude grid for each level (≈1,600 × 1,100 km 2 at the equator), applying a 
longitude-dependent Stockwell-transform (Stockwell et al., 1996) to each altitude and latitude bin, interpolating 
the temperatures back to the profile locations and subtracting this large-scale signal from the original measure-
ments. The coverage of the measurements requires the large-scale temperature to be defined by zonal wavenum-
bers 0–6 (L. Wang & Alexander, 2010). Thus, this removes the largest wavelengths from the temperature, but 
remnants of planetary waves might still remain in the resulting temperature perturbations. As suggested by L. 
Wang and Alexander (2010), we bin the temperatures on a daily basis, but we use a sine fit or (where both are 
impossible) a nearest neighbor interpolation with four neighbors to fill remaining gaps. We use the “wet” temper-
ature profiles which account for humidity and can therefore be used at lower altitudes than the dry retrievals.

C2. ERA5

Since publication of the fifth generation reanalysis product by ECMWF ERA5 (Hersbach et al., 2020), it has been 
shown that it is able to directly resolve a large fraction of gravity waves (Dörnbrack, 2021; Dörnbrack et al., 2022; 
Kaifler et al., 2020) although it will be missing or underestimating amplitudes of short horizontal wavelength 
OGW (Hoffmann et al., 2017; Kruse et al., 2022). Therefore, it is suitable as a reference for gravity wave studies. 
In contrast to satellite measurements, it provides hourly global coverage.

In the method by Dörnbrack et al. (2022), gravity wave temperature perturbations are extracted from the ERA5 
data by removing a large-scale field by filtering via triangular truncation at total wavenumber 21 (T 21) from 
the full spectral resolution output of ERA5. This ensures that the temperature perturbations consist of horizontal 
wavenumbers larger than 22, that is, wavelengths smaller than about 1,000 km at 60°S/N (Gupta et al., 2021). The 
horizontal grid spacing of 0.28125° (≈25 km) and an effective resolution of 6 times the grid length means that 
only wavelengths larger than about 150 km are reliably represented.

Gravity waves in ERA5 have been shown to be resolved up to 1 hPa although gravity waves are damped in the 
model starting at lower altitudes to avoid unphysical effects at the model top (Ehard et al., 2018). In addition, 
clear wave signatures can be expected in the stratosphere only because tropospheric signatures are dominated by 
mesoscale modes such as flow over mountains or weather systems. In order to minimize both effects, we limit 
our analysis to pressure levels between 5 and 100 hPa, which corresponds roughly to the altitude range from 14 
to 34 km.

Data Availability Statement
COSMIC data are downloaded from UCAR COSMIC Program (2006). ERA5 data are downloaded using the 
Climate Data Store (CDS) API (Hersbach et al., 2017). Model simulation data and the scripts used to create 
the figures are available online (Weimer et  al.,  2023) using the following link: https://www.acom.ucar.edu/
DOI-DATA/dkin/JAMES_Weimer_2022. The model code (software) modifications to add the parameterization 
to the published version of CESM2.1.1 (see Danabasoglu et al., 2020) can also be found using this link.
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