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Abstract—The Time Domain Passivity Approach (TDPA) has
been accepted as one of least conservative tools for designing
stabilizing controllers in haptics and teleoperation, but it still
suffers from conservatism because it is based on passivity.
Additionally, high-frequency, immediate control actions lead to a
degradation of transparency. In this paper, we propose a method
to relax the conservatism of haptic interaction and enhance stable
impedance range while maintaining high transparency. Based on
the observation of energy exchange behavior in pressing and
releasing paths in haptic interaction, we introduce an energy
cycle as a completion of a pressing and releasing path. With
this new concept, we compare the energies at the end of each
energy cycle to estimate the energy generation and inject adaptive
damping to regulate it over upcoming cycles. Because we wait
a pressing-releasing cycle is completed, we allow energy to be
generated, but we regulate the amount of generated energy over
upcoming cycles by injecting adaptive damping. In this way,
we perform low-frequency control actions on system dynamics.
These in turn enable us to achieve high transparency. We show
the validity of the proposed approach through several simulations
and experiments, and show that it enhances the stable impedance
range and transparency compared to the TDPA.

Index Terms—Passivity, haptic interaction, transparency.

I. INTRODUCTION

AMONG the five sensory human sensory modalities, haptic
sensation is one of the most vital senses that we have.

It helps us to locate objects, understand surface textures, and
even can guide people, who have visual impairment, such as
reading a book with their finger following the braille or walk-
ing on the street by feeling the tactile paving on pavements.
Also, haptic feedback, in robotics, gives better controllability
and manipulability to users, who might be performing tasks in
Virtual Environments (VEs) or teleoperating a robot, because
users feel the interaction forces and torques [1].

However, rendering these interaction forces and transferring
them to user are not without challenges. A general haptic inter-
action loop consists of both mechanical and virtual elements,
which include the human operator, haptic interaction device,
and VE [2]. While the continuous elements, namely human op-
erator and the mechanical parts of the haptic interaction device
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Fig. 1: Force-Displacement plot of virtual spring, showing
pressing and releasing paths under the effect of Zero-Order-
Hold. During the pressing path energy is being stored in the
virtual spring, in the releasing path, energy is being released.
An energy cycle is defined as completion of a pressing and
releasing path.

are assumed to be passive in the range of frequencies that we
deal with, the VE exhibits active behavior due to discretization,
quantization, and Zero-Order-Hold (ZOH) effects [3].

While discretization involves sampling the data at constant
time intervals, quantization can be thought of as sampling in
amplitude. Both of these effects can lead to energy being
generated (also referred to as energy leaks [4]) as shown
in Fig. 1, which can potentially lead to instability, and thus
endanger the illusion of reality if it is not dissipated by the
intrinsic damping of the device, human arm damping [5], or
a stabilizing controller.

To ensure stable haptic interaction, the widely used passiv-
ity property, while sufficient for stability, introduces conser-
vatism, leading to performance degradation. Key factors defin-
ing haptic interaction performance are the stable impedance
range (also depicted as Z-width [6]) and transparency. While
impedance range refers to the bandwidth of stably renderable
impedances, transparency is how well this rendering is per-
formed or how realistically users perceive the VE, i.e., the
illusion of reality. Stabilizing a system often compromises
transparency, particularly when passivity is employed. In other
words, stability and transparency are conflicting objectives [7].

A. State of the art

There are various analytical methods that investigate the
possible virtual stiffness values that can be passively or stably
rendered in haptic interaction. For the first time Colgate
and Brown [6] revealed the dynamic range of achievable
impedances, so called Z-width, that a haptic display can
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render. They investigated the influence of velocity filtering,
intrinsic dynamics, and sampling on the Z-width. Later Hulin
et al. [5], [8] considered the influence of human operator,
time delay, and physical damping and revealed passivity and
stability boundaries. Abbot and Okamura [9] and Diolaiti et
al. [10] thoroughly investigated the effects of discretization
and quantization on virtual wall passivity and both research
groups found the same condition for passive VE.

Various stabilizing control techniques have been devel-
oped to ensure stable haptic interactions and enhance ren-
derable impedances. Colgate et al. proposed a virtual cou-
pling method [11] with empirically tuned constant damp-
ing for dissipating excessive energy, while Hannaford and
Adams extended this method to two-port networks, deriving
optimal virtual coupling parameters based on haptic device
dynamics [12].

Hannaford and Ryu introduced the Time Domain Passivity
Approach (TDPA) to ensure passive haptic interactions by
injecting adaptive damping, when necessary [13]. TDPA em-
ploys a Passivity Observer (PO) to monitor energy input-output
and a Passivity Controller (PC) to inject adaptive damping
based on energy generation. While TDPA is considered less
conservative, it still exhibits conservatism due to its adherence
to passivity, which would not allow any energy generation.
Therefore, TDPA dissipates any generated energy detected by
the PO and instantly activates a virtual damper that may excite
high-frequency oscillations. They can lead to chattering, and
thus destroy the illusion of reality [13]. Moreover, TDPA cuts
down on user-perceived force, degrading transparency, and has
limitations such as energy accumulation in prolonged interac-
tions with passive VE regions and high adaptive damping in
low-velocity interactions [13], [14].

B. Contributions

Previous studies usually sacrifice transparency to ensure sta-
bility in haptic interaction. Therefore, the main challenge was
to enhance stable impedance range while having a transparent
interaction. In this paper, we present a way out of this trade-
off by introducing a method to ease the conservatism of haptic
interaction with VEs. Our approach involves allowing energy
generation without exciting high-frequency modes on system
dynamics to achieve both high transparency and stability.
We focus on the energy exchange occurring during pressing
and releasing paths in haptic interaction, introducing energy
cycles as the completion of these paths. Unlike TDPA, which
considers passivity to guarantee stability, we present a novel
concept that compares energies at the end of each energy cycle
and injects adaptive damping over the respective upcoming
energy cycle to regulate the generated energy. Because we
wait till a pressing and releasing path is completed to reg-
ulate the generated energy, we allow energy generation over
energy cycles. However, we regulate these generated energies
over upcoming energy cycles by adjusting adaptive damping
until generated energy is depleted i.e., system converges.
This results in low-frequency modifications on the system
dynamics, achieving a stable and transparent haptic interaction.
In summary, we propose a less conservative stabilization

Fig. 2: A haptic interaction loop with adaptive damping α.
Human operator (HO) touches the VE by using a haptic device
(HD), Fh is the human force, Fwall is the VE reaction force,
m is the inertia of the haptic device, k is the stiffness of the
VE.

approach, which in experiments can stably render up to 20
kN/m using Omega.7 haptic device as well as maintain high
transparency. As opposed to TDPA, our approach is free
of energy accumulation, low velocity and chattering issues.
Furthermore, similar to the TDPA, it does not require any
dynamic parameter of the system to be known.

C. Organization of the Paper

Section II provides a brief review on TDPA. The proposed
approach is detailed in Section III, with virtual wall rendering
simulations in Section IV. Experimental validation and a
comparison with TDPA are in Section V, while stability is
discussed in Section VI. Section VII concludes the study.

II. TIME-DOMAIN PASSIVITY APPROACH

TDPA consists of two elements, as briefly mentioned earlier,
PO and PC. PO is used for monitoring energy input-output to
the system, PC is used for injecting adaptive damping to ensure
system maintains passivity all the time. In fact, to show the
energy flow, for PO, we usually model a system as a network
since it makes easier to understand the causality.

Assuming the initial storage of the system is E(0), the one-
port network is passive if and only if∫ t

0

f(τ)v(τ) dτ + E(0) ≥ 0, ∀t ≥ 0, (1)

where f and v represent for force and velocity, respectively.
According to (1), energy supplied to a passive network must
be greater than negative E(0) for all time [15]. The typical
haptic interaction system comprises human operator, haptic
interface, and VE. Both input and output variables of these
elements can be measured and (1) can then be computed in
real time at each time step.

Power flow is defined by discrete power conjugated pairs
in a computer-controlled system. During one sampling time,
the observed energy can be estimated to check the passivity
of one-port networks. The observed net input energy by PO
can be estimated as follows:

Eobs(n) = ∆T

n∑
i=0

f(ti)v(ti) (2)

where ∆T is the sampling period and ti = i × ∆T . If
the observed energy is greater than zero, it indicates that
the system does not generate energy. If there is a moment
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that observed energy becomes smaller than zero, it indicates
that the system generates energy. Because we are aware
of the amount of generated energy, we can dissipate that
excessive energy by injecting appropriate PC depending on
input causality [13].

As per causality of an one-port network, PC can be either
of impedance or admittance type. In impedance configuration
(what we focus in this work), velocity is maintained across
network ports while a damping force is added to dissipate the
energy. The adaptive damping gain for impedance causality is

α(n) =

{
−Eobs(n)/(∆Tv(tn)

2) Eobs(n) < 0
0 Eobs(n) ≥ 0

(3)

III. PROPOSED APPROACH

While TDPA is considered less conservative among
passivity-based methods, it still relies on passivity condi-
tions for stability and does not allow for energy generation.
TDPA instantly dissipates any generated energy and cuts
down the user-perceived force with high-frequency control
actions, causing sustained vibrations and potential instabilities,
especially in systems with fast dynamics, e.g., high stiffness
rendering. Consequently, achieving both high impedance range
and transparency in haptic interaction becomes challenging.

However, allowing energy generation while maintaining
stability enables a higher impedance range and more transpar-
ent haptic interaction. Based on the observation of pressing
and releasing paths during haptic interaction (Section III-A
will highlight this important observation on the energy ex-
change in Human-Robot Interaction (HRI) tasks), we introduce
two different concepts, namely energy exchange and energy
cycles. These concepts provide two advantages—permitting
energy generation during interaction in contrast to passivity
and regulating this energy smoothly through low-frequency
modifications. Consequently, rendering high stiffness values
becomes achievable while maintaining high transparency in
the interaction.

A. Energy Exchange

In HRI, we generally experience repetitive in-out motion
that leads to continuous storing and releasing energy e.g.,
energy is being transferred from one component to another. In
haptics, energy exchange happens between Human Operator
(HO), Haptic Device (HD), and VE while in teleoperation
energy exchange occurs in the order HO, HD, communication
channel, remote device and finally environment and is reflected
back to HO in the reverse order for both cases. The question
for us was how should we understand the energy exchange in
these systems and deduce a meaningful outcome?

In networked systems, a positive sign of the product of
power-conjugate pairs means that energy is being stored in the
system, and a negative sign signifies that energy is being re-
leased from the network. From the difference between released
and stored energy, the amount of energy being generated or
dissipated can be derived.

A human operator interacting with a VE using a haptic
device is illustrated in Fig. 2. Basically, the HO pushes with
the force Fh on a HD, which has an inertia m and hence gains

a velocity v. Once the difference between the HD position x
and the virtual wall position xwall is smaller than zero (i.e.,
xerr = x − xwall), the HO feels a reaction force Fwall. The
governing equation of the illustrated system (when there is no
damping) is written as

ẍ = v̇ =
Fh − Fwall

m
, (4)

where

Fwall =

{
−kxerr xerr < 0
0 xerr ≥ 0

(5)

Once we look at the energy behavior of the VE in Fig. 2,
we see that energy storage starts with the pressing path.
Basically, the virtual spring stores energy in this stage, so the
VE experiences positive power. Then, energy release starts
with the releasing path in which the virtual spring releases its
stored energy, resulting in the VE experiencing negative power.
Note that the HO does not necessarily interact with the VE
in a specific pattern to produce pressing and releasing paths.
The nature of the haptic interaction with the VE usually leads
to multiple pressing and releasing paths. The total energy of
the VE can be written as

Etot = Esto + Ediss + Egen, (6)

where Esto is the energy stored by the spring, Ediss is the en-
ergy dissipated by the damping of VE, HD, and HO, and Egen

is the energy generated due to effects such as discretization and
quantization. In stable systems, energy storing and releasing
continuously follow each other until the system reaches its
equilibrium point i.e., system does not have any energy to
release. In this work, in the sense of energy exchange, we aim
to estimate Egen to achieve stable haptic interaction.

B. Energy Cycle

The phenomena that we called as ’energy exchange’ leads
us to define energy cycles. We name the completion of a
pressing and releasing path as an energy cycle (see Fig. 1).
Upon completion of a pressing and releasing paths, we can
refer to this as one energy cycle being completed. Based on
the energy levels at the end of each energy cycle, we could
estimate energy generation Egen. Thereby, if we detect any
generated energy, we inject adaptive damping over the next
cycle in order to smoothly regulate energy generation over
upcoming energy cycles. In addition, adaptive damping can
be adjusted over each energy cycle depending on the amount
of generated energy.

The naive idea of defining energy cycles is to investigate
when the position error (xerr) of the system becomes zero. In
general, however, the haptic interaction leads to a displacement
so that convergence takes place inside the virtual wall. To
detect energy cycles, we have to find the moment when the
power sign changes from negative to positive – the energy
releasing phase ends and energy storing phase starts. The
primary goal is to pinpoint this moment in time. Fig. 3
illustrates typical position, energy, and power signals during
haptic interaction with a virtual wall (i.e., system in Fig. 2
with no adaptive damping).
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Fig. 3: (a) Displacement of VE (of system in Fig. 2) with k = 3 kN/m, b = 0 Ns/m, (b) Power and, (c) energy behavior of
virtual spring. When power positive, energy stored in the spring (green area), and when it is negative energy releasing from
the spring (red area). Due to effects such as discretization and quantization, energy is generated (purple area) at the end of
each energy cycle.

Fig. 4: The time-window in order to avoid fault detection of
energy cycles.

During the pressing path, positive power signifies energy
storage, and during the releasing path, negative power indicates
energy release. The cycle repeats until the system converges
or diverges. The ZOH effect (see Fig. 1) causes the released
energy to exceed the stored energy, leading to active behav-
ior. The amount of generated energy Egen is the difference
between the energies at the end of subsequent energy cycles,
which is illustrated in Fig. 3c and can be calculated as

Egen,n = En − En−1, (7)

where En−1 and En are energies at the end of the (n− 1)th
and nth energy cycles, and Egen,n is the generated energy
at the end of the nth cycle. As generated energy may vary
across cycles, adaptive damping adjusts to regulate it. Utilizing
Egen,n, we calculate the required adaptive damping for the
(n+ 1)th cycle to regulate energy generation (see Fig. 3c) as

αn
c = αn−1

c +
−Egen,n∑n
n−1 v

2∆T
, (8)

where αn
c is the adaptive damping that is calculated at the end

of nth cycle for the (n+1)th cycle, αn−1
c is adaptive damping

from the previous energy cycle ((n − 1)th), v is the velocity,
∆T is the sampling period. Our virtual wall equation with
adaptive damping αc shown in (9).

Fwall =

{
−kxerr − αn

c ẋerr xerr < 0
0 xerr ≥ 0

(9)

The calculation of adaptive damping in our approach is akin
to TDPA with one major difference. In TDPA, the damping
force is designed to immediately dissipate the observed en-
ergy as soon as it exceeds a threshold value, which leads
to high-frequency control actions. In contrast, our approach
computes the necessary damping at the end of each energy
cycle, modifying system dynamics for the following cycle.

Fig. 5: Noisy energy signal with some incorrectly detected
energy cycles (red). Upon detection of an energy cycle, the
time window compares it with two previous and future steps
energy values (green) whether it is true an energy cycle.

This distribution of adaptive damping effects throughout the
complete energy cycle makes our controller less aggressive
than TDPA, eliminating chattering. Moreover, as our method
observes energies only at the end of cycles, it avoids energy
accumulation.

C. Time-Window

Although detecting energy cycles theoretically seems
straightforward, in practice, it poses challenges. Accurate
detection of cycles, especially at the end of each releasing
path, requires careful monitoring of power sign changes. The
noisy nature of power conjugate pairs, force and velocity,
due to integration and digital computations in the discrete
domain complicates this process. Initial attempts using power
sign changes led to faulty cycle detection, as small and
noisy changes were erroneously considered as energy storing
and releasing behavior (see Section V Fig. 7). These noisy
power signal changes, resulting from digital computations, do
not accurately represent actual pressing and releasing paths.
Therefore, a method needs to be developed to prevent incorrect
detection of energy cycles caused by the noisy power signal.

In order to avoid false detection, we utilize so called time-
window technique, similar to the one in [16]. In our time-
window technique (see Fig. 4), we save the energy values
within some previous and future steps and we know that after
actual energy releasing occurs, energy storing should start for
the sake of energy exchange. We can monitor whether this
condition is satisfied by comparing the energy values that we
saved in the time-window. Note that the time-window does not
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act as a low-pass filter, which would change the magnitude
of the signal. To show how time-window approach works, a
scenario is illustrated in Fig. 5 with a noisy energy signal.
After detecting an energy cycle, time-window compares it
with previous and future steps energy values (green points
in Fig. 5). The following condition must be satisfied so that,
e.g. in the case of En−1, an actual energy cycle is completed:

. . . Et−2
n−1 > Et−1

n−1 > Et
n−1 < Et+1

n−1 < Et+2
n−1 . . . (10)

where Et−2
n−1 and Et−1

n−1 are two time steps previous, and
Et+1

n−1 and Et+2
n−1 are two time steps future energy values. For

the sake of energy exchange, energy should decrease (releasing
path) before actual energy cycle, and increase (pressing path)
after it. Therefore, the time-window eliminates En−3, En−1,
En+1, and En+3, but selects En−2, En, and En+2 as actual
energy cycles.

Due to the time-window, the injection of the adap-
tive damping would be delayed as amount of future steps
for each energy cycle. In this respect, the delayed damping
that is injected in the nth energy cycle is applied until
(n+ 1)th energy cycle adaptive damping injected. Therefore,
the delay of adaptive damping in the current energy cycle
would be compensated in the upcoming energy cycle.

If the upcoming energy cycle’s velocity profile significantly
differs from the current one, adaptive damping may not suffi-
ciently dissipate energy. Increasing the time-window size exac-
erbates this dissipation shortfall. Despite the method focusing
on regulating energy generation at cycle ends, the system’s
convergence time would be prolonged due to dissipation defi-
ciency. This relation is crucial in determining the time-window
size.

Based on our observation the actual sign change of power
signal happens in one or two steps in 1 ms sampling period.
The determination of the size of the time-window depends on
the sampling period and noise level of the force and velocity
signal, and the total inertia of the haptic device during the
interaction with the HO. In this stage of our work, the size of
the time-window is determined heuristically. The size of the
previous and future steps may be different, but it seems advis-
able to use the same size to obtain a symmetrical comparison,
as in Fig. 5.

IV. SIMULATING VIRTUAL WALLS

We conducted simulations to illustrate the working princi-
ple and feasibility of our approach, testing it under various
virtual wall conditions. Fig. 2 demonstrates a general haptic
interaction case, while Fig. 3b and 3c display the energy and
power behavior of this haptic interaction system. Due to the
active nature of a typical virtual spring, energy values at the
end of each energy cycle decrease, as shown in Fig. 3c. This
is because the released energy surpassing the stored energy.
Without injecting the necessary adaptive damping to regulate
generated energies at the end of each cycle, oscillations occur,
disrupting the illusion of reality for haptic interaction.

The haptic system in Fig. 2, with the proposed controller,
applies damping when Egen is detected at the end of an energy

cycle, regulating energy generation in the next cycle (using
(9)). Engaging our controller injects damping at the end of
each energy cycle, preventing released energy from exceeding
stored energy which regulates released energy from becoming
bigger than stored energy i.e., it regulates energy generation
as shown in Fig. 6. Two simulation sets demonstrate the
approach. In the first set (Fig. 6a, 6b, 6c), a virtual spring
(k = 3 KN/m) without additional damping (0 Ns/m) achieves
stable haptic interaction with the engagement of adaptive
damping. In the second set (Fig. 6d, 6e, 6f), maintaining
the same virtual spring, negative damping (−1.0 Ns/m) is
added after 0.2s to demonstrate the approach’s robustness. The
method successfully regulates energy generation, converging
position in both sets.

V. EXPERIMENTS

We tested the validity of the proposed method using an
Omega.7 haptic device with different stiffness conditions of
the VE. In the current stage of our research, we only tested the
proposed approach with single axis to show the core working
concept. A virtual wall is placed on the xy plane (parallel to
device base), so HO approaches to the virtual wall in the −z
axis. The Omega.7 haptic device can render 8 kN/m without
any external passivation approach. Therefore, we set the virtual
spring stiffness k = 12 kN/m, which is higher than the upper
limit of the device.

As we experimented single-dof (degree of freedom) haptic
interaction, the power signal was noisy similar to what we
simulated in the previous section. The noisy power signal leads
our algorithm to detect false sign changes as energy cycles as
shown in Fig. 7, resulting in false adaptive damping adjust-
ments. Typically, this causes system instabilities as adaptive
damping adjustments are not grounded in true energy cycles.
To address this, we activate the time-window alongside our
algorithm.

Position and energy signals are shown in Fig. 8 with the
time-window in operation. Time-window uses two steps of
previous and two steps of future energy values to determine
actual energy cycles. The width of the time-window is deter-
mined experimentally. As power sing changes occurs in one
or two steps in 1ms sampling period, we agreed on total five
steps of time-window (two steps previous, two steps future,
and the current value) is appropriate for various VEs (e.g.
various stiffness values).

Without a controller (Fig. 8), users experience oscillations,
preventing stable interaction. To validate our method, we
conducted experiments with varying virtual wall stiffness using
the Omega.7 haptic device. In the first set (Fig. 9a, 9d, 9g, 9j),
stable interaction is achieved with k = 12 kN/m; the controller
adjusts adaptive damping for energy cycle regulation. In the
second (Fig. 9b, 9e, 9h, 9k) and third (Fig. 9c, 9f, 9i, 9l) sets,
energy cycles are bounded to previous ones due to adaptive
damping adjustments. The proposed method ensures stable
interaction up to 20 kN/m.

To compare with TDPA [13], an experiment with k = 12
kN/m is conducted (Fig. 10). Despite TDPA not allowing
energy generation below zero threshold, it fails to maintain



IEEE TRANSACTIONS ON HAPTICS , VOL. XX, NO. XX, XXX 202X 6

0 0.2 0.4 0.6 0.8 1

Time [s]

-20

-10

0
x

e
rr

 [
m

]

10
-3

(a)

0 0.2 0.4 0.6 0.8 1

Time [s]

-0.2

0

0.2

0.4

E
n
e
rg

y
 [
m

J
]

Net Energy

Energy Cycles

(b)

0 0.2 0.4 0.6 0.8 1

Time [s]

0

1

2

3

A
d
a
p
ti
v
e
 D

a
m

p
in

g
 [
N

s
/m

]

(c)

0 0.2 0.4 0.6 0.8 1

Time [s]

-20

-10

0

x
e
rr

 [
m

]

10
-3

(d)

0 0.2 0.4 0.6 0.8 1

Time [s]

-0.2

0

0.2

0.4

E
n
e
rg

y
 [
m

J
]

Net Energy

Energy Cycles

(e)

0 0.2 0.4 0.6 0.8 1

Time [s]

0

1

2

3

A
d
a
p
ti
v
e
 D

a
m

p
in

g
 [
N

s
/m

]

(f)

Fig. 6: Simulation results of interacting VE with k = 3 kN/m with inertia of HD is m = 0.5 kg for (a) position, (b) energy,
and (c) adaptive damping. Upon detection of generated energy, ’Egen’, adaptive damping is engaged and it is prevented energy
generation over the upcoming cycles, hence position starts to converge. For the set of (d), (e), and (f) virtual spring was set to
k = 3 kN/m but after 0.2 s an additional constant negative damping (−1 Ns/m) is engaged to the system to show the robustness
of the proposed controller.

Fig. 7: Experimental result without time-window. There are
multiple incorrect detections of energy cycles, which breaks
the illusion of reality.

(a)

(b)

Fig. 8: Experimental result with k = 12 kN/m without
proposed controller.

stability with the applied stiffness value due to its high-
frequency modification nature. Waiting until energy crosses
zero threshold results in instant modifications, preventing
stable interaction with fast dynamic ranges i.e., high stiffness
values.

Examining the energy signal in Fig. 9, the proposed ap-
proach differs from passivity-based methods such as TDPA. It
permits energy generation below the zero threshold by regulat-

ing energy between energy cycles, relaxing the conservatism of
haptic interaction. This improvement allows rendering stable
high stiffness values, reaching up to 20 kN/m. Additionally,
unlike TDPA (Fig. 10d) the proposed approach achieves
transparent interaction, as demonstrated in Fig. 11. Displayed
stiffness, which is the ratio of virtual wall force Fwall over
displacement error xerr, converges to desired stiffness, while
maintaining stable high stiffness rendering.

VI. STABILITY OF PROPOSED APPROACH

The proposed controller deviates from the established pas-
sivity condition as it actively generates energy. We demonstrate
stability of the system in Fig. 2 by constraining the generated
energy within a finite range, preventing from escalating in-
finitely. Consequently, the proposed controller achieves stabil-
ity in the context of Input-to-State Stability (ISS) [17], [18].
Consider the scenario where the energy produced by a system
can be constrained by the summation of the square of velocity
multiplied by a negative constant

Tn∑
T1

Fwallẋerr∆T ≥ −αmax

Tn∑
T1

ẋ2
err∆T, (11)

which implies that we can posit the existence of a consis-
tently finite digital damping value αmax [5] that serves to
dissipate the energy generated by the system. The lower and
upper bounds of the

∑
operation refer to start and end of

the corresponding energy cycle and their time stamps. The
produced energy for the upcoming energy cycle (n+ 1)th is

Tn∑
T1

Fwallẋerr +

Tn+1∑
Tn+∆T

(Fwall − αn
c ẋerr)ẋerr ≥

− αmax

Tn∑
T1

ẋ2
err − αmax

Tn+1∑
Tn+∆T

ẋ2
err.

(12)
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Fig. 9: Results of the experiments with different virtual spring values using proposed method. The first row stands for positions
(xerr with xwall = 0), the second row is for energy (Etot), the third row is for adaptive damping (α), and the fourth row is for
force (Fwall). Each column represents an experiment. In the first experiment [(a), (d), (g), (j)] k is set to 12 kN/m, in second
experiment [(b), (e), (h), (k)] k is set to 18 kN/m. and in the third experiment [(c), (f), (i), (l)] k is set to 20 kN/m.

where (Tn+∆T ) is the starting time-stamp of the nth energy
cycle. Then, the produced energy until (n+1)th energy cycle
becomes

Tn+1∑
T1

Fwallẋerr ≥ −αmax

Tn∑
T1

ẋ2
err−

λ1︷ ︸︸ ︷
(αmax − αn

c )

Tn+1∑
Tn+∆T

ẋ2
err. (13)

And it is calculated for (n+ 2)th cycle as
Tn+2∑
T1

Fwallẋerr ≥ −αmax

Tn∑
T1

ẋ2
err − λ1

−

λ2︷ ︸︸ ︷
(αmax − αn+1

c )

Tn+2∑
Tn+1+∆T

ẋ2
err.

(14)

Finally, for the (k + 1)th cycle (k ≥ n), it holds
Tk+1∑
T1

Fwallẋerr ≥ −αmax

Tn∑
T1

ẋ2
err − λ1 − λ2

. . . . . . − (αmax −
∑

αk
c )︸ ︷︷ ︸

= 0

Tk+1∑
Tk+∆T

ẋ2
err.

(15)

During the interaction, in the worst-case scenario, when energy
is produced in every energy cycle, as in (8), it is expected that
αk
c =

∑k
j=0 α

n+j
c ⇒ αmax as k ⇒ ∞. Thus, (15) becomes

Tk+1∑
T1

Fwallẋerr ≥ −finite. (16)

In the worst-case scenario, with the proposed controller, the
total generated energy (as in (16)) will be lower bounded by
a finite amount of energy and the system remains ISS [19].

VII. CONCLUSION

In this study, we present a method to relax conservatism
in haptic interaction to achieve higher impedance range and
transparency. Based on the energy exchange behavior of haptic
interaction, utilization of energy cycles allow energy genera-
tion, which relax the conservatism of the interaction. Low-
frequency control actions using adaptive damping regulates
energy generation through energy cycles, which enable us to
achieve stability as well as high transparency.

The presented method, unlike TDPA, is free of energy
accumulation and chattering problem, which give it a big
potential to be applied to various systems. Because they exhibit
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Fig. 10: Experimental result for interaction with virtual wall (k = 12 kN/m) using TDPA.
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Fig. 11: Displayed stiffness values of the proposed approach for (a) k = 12 kN/m, (b) k = 18 kN/m, and (c) k = 20 kN/m.

an energy exchange behavior as presented in this paper, the
proposed method can also be applied to time-delayed teleop-
eration and stable rigid contact interaction with admittance-
controlled robots. As a future work, we aim to extend this
approach to interaction with complex VE, multi-dof haptic
interaction and teleoperation. We also plan to work on research
into the reliable detection of energy cycles, specifically by
means of suitable signal filtering.
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