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Abstract
Containerless measurements of the thermophysical properties density, viscosity, and 
self-diffusion by electromagnetic- (EML) and electrostatic levitation (ESL) are com-
pared. The development history of the two techniques is briefly traced. The levi-
tation principles and the measurement techniques for the properties considered are 
discussed. In the case of the density, data measured by both techniques are available 
for a liquid NiTi alloy. The results agree within a systematic error of ± 1 %. The data 
measured in EML exhibit a significant larger scatter. Viscosity data cannot be meas-
ured in ground-based electromagnetic levitation, so the comparison is carried out 
for a NiB alloy investigated in ESL and a classical viscometer. Good agreement was 
found as well. No significant difference is observed in self-diffusion data of various 
systems between different levitation techniques.

Keywords Density · Electromagnetic levitation · Electrostatic levitation · Liquid 
metals · Self-diffusion coefficient · Thermophysical properties · Viscosity

List of Symbols
m, M  Mass of the sample, kg
V  Volume of the sample,  m3

G  Gravitational constant, kg·m·s−2

U  Voltage between the electrodes, V
d  Electrode spacing, m
qe  Charge of the sample, C
B  Magnetic field vector, µH
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F  Lorentz force vector, N
µ0  Vacuum permeability, 1.257 ×  10–6 N·A−2

a  Radius of the sample with an assumed spherical shape, m
δ  Skin depth, m
σel  Electrical conductivity, Ω−1

ωmag  Angular frequency of the magnetic field,  s−1

q  Ratio of skin-depth to radius
Q(q)  Efficiency factor for the force
ρ  Mass density, kg·m−3

P  Heating power, W
H(q)  Efficiency factor for heating
T  Temperature, K
TP  Pyrometer signal, K
TL  Liquidus temperature, K
TP,L  Pyrometer signal at liquidus, K
ε(T)  Integral emissivity coefficient
λ  Wavelength, m
c1  Constant in the Wien-formula, 2.33 ×  103  m2·eV·s−1

c2  Constant in the Wien-formula, 1.438 ×  10–2 K·m
LB(T)  Black body radiance, W·m−3

L(T)  Normal body radiance, W·m−3

R  Sample radius, pixel
φ  Polar angle in the shadow graph
Vp,circle  Pixel volume of the axis-symmetric sample,  pixel3
Vp,real  Pixel volume of the non axis-symmetric sample,  pixel3
Acircle  Cross section of the axis-symmetric sample,  pixel2
Areal  Cross section observed by the second camera,  pixel2
η  Viscosity, Pa·s
l  Oscillation mode number (“Quantum number”)
t  Time, s
τl  Decay time of viscous damping of the mode l, s
τ2  Decay time of viscous damping of the mode l = 2, s
ωl  Angular oscillation frequency of mode l,  s−1

ω2  Angular oscillation frequency of mode l = 2,  s−1

ΔR0  Oscillation amplitude, pixel
R0  Radius of the spherical sample at rest, pixel
Γexp  Damping constant observed experimentally,  s−1

Γvis  Damping constant due to viscous damping,  s−1

Γmag  Damping constant due to the magnetic field,  s−1

Ha  Hartman number
Q  Scattering vector,  m−1

K  Wave vector incoming neutron beam,  m−1

k’  Wave vector scattered neutron beam,  m−1

ΔE  Energy transfer due to scattering, eV
H  Planck constant, 4.135 ×  10–16 eV·s
ℏ  Planck constant divided by 2π, 6.582 ×  10–16 eV·s
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ω  Frequency corresponding to neutron energy transfer during scattering,  s−1

E  Energy of incoming neutron beam, eV
E′  Energy of scattered neutron beam, eV
σ  Scattering cross section,  m2

σc  Coherent scattering cross section,  m2

σi  Incoherent scattering cross section,  m2

dΩ  Small solid angle
S(Q,ω)  Coherent scattering function,  eV−1

Si(Q,ω)  Incoherent scattering function,  eV−1

N  Particle number
G(r,t)  Time dependent pair correlation function,  m−3

Gi(r,t)  Time dependent incoherent pair correlation function,  m−3

GS(r,t)  Self correlation function,  m−3

kB  Boltzmann constant, 8.617 ×  10–5 eV·K−1

r  Particle position, m
D  Self-diffusion coefficient,  m2·s−1

D0  Arrhenius pre-exponential factor of self-diffusion coefficient,  m2·s−1

EA  Arrhenius activation energy of self-diffusion, eV
Is(Q,t)  Intermediate scattering function
Γ1/2  Half width at half maximum,  eV−1

DTi  Self-diffusion coefficient of Ti,  m2·s−1

1 Introduction

Thermophysical properties of liquid melts are crucially important for process design, 
layout, and optimization, as well as for a fundamental understanding of materials 
science [1]. The latter is essential for computer-aided materials design and optimiza-
tion. The importance of the liquid phase becomes impressively clear in view of the 
fact that more than 70 % of all materials are produced under direct involvement of 
the melt [2]. This includes processes such as casting, welding, soldering, or melting 
in powder-based 3D laser printing [3].

Despite successful research carried out on thermophysical properties and pro-
gress made during the past 20  years, systematic data on liquid multicomponent 
melts is still sparse. One reason is the high chemical reactivity of liquid metals and 
ionic liquids at elevated temperature. Thus, in standard container-based techniques, 
a specimen at high temperature is polluted and changes composition due to chemi-
cal reactions with the substrate- or crucible material being in contact with. Conse-
quently, the investigation of such materials with conventional, container-based tech-
niques renders a difficult task, often leading to erroneous results.

Containerless techniques offer an elegant way to bypass this problem [4–9]. They 
have become indispensable for the investigation of liquid metals and other high tem-
perature melts. Containerless techniques offer the additional advantage that liquids 
can deeply be undercooled and investigated in this otherwise inaccessible tempera-
ture range.
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At the current point in time, the following levitation techniques are mainly used: 
aerodynamic levitation (ADL), [4–6] electrostatic levitation (ESL) [7], and electro-
magnetic levitation (EML) [8]. In ADL, the sample is levitated on a gas-stream. In 
ESL, the sample is electrically charged and positioned by the electrostatic forces in 
a static electrical field. In ADL, as well as in ESL, heating of the sample is accom-
plished by an infrared (IR-) laser. In EML, the sample is positioned against gravity 
by Lorentz-forces. Heating takes place inductively. While ADL has become stand-
ard for the investigation of liquid oxides, ESL as a versatile and comparatively new 
platform is well suited for high-temperature refractory materials with low work 
function, so that thermionic emission prevents charge loss at high temperature. 
“Work function” is the minimum thermal energy required to move an electron from 
a bound state inside the material to the vacuum level. In metals, it equals the binding 
energy of an electron at the Fermi-edge.

As oxide materials are not considered in the present work, the following sections 
will deal with EML and ESL only.

EML and ESL provide an environment for the contactless measurements on liq-
uid metals and alloys at high temperature and deep undercooling. Chemically highly 
reactive materials, that are otherwise not accessible, can be processed and investi-
gated, even at high temperature.

In order to exploit this environment for the measurement of thermophysical prop-
erties, EML and ESL must be combined with contactless diagnostic tools for the 
corresponding measurements. It is obvious that the development and integration of 
these tools is the major challenge in this field. They are mostly based on optical 
methods (videometry, spectroscopy) or, sometimes, also on inductive methods.

1.1  Electromagnetic Levitation

Electromagnetic levitation (EML) as a technique for investigation has been available 
since more than 70 years. The concept of EML was proposed in a patent by Muck 
in 1923 [10]. Nearly 30 years later, in 1952, a research group at Westinghouse com-
pany proposed to use EML as a preparation technique for the commercial production 
of extremely pure metals [11]. Although this expectation was not fulfilled, it was 
recognized that EML has an enormous potential as a measurement technique. Ten 
years later, in 1964, Rony and Fromm [12, 13] provided a detailed theory of electro-
magnetic levitation which included an analysis of the acting forces, heat absorption, 
coil geometry, field strengths, and necessary frequency ranges. They also discussed 
the applicability of EML to nearly all metallic elements of the periodic table.

Ground-based thermophysical property measurements were then performed by a 
number of groups. El-Mehairy [14] and Shiraishi [15] published the first, prelimi-
nary density data measured on a number of transition metals.

During the 1990’s, Krishnan measured spectral emissivity and other optical prop-
erties for a number of liquid pure metals and alloys by combining an electromag-
netic levitator with an ellipsometer [16–19].

Brooks [20], Egry [21–24], and others successively enlarged the spectrum 
of properties that can be measured with ground-based EML. A comprehensive 



1 3

International Journal of Thermophysics           (2024) 45:17  Page 5 of 32    17 

overview on recent activities is given in the review by Brillo et al. [8] as well as in 
Ref. [3, 9].

Parallel to the development of EML on ground, activities began aiming to per-
form electromagnetic levitation experiments under microgravity [25]. In contrast to 
ground-based electromagnetic levitation, microgravity offers a number of advan-
tages which are related to the significant reduction of the electromagnetic position-
ing field. Since 1987, a parabolic flight is carried out usually once per year with 
the EML facility “TEMPUS” on board. In the parabolic flight environment, 30 
parabolas are flown per day, organized into blocks of five parabolas, each provid-
ing a microgravity time of approximately 20 s and a quality of the order of  10–2 g. 
From 2004 to 2008, TEMPUS experiments were also performed using the Euro-
pean sounding rocket program TEXUS/MAXUS. Here, the total microgravity time 
is 6 min for TEXUS and 12 min for MAXUS. Usually, the time is shared between 
two experiments. The microgravity quality is of the order of  10–4 g–10–5 g [26].

Experiments were also carried out in outer space where a true micro-g environ-
ment exists. In 1994 [27] and 1997, EML flew on two Spacelab missions, and since 
2014 there is a permanent EML facility installed onboard the Columbus module of 
the International Space Station ISS [26]. The experiments are organized in the so-
called batches consisting of a set of 18 samples. The experiments are carried out at 
night when the astronauts sleep in order to minimize the g-jitter. The quality of the 
microgravity thus achieved is of the order of  10–5–10−6 g.

1.2  Electrostatic Levitation

The concept of electrostatic levitation dates back to before 1977 when development 
of containerless processing techniques was funded by the European Space Agency 
ESA. In these early days, Clancy and Lierke at Batelle Institute in Frankfurt [28–31] 
developed an electrostatic positioner. The device was aimed for processing under 
vacuum conditions and at temperatures up to 1500  °C which they achieved by a 
mirror furnace. Unlike in modern electrostatic levitation, the sample was electri-
cally neutral. The sample was dielectrically polarized by an electrical field. The lat-
ter was generated by four tetrahedrally arranged electrodes to which a voltage of 
approximately 10 kV was applied. As the resulting forces were too weak for levita-
tion against gravity, the positioner was intended to be used under microgravity. The 
first experiment was conducted on a sounding rocket flight in 1988 with an improved 
version which included the use of electrostatic positioning and optical cameras [31].

During the 1980’s and 1990’s, NASA’s Jet Propulsion Laboratory (JPL) car-
ried out a systematic development of the electrostatic levitation technique testing 
different technology demonstrators with different electrode configurations [32, 33]. 
These devices could already be used on ground. Assuming a pair of horizontal elec-
trodes, the condition mg = (U/d)qe had to be satisfied for stable levitation where m 
is the mass of the sample with charge qe, U is the voltage between the electrodes, 
and d is their distance. Typical experimental values were qe = 4 ×  10–9 C, m = 0.1 g, 
U = 15 kV, and d = 1.2 cm. A circular convex top electrode and a matching concave 
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bottom electrode were used to generate a lateral restoring component of the overall 
force which includes the vertical lifting force.

Due to Earnshaw’s theorem, a potential minimum cannot be established with 
electrostatic forces. Therefore, active position control is needed [34].

Modern Electrostatic Levitators have been available since 1993 [7, 29]. Besides 
activities at Japanese Aerospace Center (JAXA) [7], activities in the field of electro-
static levitation also started at German Aerospace Center (DLR) before 2000 [35].

Today, one can observe an increased use of electrostatic levitation. The technique 
is used by groups in the US [36], in Japan [7], in South-Korea [37], in Germany [38], 
and in China [39]. Since 2014, there is also an electrostatic positioner on board the 
international space station ISS [40]. Reasons for its success are that a broad range 
of properties can be measured and that there are no principle restrictions regarding 
the materials class. Every material can be processed that can electrically be charged, 
i.e., metals, ionic liquids and solutions, as well as semiconductors.

2  Techniques

2.1  EML

The principle of EML is based on the induction law, Lenz’ rule, and the Lorentz 
force law. When an electrically conducting material experiences an external mag-
netic field B that changes in time, i.e., an AC magnetic field, eddy currents are 
induced within. These eddy currents produce a Lorentz force F vertical to the gen-
erating magnetic field lines. With a suitable choice of the coil geometry, the sam-
ple can stably be positioned, even against gravity. Simultaneously, the induced eddy 
currents heat and melt the sample.

A photograph of a typical arrangement of a coil-sample-system is shown in Fig. 1. 
A liquid droplet levitates in the center of a water-cooled coil (≈ 1 µH) to which a cur-
rent of approximately 200 A is applied. The frequency is in the range between 200 and 
300 kHz. These parameters correspond to a power of roughly 2 kW–10 kW, 98 % of 

Fig. 1  Photograph of a levitated liquid Cu sample at ≈ 1600 K. The back-light illumination is clearly vis-
ible on the righthand side, as well as the shadow of the sample backscattered on the chamber window on 
the left-hand side. The magnetic field is illustrated by the white lines (Color figure online)
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which is dissipated into the cooling water of the coil. The top winding has opposite 
polarity so that B2 has a minimum in the coil center, see Fig. 1.

The Lorentz force F acting on the sample is given by the following expression [12]:

In Eq. 1, µ0 is the magnetic permeability in vacuum, a is the radius of the sample 
with an assumed spherical shape, and q = r/δ is a dimensionless quantity with 
� =

√
2∕(�0�el�mag) being the skin-depth. �mag is the frequency of the magnetic field 

and �el denotes the electrical conductivity. The effect of the skin-depth is taken into 
account by the analytical function Q(q):

As a necessary condition for levitation, the vertical component of F must compen-
sate the weight of the sample. When ρ is the density of the sample, g its gravitational 
acceleration, and V the volume, Eq. 1 becomes [12]:

It should be noted that the levitation condition does not depend on the mass of the 
sample but rather on the density. Samples with low densities are easier to levitate. The 
other main factor is −∇B2 with which the force scales. The minus sign hereby takes 
Lenz’ rule into account and the F is always directed away from B, i.e., toward the 
center of the coil where B2 is minimum. As a consequence, there is a restoring force 
for sample displacement, so that electromagnetic levitation is intrinsically stable and no 
active position control is needed.

As the sample has finite electrical conductivity, the induced eddy currents experi-
ence ohmic losses so that Joule heating takes place with a power P [12]:

where H(q) plays a similar role as Q(q) in Eq. 1. It takes the effect of the skin-depth 
into account and may be interpreted as an effective efficiency factor for heating.

The right side of Eq. 4 consists of a product of the power density, B2ω/(2µ0) and the 
volume of the sample. Due to the skin effect, the latter is effectively reduced by the fac-
tor H(q) which is given by the following analytical function, already proposed by Rony 
[12]:
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Heating and positioning are governed by the functions Q(q) and H(q) according 
to Eqs. (2) and (5), respectively.

In order to discuss the positioning-heating relation in ground-based electromag-
netic levitation, Eqs. (2) and (5) are plotted in Fig. 2 versus q.

Both functions are zero for q = 0 which corresponds to a perfect insulator or to 
ω = 0. Currents can thus not be induced and neither positioning nor heating occurs. 
On the other hand, for q → ∞, Q(q) > 0 but H(q) = 0. So, for a perfect conductor, 
levitation takes place but there is no heating. Experimentally, it can sometimes be 
observed that very good electrical conductors, such as aluminum, copper, or gold, 
levitate very stably, because of the high positioning force. However, their tempera-
ture may rise slowly making it difficult to reach the targeted temperature at all. In 
contrast, samples with a lower conductivity, i.e., certain alloys or some semiconduc-
tors, exhibit opposite behavior: They may too quickly heat up and melt already on 
the sample holder before the levitation force is sufficiently large. Variation of the 
sample volume as well as changing the kind of the processing gas may enable a 
quick solution.

At moderate values of q, the ratio between heating and positioning can be 
adjusted, within the limits, by changing the frequency and the power of the electro-
magnetic field, the volume of the sample, or by changing ∇B2 through alternative 
coil geometry. As a compromise between heating and positioning, one may adjust 
the system around q-values of roughly 3.3 as marked by the vertical arrow in Fig. 2.

In typical ground-based EML setup, the coil system is placed inside a high vac-
uum chamber. In order to remove gaseous impurities such as water, hydrogen,  O2, 
CO,  CO2,  N2, NO,  NOx, hydrocarbons, and others, the chamber is evacuated prior to 
each experiment to a base pressure of typically  10–6–10–8 mbar. In order to avoid or 
reduce sample evaporation, the levitation experiments are carried out under protect-
ing atmospheres such as 500–900 mbar of Ar or He having purities of at least 6N. 
In order to reduce persistent oxygen impurities, 5–8 vol% of  H2 is sometimes added.

At the beginning of each experiment, the sample is placed on top of a vertical 
ceramic tube located inside the induction coil. A photograph of the setup is shown in 
Fig. 1. Typical coil dimensions are 40 × 15 mm. The sample radius is roughly 5 mm 

Fig. 2  Functions of effi-
ciency factors Q(q) (solid 
line) and H(q) (dashed line) 
versus q = a/δ. Low q-values 
correspond to low electri-
cal conductivity and/or low 
frequency, while large values of 
q correspond to high frequency 
and high electrical conductivity 
[11, 12]
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corresponding to a mass of 0.5–1.5 g. The generator power is slowly increased; when 
the sample begins to levitate, the tube can be removed. Temperatures far above the 
respective melting points are accessible and extreme temperatures of 2000–4000 K 
were achieved already [8]. Deep undercoolings of up to 300 K are also not unusual 
[9]. As a big advantage, reactive metals can be processed, even at high temperature 
or deep undercooling.

In ground-based EML, positioning and heating are not decoupled. Temperature is 
best adjusted by counter cooling of the specimen. To this end, the sample is exposed 
to a weak laminar flow of the processing gas, i.e., Ar or He, admitted via one or sev-
eral small nozzles.

The shape of the sample deviates from that of a sphere [41, 42]. It is flat at the 
top and elongated at the bottom, see Fig. 1. This phenomenon can only partly be 
explained by the geometry of the magnetic field of the cylindrically symmetric coil. 
In fact, fluid flow inside the sample plays a key role [43, 44].

The (magneto-hydrodynamic) fluid flow is driven by the Lorentz force neces-
sary to lift the sample against gravity. It is turbulent in ground-based EML experi-
ments under the correct conditions [41–44]. A turbulent flow inside the sample may 
have some homogenizing effect on temperature and composition. However, under 
unfavorable conditions, it can sometimes cause heavy sample movements like vivid 
translational- or surface oscillations, or fast rotations around any axis [45, 46]. These 
instabilities are only limited by energy dissipation due to shear forces. They may 
become so intense that accurate measurements are no longer possible.

The strong magnetic levitation field also leads to a strong damping of the surface 
oscillations. Together with energy consumption by the turbulent flow, the measure-
ment of the viscosity is not possible under terrestrial conditions [47]. Electromag-
netic levitation has also a number of advantages: It is intrinsically stable. Active 
position control is not needed. EML is tolerant to ambient conditions and a large 
variety of different materials may be processed. The turbulent flow also excites 
spontaneous surface oscillations which is very convenient for surface tension meas-
urements. The method allows access to high temperatures, to broad temperature 
ranges, and deep undercoolings. It allows to process highly reactive materials and is, 
at the present, still the most suitable and indicated technique for the investigation of 
electrically conductive materials, such as liquid metals, alloys, or even semiconduc-
tors, such as Si or Ge [48, 49].

2.2  ESL

The technique of electrostatic levitation is described in great detail in the review 
article by Paradis et  al. [7]. The sample and electrode system are arranged inside 
an ultra-high vacuum (UHV-) chamber. The chamber can be evacuated by a pump-
ing system down to pressure in the  10–8 mbar range. Processing is performed under 
vacuum or sometimes under a dedicated atmosphere, consisting of air, Ar, He, etc.

In order to control the sample position, the specimen is illuminated by two 
crossed expanded positioning laser beams (630 nm). Their shadows are captured 
by two 2-dimensional (2D)-position sensitive Si-photo detectors (PSD). The 
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corresponding signals allow for a full 3D positioning control in a feedback loop 
adjusting the high voltages (4–20 kV) at the individual electrodes on a millisec-
ond timescale.

The feedback loop uses either a PID controller [32, 33, 50] or a sophisticated 
real-time control system resilient to sudden changes in position [35, 51].

In conducting materials, like metals, levitation is initiated by capacity 
charging [7]: When the sample is located at the bottom electrode and a nega-
tive potential is applied to the top electrode, the specimen becomes positively 
charged and starts to levitate. Alternative ways to initiate levitation involve a 
small rod on which the sample with a bore is located initially or a syringe by 
which the already liquid sample is introduced into the field [37].

Heating in electrostatic levitation is independent of positioning and accom-
plished by an IR-laser (25 W–100 W) directed at the sample. In order to reduce 
a temperature gradient and associated Marangoni flow, there are also experiment 
designs where the sample is preferably iso-tropically heated by several IR-lasers 
arranged uniformly around the sample [52].

Charge loss poses a significant challenge to the processing. Charge is lost 
either by evaporation of atoms of sample material or impurities which carry the 
charge with them or by contact with the atmosphere or residual gasses [7]. In 
order to compensate for the charge loss, UV light (Deuterium I, II or a UV-laser) 
radiates the sample and the photo-electron emission process positively recharges 
the samples [7]. However, due to the lack of electrical grounding, the photo-
emission process is hampered by the field-effect of the charge itself.

If the temperature is sufficiently high, charging of the sample by thermionic 
emission will take over. In this case, the experiment has arrived at a parameter 
regime where the sample is self-stabilizing. Thermionic emission is favored by 
a low work function. Thus, electrostatic levitation works particularly well with 
refractory metals, such as Zr, V, Ti, and others [7].

Figure 3 shows a photograph of the electrode system with a levitating metal 
sample. A typical sample diameter is between 1 and 2 mm. The liquid samples 
are typically spherical and there is no turbulent fluid flow. Levitation of larger 
samples with up to 6 mm in diameter is possible, when the electrical fields are 
sufficiently large, i.e., around 40 kV. Such big samples, which are needed in neu-
tron scattering experiments, are no longer spherical [51].

Positioning and heating are decoupled, and no principle or theoretical restric-
tions with respect to the processible materials classes exist. One advantage of 
ESL is the broad number of properties that can be measured with it, as well as 
their expected accuracy [7].

Due to the absence of fluid flow, sample oscillations do not occur spontane-
ously and, where they are needed, must be excited by an external trigger. Posi-
tioning is not intrinsically stable and operation can be very challenging when 
charge is lost due to evaporation or small impurities. Thus, in practice, evapora-
tion poses a major problem with many materials prohibiting their processability 
at all [7].
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3  Diagnostical Methods

3.1  General

The main challenge with levitation techniques consists in the development of 
suitable diagnostics for the contactless measurement of thermophysical proper-
ties. These methods are mainly common for all levitation techniques and thus are 
introduced independently. The current portfolio contains density, surface tension, 
viscosity, self-diffusion coefficient, normal spectral- as well as total hemispheri-
cal emissivity, heat capacity, and thermal- as well as electrical conductivity [53]. 
As a detailed discussion of all these techniques would exceed the volume of this 
paper, we restrict only to density, viscosity, and self-diffusion coefficient. These 
are also those properties, where reliable data have been measured with both tech-
niques. However, while density and self-diffusion coefficient can be measured by 
both, electromagnetic and electrostatic levitation, ground-based measurements of 
the viscosity are only possible in electrostatic levitation. Data are given for each 
of the cases for EML and ESL and a general comparison has been performed.

3.2  Temperature

All levitation methods have in common that also the temperature T needs to be 
measured in a contactless way. There are several methods available. The most 
common one involves an infrared pyrometer and the assumption that the spectral 
emissivity is fairly independent of temperature.

Fig. 3  Photograph of an electrostatically levitated liquid Al sample at ≈  900  K. The sample levitates 
between two electrodes, whereas the top electrode is clearly visible. Smaller electrodes arranged laterally 
below sample provide lateral position control. The opening of the ultra violet light source for re-charging 
the sample is hidden behind it [63]
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The pyrometer is aimed at the sample either from the top or from the side. As the 
sample’s normal spectral emissivity is generally not known, the pyrometer signal 
TP must be recalibrated with respect to the known liquidus temperature TL. For this 
purpose, Wien’s law is formulated for the sample as an assumed black body with 
effective temperature TP at wavelength λ,

and for the sample with real emissivity ε(T) and real temperature T:

In Eqs. 6 and 7, L and LB are the respective radiances of the real sample and the 
assumed black body. c1 and c2 are known constants. TP is chosen such that LB and L 
are equal, i.e.,

In particular, if TL is the liquidus temperature and TP,L is the corresponding 
pyrometer signal, Eq. 8 reads as follows:

Equalizing Eqs. 8 and 9 and assuming that ε is approximately constant over the 
temperature range of interest yield the following simple and well-known relation for 
the correction of the pyrometer signal [16]:

It should also be noted that Eq. 10 does not depend on a specific choice of ε. The 
only requirement is that ε(T) is sufficiently independent of T over the experimentally 
scanned temperature range. For most liquid metals and homogeneous alloys, this is 
indeed a good approximation [16–19, 54]. In the case of demixed alloys, however, 
the surface composition may strongly depend on T and, thus, also the emissivity. In 
such cases, Eq. 10 cannot be used.

In order to understand what changes in ε are acceptable, it is worth to consider 
the precise measurements of Ref. [54] for liquid Ni and Fe. They show that, over a 
temperature range of almost 200 K, the temperature dependence of the normal spec-
tral emissivity is “negligible” which corresponds to a change of ε by -0.014 per K. 
The latter value is equal to the expanded uncertainty of 0.015, i.e., to roughly 6 %.

An example pyrometer record during a typical experiment is shown in Fig.  4. 
Starting with a solid sample and at constant heating power, the observed pyrometer 
signal TP rises until melting begins. At this point, the solidus, a small kink can be 
observed in TP. Some materials also exhibit an apparent drop in temperature due 
to the loss of surface roughness which results in a smaller apparent emissivity, see 
Fig. 4. In the cases of pure metals or congruently melting systems, a constant TP is 
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observed during melting until the sample has fully melted. In alloys with a melting 
range, TP keeps rising during melting but on a much smaller rate. At the liquidus 
point where melting is completed, TP has another kink and rises faster thereafter. 
TP,L is then identified as the value of TP at the point of the slope change. The real 
liquidus temperature TL which is also needed in Eq. 10 is taken from literature or it 
is determined from independent experiments. Knowing TP,L and TL, T can be deter-
mined via Eq. 10.

3.3  Density

3.3.1  Shadowgraph Technique

Density and thermal expansion are measured from the liquid sample by measuring 
its volume. It is usually accomplished by illuminating the sample from one side and 
recording shadow images on the other [55].

The light source is often an expanded laser and the camera is equipped with a 
polarizer and a band pass. The latter assures that only light from the laser is detected. 
A lens and a pinhole (ϕ = 0.5 mm) act together as optical Fourier filters removing 
scattered light and reflections, see Fig.  5. Instead of the laser, an incoherent light 
source can also be used.

The shadow graph principle becomes obvious from the photograph displayed in 
Fig. 1. The light of the expanded laser appears as a red circle on the right side. The 
shadow of the sample is visible in the reflection of the beam at the chamber window 
on the left.

The images are analyzed by an edge detection algorithm which locates the edge 
curve, R(φ). Here, R and φ are the radius and polar angle with respect to the drop 
center. In order to eliminate the influence of surface oscillations on the shape of the 
shadow snapshot, the edge curve is averaged over typically 1000 frames and fitted 
with Legendre polynomials of order ≤ 6 [55].

Fig. 4  Typical temperature 
record during melting. The out-
put signal TP is used to calibrate 
the pyrometer with respect to 
the known liquidus temperature 
TL. TP,L is hereby the pyrometer 
signal at the liquidus point. 
When the sample begins to 
melt, the effective emissivity 
slightly decreases which, in this 
example, results in an apparent 
temperature drop. An ideal (sim-
plified schematic) temperature 
time profile with marked solidus 
(TS) and liquidus (TL) tem-
perature is shown by the inset. 
The vertical dotted lines mark 
solidus and the liquidus [65]
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If it can be assumed that the averaged edge curve corresponds to a body which 
is rotationally symmetric with respect to the vertical axis, the volume of this body 
can be calculated using the following integral [39, 55]:

In Eq. 11, VP,Circle is the volume in pixel units. The subscript “Circle” indicates 
that, on average, the cross section is circular. The real volume V is related to the 
volume in pixel units by a calibration procedure using bearing balls with different 
radii [55]. In electrostatic levitation, these balls are directly levitated. In electro-
magnetic levitation, they cannot be levitated since they would also warm up and 
thermally expand. Therefore, the balls are hung into the coil by suspension fila-
ments. The shadows of the latter are manually removed before the software deter-
mines the volumes of the balls.

The density, finally, is calculated from ρ = M/V, where M is the mass of the 
sample.

The method described here relies on the assumption that, averaged over time, 
the sample is symmetric with respect to the vertical axis. This assumption is nor-
mally fulfilled in electrostatic levitation, where the sample shape can be approxi-
mated by a sphere. It is also easily fulfilled, if experiments are performed under 
microgravity where, due to the isotropy of the acting forces a spherical shape is 
evident as well. In ground-based electromagnetic levitation, the samples are sym-
metrical with respect to the vertical axis, as the coil imposes generally a cylindri-
cal symmetry.

(11)VP,Circle =
2

3
�

�

∫
0

⟨R(�)⟩3sin�d�

Fig. 5  Schematic diagram of the optical setup for density and surface tension measurement: Density is 
measured by the side view camera and, if necessary, with an additional 2nd camera in top view position 
[39]. Surface tension is measured by the top view camera only
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If this assumption is violated, the data exhibit extremely large uncertainties. 
One typical problem in this context is sample rotation which leads to a permanent 
deformation of the sample or static deformation due to misalignment of the coil- or 
electrode system. In principle, this problem can occur with any levitation technique. 
However, due to the strong magneto-hydrodynamic fluid flow, electromagnetic levi-
tation is more often subject to these problems than electrostatic levitation.

In electrostatic levitation, the sample is comparatively small and can be assumed 
to be rotational symmetric, even in the presence of some moderate rotation. The 
number of images averaged does not significantly affect the derived sample volume. 
This holds as long as the viscosity is not so large that deformation of the sample is 
no longer recovered on the time scale of the measurement as in the cases of some 
glass forming alloys below TL.

For electromagnetic levitation, Fukuyama et  al. tried to suppress the flow by 
superimposing a strong static magnetic field of several teslas on the levitation field 
[56, 57]. As a result, nearly all fluid flow is suppressed and the shape of the sample 
is approximately spherical.

Another strategy has been reported by Brillo et al. [39] who added a second cam-
era directed at the sample from the top to the system, see Fig. 5. Over the number 
of recorded frames, this camera determines the temporal average of the horizontal 
cross section < Areal > , while it is assumed in Eq. 11 that this cross section has circu-
lar shape, < Acircl > .

Thus, in the new method, Eq. 11 needs to be corrected by < Areal > :

Thus, the condition of axial symmetry corresponds to Areal/Acircle = 1.
Figure 6 shows data of a heavily rotating  Ni50Ti50 droplet. (In the notation of sam-

ple compositions, the subscripts mean mole percentage throughout the entire paper). 
The strong rotations lead to deformation of the sample due to centrifugal forces. 
Without using the second camera, the empty symbols are obtained. The resulting 
data are superimposed by artifacts and do not reflect the true density. It appears far 
too small and its scatter is far too large. In addition, there are apparent jumps in the 
density, and in the same plot, positive as well as negative apparent slopes can be 
observed.

Applying the second camera method and correcting the results according to 
Eq. 12 give the measurement indicated by the solid symbols in Fig. 6 [39]. These are 
in excellent agreement with corresponding literature values determined by electro-
static levitation [58] or by electromagnetic levitation combined with a DC magnetic 
field [57].

3.3.2  Data EML

As an example, Fig. 7 shows density data of pure liquid Ti [39]. The different sym-
bols correspond to different samples and measurement runs. The overall temperature 
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interval ranges from 1920  K to 2150  K. In this example, undercooling was not 
observed. Over the temperature interval, the density ranges from 4.15  g·cm−3 to 
4.10  g·cm−3. There is a linear dependence on temperature and the slope is nega-
tive, corresponding to the positive thermal expansion usually seen. The figure also 
shows literature data, represented as lines, of Amore [59], Mills [60], and Ozawa 
[61]. The first was measured in EML and the latter in ESL. The data by Mills [60] 
correspond to a recommendation given after an assessment of several other meas-
urements and there seems to be a very good agreement with the experimental data in 
Fig. 7. However, the data of Amore [59] is slightly lower than the two previous ones, 
although it was measured in the same apparatus some years earlier and the ESL 
data by Ozawa [61] is slightly larger. The deviation of all data sets is approximately 

Fig. 6  Density data of liquid  Ni50Ti50 versus temperature [39]. The sample is heavily rotating and the 
axis-symmetry is severely violated. The empty symbols represent results obtained under the assumption 
of axis-symmetry, Eq.  11. The solid symbols represent the same measurement but with an additional 
camera correcting for the missing axis-symmetry [39]. The dotted line corresponds to data measured by 
Zou [58] using electrostatic levitation, while the dashed line represents data measured by Watanabe et al. 
[63] in EML combined with a 2T DC magnet

Fig. 7  Density of liquid Ti 
versus temperature (symbols) as 
measured in our EML facility. 
The solid line is a linear fit to 
all symbols and the dotted and 
the dashed lines correspond to 
data from Refs. [59] and [63], 
respectively. The dash-dotted 
line represents data measured in 
electrostatic levitation by Ozawa 
et al. [61]
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within the proposed ± 1 %-margin and thus demonstrates that 2 % is a good estimate 
for the expanded uncertainty (coverage factor = 2) [62] of the density measurement 
in EML. The value of 2 % is also confirmed by a more detailed and comprehensive 
analysis in Ref. [3]. Moreover, in Ref. [61], an expanded uncertainty of 2.4  % is 
specified for the measurement of the density of pure Ti in ESL.

3.3.3  Data ESL

Figure 8 shows the measured density of a Ti-Ni alloy,  Ti76Ni24, measured in EML 
by Brillo et al. [39] and Watanabe [63] as well as by Zou et al. [58] measured in 
ESL. The latter two results were obtained for  Ti75Ni25. In the EML experiment, the 
sample was measured in a temperature range from 1239 K to 1743 K in Ref. [39] 
or from 1199 K to 1545 K in Ref. [63]. The density data measured in the ESL are 
obtained between 1101 and 1734 K. In addition, the results of Wilden et al. [64] for 
 Ti75Ni25 are also shown where the latter cover a temperature range from 1192 K to 
1405 K.

The compositional difference of the density between the two alloys is negligi-
ble. The differences in the measured density values reflect the absolute experimental 
uncertainties as will be discussed below. The density measured in ESL shows less 
scattering and a higher number of data points compared to that of the EML meas-
urement. This is due to the continuous recording of sample images during cooling, 
as it is not necessary to average over a large number of recorded images as in EML. 
In fact, as long as the levitated sample is quiescent, the exact number of sample 
images averaged does not affect the derived density value significantly.

3.3.4  Uncertainty considerations

In experiment, the combined standard uncertainty in the density measurement 
is Δρ/ρ =  ± 1 % [65]. The main contributions to this uncertainty originate from 
mass loss which must not be larger than 0.1 %. Another contribution originates 

Fig. 8  Density versus tempera-
ture T of liquid  Ti76Ni24 meas-
ured by EML [39] (circles and 
squares, [39]) and ESL (Zou, 
pentagons) [58], as well the liq-
uid density of  Ti75Ni25 measured 
by EML (Watanabe, crosses) 
[63] and ESL [64] (triangles)
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from an uncertainty in the calibration, where the bearings balls are used. The 
temperature coefficient of the density is of the order of  10–4 g·cm−3·K−1. Assum-
ing that the visible pixel-radius of the sample is typically 200 pixel, a pixel reso-
lution of ≈0.5 pixel is required in order to distinguish two density values corre-
sponding to a temperature difference of 10 K. The use of a sub-pixel algorithm is 
thus mandatory. As explained earlier, strong rotation and sample movements can 
impact the accuracy of the measurement severely or make it impossible, due to 
the violation of the axial symmetry condition. Another challenge is strong evapo-
ration. As density is directly proportional to the mass, its error is directly propor-
tional to the mass lost during the measurement run. Processing at lower tempera-
ture or quick processing might provide potential work-arounds.

For the density measurements preformed in ESL, different sources of uncer-
tainties have been discussed extensively by several groups [7, 56, 57, 61, 66]. 
The applied image processing algorithms are similar to that described in 3.3.1. 
Using sub-pixel algorithm, the uncertainty resulting from the image processing 
and from the calibration can be as low as 0.1 % [7]. Therefore, the precision is 
sufficient to also detect small changes in the density by temperature (i.e., ther-
mal expansion). The largest uncertainties in the density measurements using ESL 
originate from uncertainties in temperature and mass loss due to evaporation. 
However, in Ref. [61], the numerical fitting algorithm in combination with the 
optical resolution and effects due to sample motion are identified as main error 
sources resulting in a standard uncertainty of roughly 1.4  %. The contributions 
due to sample motion, in particular translation along the optical axis, lead to 
apparent changes in the sample diameter. The latter kind of uncertainty can be 
eliminated by using a telecentric objective even if the depth of the focus of the 
telecentric objective is rather small. The optical effect of typically drifts in the 
sample position, which are below 0.5 mm, can be suppressed by using a relatively 
large sample-camera distance. This is demonstrated in the work of Wilden et al. 
[64] (below 1 % at least ~ 300 mm distances).

The different sources of error and their impact on a density measurement are 
summarized semi-quantitatively in Table 1.

Table 1  Qualitative evaluation of potential sources of uncertainty for the density measurement in EML 
and ESL

Source of error Impact (EML) Impact (ESL)

Evaporation ≈Δm/m, potentially severe
Strong sample rotation Potentially severe Negligible
Optics, edge detection Medium, sub-pixel algorithm needed Medium, sub-pixel algorithm 

needed
Lateral translational oscillations 

impact the apparent aspect 
ratio

Calibration  ± 1 %  >  ± 0.1 %
Temperature reading Uncritical (|ΔT|< 10 K)
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3.4  Viscosity

3.4.1  Oscillating drop technique

In order to measure the viscosity η of a levitating liquid droplet, the oscillating 
drop technique is employed. In this technique, the sample performs oscillations 
of the fundamental mode. Due to the absence of turbulent fluid flow, spontane-
ous oscillation excitation, as in ground-based EML, does not occur. Instead, the 
oscillation needs to be excited by an external trigger. In the microgravity environ-
ment—not discussed here—this trigger is a heating pulse that briefly compresses 
(i.e., “squeezes”) the cross section of the sample which then oscillates. In ESL, 
a sinusoidal voltage of 0.2–4 kV is superimposed over the electric field at a fre-
quency close to the eigen-frequency of the sample. When the fundamental P2,0 
mode has stabilized, the field is switched off and the sample oscillates freely with 
a frequency close to its eigen-frequency and the oscillation elongation decays 
with time due to the damping by the inner friction.

During an experiment, the sample is observed with a high-speed camera that 
records frames with a sufficiently high framerate so that 10–20 frames are col-
lected per oscillation swing assuring that the viscosity can be determined with 
accuracy of approximately 1 %.

The images are analyzed by an edge detection algorithm which obtains the 
radius as function of time, r(t).

As long as the droplet is spherical and forced convection is of negligible influ-
ence, the viscosity can be determined from the decay time τl of the oscillation 
mode Pl,0. For this purpose, Lamb’s law [67] is applied which reads in its general 
form

and in the special case of the l = 2 mode

There are several ways how τ2 can be determined in practice. The standard way 
is to fit the time t dependent radius r(t) by the law of a damped oscillation with τ2, 
�2 , ΔR0 (and eventually other, such as a phase shift) as fit parameters, where �2 is 
the oscillation frequency and ΔR0 is the amplitude:

Such a fit is shown for the example of liquid  Zr64Ni36 [68] in Fig. 9.
It is also important to note that Lamb’s law is only valid for small oscilla-

tion amplitudes, i.e., if the ΔR0 is not larger than 10 % of the total radius R0 of 
the sphere. In other cases, the oscillation may drive vortex flows which act as 
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additional energy sinks and thus increase the observed damping time τ2 leading to 
an apparent viscosity which is too large.

These vortex flows may even result in turbulence as investigated by Xiao [69] for 
EML samples processed in microgravity on the International Space Station ISS and 
comparing the results with those of the same samples measured in ESL. He identi-
fied two regimes called “overshoot decay” and “free decay.” The first is governed 
by the turbulent flow which decays much faster than the laminar flow during the 
“free decay”-regime. The free decay-regime is characterized by the absence of tur-
bulence and there is laminar flow only, so that the viscosity can be obtained from the 
observed damping time.

In Ref. [69], conditions were discussed under which the “free decay” regime is 
obtained.

3.4.2  Data EML

Viscosity cannot be reasonably measured in ground-based electromagnetic levita-
tion as has been demonstrated by Schneider during his PhD work [47]. One reason 
is the turbulent flow which is immanent to EML samples on ground. However, the 
turbulent flow could be minimized or avoided if the sample diameter was chosen to 
be sufficiently small. The other reason is due to the strong magnetic field necessary 
to position the sample against gravity. It leads to a deviation of the sample shape 
from a sphere and to an additional strong damping resulting in an overall damping 
of Γexp = Γvis + Γmag . Here, the symbol Γ refers to the damping constant which is 
the inverse of the corresponding decay time and the suffices “exp,” “vis,” and “mag” 
denote the experimentally observed damping-, the viscous damping-, and the mag-
netic damping coefficient, respectively. In general, Γexp is one or two orders of mag-
nitude larger than Γvis , i.e., Γexp ≫ Γvis.

The Hartmann-number, Ha , can be calculated from the materials parameters of 
the sample. It may be used in order to correct the measured damping constant Γexp 
according to

Fig. 9  Ratio of time-dependent 
sample radius R(t) over equi-
librium radius R0 versus time 
measured in ESL on an oscil-
lating liquid  Zr64Ni36 sample at 
1182 K (circles) [68]. The line 
represents a fit of Eq. 15
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However, the analysis in Ref. [47] shows that this leads to the correct order of 
magnitude of Γvis but with an error that is of the same magnitude as Γvis , so that it is 
not practically possible to measure viscosity in ground-based EML.

3.4.3  Data ESL

In contrast to ground-based EML, terrestrial ESL provides the necessary conditions 
for measuring the melt viscosity using oscillating drop technique. Since the electro-
static levitation field does not include turbulent flow in the samples and the lamel-
lar flow is present, Lamb’s law can be used to derive melt viscosity. Fluid flow can 
be still present, if there is a temperature gradient across the sample [44]. However, 
typically temperature gradients can be largely (down to within the uncertain of the 
pyrometer) when heating a small sample (~ 2 mm in diameter) with heating by two 
or several lasers from different sides of the sample [51, 70].

Still, to properly determine the melt viscosity using the oscillating drop technique 
demands rather idealized conditions. In particular, the damping of the oscillation 
should be solely due to viscous flow, and no additional excitation occurs during the 
damping phase. It was demonstrated by Brillo et al. [68] and Heintzmann et al. [71] 
that these kinds of artifacts can be ruled out if the apparent viscosity is independ-
ent of the sample mass or size. This independence of the data on the sample mass 
is depicted as an example in Fig. 10 for  Ni66.7B33.3 [72]. It has been found that for 
metallic glass forming liquids at temperatures near the liquidus temperature, the 
melt viscosity is located in the range of 10 to 250 mPa s. The most suitable sample 
mass will then be between 20 and 100 mg corresponding to a size of 2 to 3 mm in 
diameter. For even smaller samples or higher melt viscosities, one enters the over-
damped regime. For larger samples or lower viscosities, the probability that addi-
tional excitations occur during damping increases [71].

(16)
Γexp

Γvis

= Ha2 + 1.

Fig. 10  Viscosity of  Ni66.7B33.3 
[72] measured by using the 
rheometer (blue diamonds) 
and electrostatic levitation (red 
squares) versus temperature. 
Full red squares show data 
obtained using a sample mass of 
30 mg and open red squares rep-
resent data of a 50 mg sample 
(Color figure online)



 International Journal of Thermophysics           (2024) 45:17 

1 3

   17  Page 22 of 32

Overall for reactive samples like Zr-based alloys, containerless measurement 
techniques provide a better reliability which can be then used to benchmark the 
results of conventional techniques. For example, it has been found that for a Zr-based 
alloy  Zr59.3Cu28.8Al10.4Nb1.5, the melt viscosity can still be correctly determined by 
rotating cup method using graphite as a crucible material, as long as the temperature 
is not too high (see also [73]), and if the oxygen content is below 1.0 at.% [74]. If 
the melt is not very reactive, good agreements can be found between the ESL and 
container-based technique like rheometer [72] (see Fig. 10).

3.5  Self‑diffusion coefficient

3.5.1  Technique

Classical experiments to determine diffusion coefficients in liquid metals, e.g., 
experiments using the long-capillary method [75], are often hampered by buoyancy-
driven convective fluid flow and chemical reactions of the melt with the capillary. 
For these reasons, experimental diffusion data in liquid alloys are rare, especially 
at high temperatures. Quasielastic neutron scattering (QNS) probes the atomic self-
dynamics on atomic time and length scales. Therefore, the resulting data are not 
affected by convective flow. This allows to measure self-diffusion coefficients on 
an absolute scale for liquids containing an incoherently scattering element [76–79]. 
Moreover, the combination of this technique with containerless processing methods 
avoids chemical reactions of the liquids with container or capillary materials. Here, 
we present a short outline of the fundamentals of QNS. A more detailed descrip-
tion is found e.g., in Refs. [77–79]. In an inelastic or quasielastic neutron scattering 
experiment, the intensity of the neutrons scattered at a sample is measured as a func-
tion of momentum transfer Q = k − k’ and energy transfer ΔE = ℏω = E − E’. Here, 
Q denotes the scattering vector, k and k’ are the wave vectors of the incoming and 
scattered neutrons, E and E’ are the energies of the incoming and scattered neutrons, 
and ω is the frequency corresponding to the change of energy.

The partial differential scattering cross section d2σ/dΩdE’ of the sample describes 
the fraction of neutrons with a final energy between E’ and E’ + dE’ that are scat-
tered per time unit into a small solid angle dΩ. It consists of a coherent and an inco-
herent contribution:

The coherent scattering function is defined by:

Here, σc denotes the (averaged) coherent neutron scattering cross section of the 
sample material. The coherent scattering function is linked by Fourier transforma-
tion with the time-dependent pair correlation function
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that describes the probability to find any scatterer at the time t at the location r, if at 
time t = 0 a scatterer is located in the origin (r = 0). Hence, the time-dependent pair 
correlation function provides information of correlations between different atoms 
including information on the structure of the sample or on collective motions of the 
atoms.

In a similar way, the incoherent scattering function is related with the incoherent 
contribution of the partial differential scattering cross section:

In this formula, σi denotes the (averaged) incoherent neutron scattering cross sec-
tion of the sample material. The incoherent scattering function is linked by Fourier 
transformation with the self-correlation function

It describes the probability to find a scatterer at the time t at the location r, if 
the same scatterer at time t = 0 was located in the origin (r = 0). Hence, the self-
correlation function describes the self-diffusion of the atoms and obeys the diffusion 
equation:

where D denotes the self-diffusion coefficient. The self-intermediate scattering func-
tion is defined by

With Eq. 22, it follows

One solution of this differential equation is

Because of Eq. 21, Is(Q,t) is linked with the incoherent scattering function:
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With Eq.  25, it follows that the incoherent dynamic structure factor has the 
form of a Lorentzian function

with a half width at half maximum of

centered around the elastic case ω = 0. Hence, the self-diffusion coefficient D can be 
determined from the linear slope when plotting the half width at half maximum Г1/2 
of the incoherent contribution of the dynamic structure factor Si(Q,ω) as a function 
of Q2.

According to Eq. 17, the experimentally determined partial differential scatter-
ing cross sections consist of a coherent and an incoherent contribution. Due to the 
fact that the incoherent contribution gives the information on the self-diffusion 
of atoms, only the self-diffusion of atoms showing a significant incoherent scat-
tering cross section (like e.g., Ni, Co, Ti, Cu) can be studied by QNS. Moreover, 
the measured signal must be dominated by the incoherent scattering contribution, 
which is usually the case during small momentum transfer (Q → 0).

The technique of QNS has been combined with containerless processing tech-
niques like EML [80] and ESL [51], allowing the measurement of self-diffusion 
coefficients even in the metastable regime of an undercooled melt and avoiding 
chemical reactions of the melts with crucible materials or capillaries. Moreover, 
due to the absence of materials in the vicinity of the samples, the background 
scattering is strongly reduced resulting in an excellent signal-to-background ratio. 
The experiments were performed at the time of flight spectrometer TOFTOF [81] 
at the MLZ in Garching.

Figure  11 shows schematically the experimental setup used for quasielastic 
neutron scattering experiments on electrostatically levitated melts. The posi-
tively charged sample (S) is levitated in the electric field between two vertically 
arranged electrodes (GE,TE) supplied with a high voltage of up to 40  kV such 
that the electrostatic force compensates for the gravitational force as discussed 
before. In order to allow for a compact facility with dimensions compatible with 
different neutron scattering instruments and to achieve a large free-scattering 
angle, the two perpendicular position laser beams are entering from the top into 
the chamber and reflected by mirrors on the sample. The mirrors M1 and M3 
are located in the scattering plane reflecting the beam onto the sample and on a 
PSD on the top of the chamber (Fig. 11). A third mirror (M2) is mounted below 
the scattering plane and reflects the laser beam on the sample. The laser beam 
then directly passes to a PSD mounted at the side of the chamber (Fig. 11). The 
position signals from the PSDs serve as input for a closed-loop sample position 
control algorithm [35] that adjusts the high voltages supplied by high-voltage 
amplifiers to the electrodes every 2 ms. The electrode system is placed in a high 

(27)Si(�,�) =
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vacuum chamber which is evacuated with a turbo molecular pump (TP). A pres-
sure of about  10−7 mbar can be reached within 1 h of pumping time.

For heating of the samples, a 75 W infrared fiber-coupled diode laser (IR) with a 
wavelength of 808 nm is used, which allows to melt metals with high melting tem-
peratures above 2000 K. The sample temperature is measured with a fiber-coupled 
two-color pyrometer (PY) working in the wavelength ranges of 1650–1750 nm and 
1850–2000 nm that is typically operated in single color mode. The pyrometer and a 
charge-coupled device (CCD) camera for sample observation are integrated into the 
heating laser system using the same optics. This allows for a compact facility design 
and a convenient laser adjustment.

A UV lamp (UV) is used to compensate the charge loss due to the sample evap-
oration during heating. A He discharge lamp is utilized that irradiates the sample 
directly through a differentially pumped capillary with UV light of about 20  eV 
energy. At elevated sample temperatures above about 1200 K, thermionic emission 
becomes sufficiently strong for charging of the sample.

The neutron beam (n) is adjusted in size by a slit system (SL) and enters the vac-
uum chamber through a neutron window (NW) that is machined into the Al con-
tainer wall and has a thickness of 2 mm. The neutron window covers an angle of 
220° horizontally and ± 20° vertically. A neutron absorbing  B4C aperture (A) shapes 
the beam again inside the vacuum chamber in front of the sample. The aperture is 
tilted by 45° with respect to the incident neutron beam to ensure that radiation scat-
tered to high angles is not shaded by the aperture. A beam stop (BS) of neutron 
absorbing Cd is mounted behind the sample in order to avoid background scattering 
of the direct beam at the backside of the chamber.

Fig. 11  Schematic drawing of the experimental setup for quasielastic neutron scattering at electrostati-
cally levitated samples [51]. Left: vertical cut and right: horizontal cut. S sample, GE ground electrode, 
TE top electrode, SE side electrodes, M1–M3 mirrors, L Laser (with beam expander) for sample position 
detection; PSD position sensitive detector, HV high-voltage feedthrough, TP turbo molecular pump, UV 
UV lamp, n neutron beam, NW neutron window in vacuum chamber, IR/PY combined IR heating laser, 
pyrometer and charge-coupled device (CCD) camera unit, SL neutron slit system, A  B4C aperture, BS Cd 
neutron beam stop, D neutron detector
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In a similar way as described here for the case of electrostatic levitation, also the 
electromagnetic levitation technique can be combined with neutron scattering tech-
niques [82], including quasielastic neutron scattering at the time of flight spectrom-
eter TOFTOF [80].

3.5.2  Data EML and ESL

The first QNS experiments on electromagnetically levitated melts were performed 
for pure liquid Ni [80]. Figure 12 shows the dynamic structure factor measured a 
momentum transfer of Q = 0.9 Å−1 at temperatures of T = 1514 K and T = 1870 K. 
The measured data are well described by Lorentzian functions, Eq. 26, convoluted 
with the instrumental energy resolution functions (lines in Fig.  12). The width of 
the Lorentzian functions increases with increasing temperature, indicating faster 
dynamics at higher temperatures. In Fig. 13, the half width at half maximum Г1/2 

Fig. 12  Scattering law S(Q,ω) 
of liquid Ni at T = 1514 K 
(solid symbols) and T = 1870 K 
(empty symbols) for a momen-
tum transfer of Q = 0.9 Å−1. The 
lines are fits with a Lorentzian 
function convoluted with the 
instrumental energy resolution 
[80]

Fig. 13  Half width at half maxi-
mum Гi of the dynamic structure 
factor Si(Q,ω) as a function of 
Q2 at T = 1514 K (blue symbols) 
and T = 1870 K (red symbols) 
[80] (Color figure online)
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of Si(Q,ω) is plotted as a function of Q2 for the temperatures of T = 1514  K and 
T = 1870 K. Г1/2 shows a linear Q2 dependence up to a value of about Q2 ≈ 1.5 Å−2, 
above which the increasing contribution of coherent scattering cannot be neglected 
anymore. From the slopes of the linear fits (Fig.  13), the Ni self-diffusivities are 
determined according to Eq. 27 [80]. In Fig. 14, these are shown as a function of the 
temperature together with results obtained by QNS at Ni melts processed in a cru-
cible [83]. Both sets of data are in good agreement. It is, however, noteworthy that 
containerless processing makes a wider temperature range experimentally accessi-
ble. The temperature ranges from lower temperatures, even the metastable regime 
of deeply undercooled melts, below TL = 1726 K, to elevated temperatures of up to 
1940 K, where otherwise reactions of the liquid with crucible materials are a lim-
iting factor. Actually, the high temperature limit in the EML experiments is given 
by the evaporation of sample material and the necessary experiment times on the 
order of hours (deposition of evaporated sample material on the levitation coil may 
cause electrical breakthroughs between the coil windings). Over the large investi-
gated temperature range, the temperature dependence of the diffusivity can be well 
described by an Arrhenius law, D = D0 exp(−EA/kBT), with an activation energy of 
EA = 0.47 ± 0.03 eV and a pre-exponential factor of D0 = (77 ± 8)·10−9  m2  s−1 (black 
line in Fig. 14) [80].

In a similar way as shown here for liquid Ni, the Ti self-diffusion coefficient in 
pure liquid Ti was determined by combination of QNS with EML a temperature of 
T = 2000 K, giving a value of DTi = (5.3 ± 0.2) ×  10−9  m2s−1 [84].

The examples discussed before were concerned with the measurement of self-
diffusion coefficients in melts of pure elements. In the case of alloy melts, the 
situation is more complex. In general, the alloy components are characterized by 
different incoherent scattering cross sections. Hence, by QNS, a weighted aver-
age of the self-diffusivities of the components is measured. In some cases, the 

Fig. 14  Ni self-diffusion coefficients in melts of Ni as a function of the temperature measured by quasie-
lastic neutron scattering within a crucible [83] and using EML [80]
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incoherent scattering cross section of one or more components is negligible as 
compared to that of other components. In such cases, the (averaged) self-diffusiv-
ity is measured of those components that show a significant incoherent scattering 
cross section.

For instance, in binary Zr–Ni, Zr-Co, Zr-Cu melts, the alloy component Zr 
shows a very small incoherent scattering cross section of 0.02 barn  (10–28  m2), 
while Ni, Co, or Cu are characterized by significantly higher incoherent scat-
tering cross sections of 5.2 barn  (10–28  m2), 4.8 barn  (10–28  m2), and 0.55 barn 
 (10–28  m2), respectively. Hence, the incoherent scattering in these binary melts 
is dominated by the scattering of the Ni, Co, or Cu atoms and the self-diffusion 
of these atoms is sampled by QNS. The Ni self-diffusion in liquid  Zr64Ni36 has 
been studied by QNS combined with both, the EML [85] and the ESL [51] tech-
nique. The results are shown in Fig. 15. Both sets of data are in excellent agree-
ment with each other. Due to the higher purity conditions in the ESL—vacuum 
instead of gas atmosphere—larger undercoolings below the liquidus temperature 
of TL = 1283 K were achieved. Also shown in Fig. 15 are the results of the tem-
perature dependence of the self-diffusion coefficients of Ni, Cu, or Co in melts 
of  Zr50Ni50 [86],  Zr36Ni64 [86],  Zr2Cu [87],  Zr50Cu50 [87],  Zr35.5Cu64.5 [87], and 
 Zr2Co [78] that were measured by QNS using EML and/or ESL. It is remarkable 
that the Cu self-diffusion in Zr-Cu alloys is faster than the Ni self-diffusion in 
Zr–Ni alloys at similar compositions and temperatures, while  Zr2Co shows essen-
tially the same Co self-diffusivity as the Ni self-diffusivity in  Zr64Ni36.

Fig. 15  Ni self-diffusion coefficients of Ni, Co, and Cu in melts of  Zr64Ni36 [51, 85],  Zr50Ni50 [86], 
 Zr36Ni64 [86],  Zr2Cu [87],  Zr50Cu50 [87],  Zr35.5Cu64.5 [87], and  Zr2Co [88] as a function of the tempera-
ture measured by quasielastic neutron scattering using EML and/or ESL
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4  Summary

In conclusion, using the containerless processing techniques, electromagnetic levi-
tation and electrostatic levitation, the thermophysical properties density and self-
diffusion coefficient can consistently be measured. In the case of density, the overall 
uncertainty Δρ/ρ is approximately ± 1 %, whereas this number corresponds to the 
systematic deviation of all measurement from each other. The relative uncertainty 
(scatter) is about ± 1 % for the electromagnetically investigated samples and roughly 
0.1 % for the data obtained in electrostatic levitation. In the case of the self-diffusion 
coefficient, no significant deviations among the different sets of data are evident. 
This is due to the fact that the underlying atomic dynamics occurs on a time scale 
different to the one of fluid flow or sample motion in either processing technique.

In the case of viscosity, a comparison between the two ground-based levitation 
techniques is not possible. In electromagnetic levitation, the magnetic positioning 
fields simultaneously drive turbulent flow and lead to a sample shape which is dif-
ferent from a sphere. Thus, the magnetic damping dominates the viscous damping 
and the contribution of the viscosity is obscured. The situation is different in elec-
trostatic levitation, where the sample is spherical and no turbulence occurs. The vis-
cosity data measured in electrostatic levitation appear reasonable. It is in excellent 
agreement with corresponding data measured in a classical container-based viscom-
eter, as long as the viscosity is in the range between 10 and– 250 mPa·s. Oscillation 
is then neither overdamped nor additional modes are excited.

Containerless processing using electromagnetic and electrostatic levitation offers 
an excellent opportunity for the measurement of thermophysical properties. Depend-
ing on the specific property and the sample material, however, the optimum tech-
nique needs to be identified.
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