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Hyperspectral pixel classification with MPS Analysis of wing instabilities using tensor networks
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RGB repr. of bands [46,27. 101~ Ground truth In remote sensing, a typical
task is the pixelwise classifi-
cation of objects. Modern
satellites provide a wide range
of spectral channels in their _
datasets. :
We compress the one-
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When analysing time series, one can make use of periodic
features in the data to reduce the encoding effort on the
guantum computer. We investigate quantum-classical hybrid
approaches inspired by tensor networks for this task. This
approach significantly increases the size of problems a quantum
computer can handle.
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