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Master Thesis
by Ajithkumar Narayanan Manaparampil B.Sc.

Student number: 415918
Enhancing Manipulation Performance with Grounded Haptic UI

Teleoperation

Teleoperation refers to the process of remotely controlling a robot by a human operator.
The objective of teleoperation is to complete tasks in inaccessible or hazardous environ-
ments while under human supervision. Within teleoperation, manipulating objects in
the environment can be particularly challenging because the human operator has limited
feedback compared to the robot. Despite the robot having access to depth information,
the human operator may only have access to 2D visuals or a limited representation of
3D data, depending on network bandwidth and time lag. One potential solution is to
enable the robot to guide the human operator as the robot has access to a higher level of
feedback. With assistance from the robot, teleoperation can potentially improve safety,
efficiency, and performance in complex environments.
This thesis investigates a framework for teleoperation that combines depth information
and force feedback to enable intuitive and natural manipulation of objects by a human
operator. The framework will implement the Elastic Strip framework by Oliver Brock to
provide guidance to the operator and convey the desired trajectory for object grasping
and manipulation through force feedback. Additionally, uncertainty in obstacle positions
will be considered, and probabilistic algorithms will be used to plan a dynamic, collision-
free trajectory for grasping. A grounded exoskeleton is integrated as a user interface to
provide force feedback to the operator, enhancing the user’s situational awareness and
helping to improve the performance of teleoperated manipulation tasks.
The performance of the proposed framework will be evaluated through a series of exper-
iments to analyze the effectiveness of the shared control approach in enabling accurate
and efficient manipulation of objects in a variety of scenarios. These scenarios range from
simple pick and place tasks to more complex assembly tasks, such as peg-in-hole. The
context of application in this project is space exploration, with the eventual goal of assist-
ing astronauts in teleoperation tasks. Additional methodologies, including reinforcement
learning, will also be explored to further enhance the efficiency of the system. This will
involve identifying scenarios where the assistive algorithm fails, and the expert, in this
case, the operator, takes over the task. This will eventually lead to a smarter system over
time. Overall, this thesis presents a novel framework for teleoperated manipulation that
incorporates depth information, force feedback, and a grounded exoskeleton to enable
intuitive and effective object manipulation by a human operator.
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q radian Robot joint angle

τ Nm Robot joint torque

katt − Attractive force constant in artificial potential field

krep − Repulsive force constant in artificial potential field

Fatt N Attractive force in artificial potential field

Frep N Repulsive force in artificial potential field

Uatt J Attractive potential in artificial potential field

Urep J Repulsive potential in artificial potential field

ρ m Current robot pose in artificial potential field

ρg m Goal pose in artificial potential field

ρb m Distance between robot pose and obstacle

ρo m Influence region of obstacle in artificial potential field

F external
p N External force at point p in Elastic strip framework

F internal
p N Internal force at point p in Elastic strip framework

kc − Constant defining contraction gain in Elastic strip framework

K − Flag indicating user deviation from trajectory

M − Flag indicating movement outside the deadzone

KP − Stiffness matrix in impedance control

KD − Damping matrix in impedance control

A − Set consisting trajectory waypoints

F − Set consisting haptic forces

Ff N Assisitve force at one particular instance
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1 Introduction

The problem statement tackled in the current thesis was derived from a space robotics
application involving the robot Justin. Justin is a partial humanoid on a mobile platform
[Justin] as shown in Figure 1.1. It is intended to perform certain tasks on a planet’s surface
while being teleoperated by on-orbit astronauts. These tasks include the manipulation
of objects using a 7 DoF robotic arm. One of the tasks includes the insertion of a dip
into a processing unit as shown in Figure 1.1. It has been observed during the training
sessions that on-orbit astronauts found it particularly difficult to manually complete the
task using teleoperation. This task becomes particularly tricky to perform as the only
feedback available to the operator is the video feed through the camera mounted on
Justin’s head. The assumption is that teleoperation will be easier for the astronauts via
an extension of the feedback by means of an assistive guiding force.

(a) Justin dip insertion (before) (b) Justin dip insertion (after)

Figure 1.1: Justin Dip Insertion: before (a) and after (b)

This thesis investigates a framework for teleoperation that combines depth information
from the avatar robotic system and force feedback to enable intuitive and natural manip-
ulation of objects by a human operator. The framework establishes a method to calculate
the optimal trajectory to be followed by the user to complete the task. The information
about the optimal trajectory is then conveyed to the user in a form that does not add
to the cognitive workload. The methods explored to convey this path information are
via a visual representation of the trajectory on the user interface and also by convert-
ing the path information into appropriate force vectors. These force vectors can then be
communicated to the user using a haptic feedback device.

In the current context, the types of feedback devices generally used vary as per the exper-
iment settings and environment. Currently, the haptic device used for space teleoperation
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Figure 1.2: Proposed framework for assistive guidance

tasks is a device named "Sigma" by force dimension. Future implementations will po-
tentially use "Exodex" a new experimental haptic device that is a grounded exoskeleton.
Considering the wide range of haptic devices that can be integrated, one of the key limita-
tions is to develop the framework to be generic and capable of integrating multiple haptic
devices. The assistive teleoperation framework developed during this thesis is tested using
a simple haptic device consisting of a joystick mounted on top of a 7 DoF robotic arm and
a 7 DoF avatar robotic arm replicating the right arm of the robot Justin. A single task
is set up as a commission study that requires the user to navigate the reference frame of
the end-effector to a particular pose in the task space. The efficiency of task completion
is then compared for systems with and without the assistive teleoperation framework.

The thesis is structured to provide a comprehensive exploration of the work. The sub-
sequent structure include a literature review in Chapter 2, methodology in Chapter 3,
implementation in Chapter 4, results and discussion in Chapter 5, conclusion in Chapter
in 6, and outlook in Chapter 7. The literature review provides a brief background regard-
ing the current status of research and development in the field of assistive teleoperation.
The methodology chapter takes into account all the methods described in the literature
review and the constraints as per the current case study to put forth a method to achieve
the goal of designing an assistive teleoperation framework. The implementation chapter
elaborates on the hardware and software used for the thesis. It explains in detail the
software design and the procedure to deploy it on the hardware. The Results and Discus-
sion chapter analyzes the data collected during the validation study and offers a concise
overview of the effectiveness of the assistive teleoperation framework. The Conclusion
chapter delves into the insights derived from the design and implementation process of
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the thesis and addresses any outstanding research inquiries. The Outlook section outlines
possible directions for further research to improve the existing framework.





2 Literature review on teleoperation strategies

Teleoperation is used for remote tasks that either cannot be directly carried out by a hu-
man or it cannot be automated. In most cases, these tasks are complex, and unstructured
and require a certain amount of human skills, knowledge, and decision-making capability
[OPV19]. The range of applications includes remote explorations like underwater explo-
ration and space exploration, assistive technology for individuals with a physical disability,
for undertaking tasks in hazardous environments, etc. As the applications and develop-
ment of remote teleoperation systems are in demand, research towards simplifying the use
of such systems is gaining attention. This literature review provides a brief overview of
the classification, strategies, and research in teleoperation and eventually dives into the
subcategory of assistive teleoperation.

2.1 Classification of teleoperation systems

The control of a remote system or robot from a distance can be achieved using various
methodologies and various levels of precision. Over the years teleoperation has evolved
into various segments, with some clear distinctions but also common features shared by
all types. The broad classification of teleoperation can be into four types: Direct Teleop-
eration, Shared Control Teleoperation, Supervisory Teleoperation, and Telepresence.

1. Direct Teleoperation: In direct teleoperation, the motions of the master system are
directly replicated by the avatar robot. It ideally provides real-time control and is
normally used for tasks that require precise manual control.

2. Shared Control Teleoperation: This strategy combines aspects of autonomy and
manual control to achieve the desired task. The user’s inputs are taken as the
reference for guidance and then combined with an autonomous control algorithm
to complete the specified task [GTT22]. This method is mostly used to increase
stability and efficiency.

3. Supervisory Teleoperation: In this strategy, user inputs are in the form of high-
level commands which are interpreted by the robots and acted out. The user has
the capability to monitor and intervene whenever necessary. The system has two
separate levels of control [FS67]:

a) Direct control of the manipulator by a computer at the remote site, which
processes feedback and makes relatively simple routine decisions.
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b) Supervision by an operator who occasionally sets sequences of subgoals for the
remote device, modifies its parameters, perhaps, and compensates for its limited
decision-making capability.

This strategy is normally used when the control space is high dimensionality and
too complex to rely solely on the user’s input.

4. Telepresence: Telepresence allows the operator to be remotely present at a distant
location and provide complete immersion and interaction with the remote environ-
ment. To provide perfect telepresence signals pertaining to all human senses should
be transmitted to the operator or master. As smell and taste are rarely used dur-
ing robot teleoperation, the major focus during the implementation of telepresence
systems is vision, touch, and hearing. The sense of touch regarding telepresence can
be divided into kinesthetic or force feedback and haptic or tactile feedback. But
generally, both force and tactile feedback are considered under the broad term of
haptic feedback [Lic07]. Another term that has been widely used in a similar context
is multimodal teleoperation. Multimodal teleoperation also aims to provide an au-
ditory, visual, and haptic interaction between the user and the remote environment
[TMG20].

A teleoperation system consists of at least one master robot locally manipulated by an
operator and, at least one slave robot that remotely mimics the maneuvers of the master
robot to perform the operation on an environment. A communication channel is then set
up between the master and slave robot to transmit the necessary information. But it is
not always practical or necessary to just have a single master or slave robot within the
system. So based on the number of master and slave robots present in the system, the
teleoperation can be classified as [SAP18]:

1. SM-SS: Single master and a single slave

2. MM-SS: Multiple masters and a single slave

3. SM-MS: Single master and multiple slaves

4. MM-MS: Multiple masters and multiple slaves

Apart from the major teleoperation strategies, there are other features within teleop-
eration that are interchangeable as per the application. A typical teleoperation system
consists of a master manipulator, a slave manipulator, a human operator, and the operated
environment [ZS00]. Based on the direction of motion and/or forces being transferred,
the teleoperation systems can be classified as follows:
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1. Unilateral teleoperation: If only the master motion and/or forces are transmitted
to the slave, the teleoperation system is called unilateral [ZS00]. This type of infor-
mation flow is implemented only in a single master and a single slave teleoperation
system as it requires one-to-one correspondence.

2. Bilateral Teleoperation [NDV21] [HS06]: In addition to the master motion and/or
forces being transmitted to the slave, if the slave motion and/or forces are transmit-
ted to the master, the system is called bilateral. Similar to unilateral teleoperation,
bilateral teleoperation is also possible to be implemented on a single master and a
single slave teleoperation system.

3. Multilateral Teleoperation: When the teleoperation system includes an MM-SS, SM-
MS, or MM-MS configuration, the system contains not only a one-to-one correspon-
dence but also includes collaborative scenarios between multiple operator-master
sets and/or multiple slave robots. Such teleoperation systems are called multilateral
[SAP18].

The above-mentioned categories are general trends found in teleoperation research. But
there are other customized hybrid approaches that do exist as per specific application sce-
narios. The control signal generation itself can lead to different systems. This is largely
dependent on the type of control device used and varies based on factors like available
workspace, presence of force feedback, degrees of freedom, etc. But the major distin-
guishing factor that differentiates the teleoperation control is based on which parameter
from the operator side is used to control the relevant parameter on the avatar side. These
strategies can be subdivided into control-level approaches based on whether it is a unilat-
eral or bilateral teleoperation system. In the case of a unilateral system the classification
is as follows:

1. Position - Position: In this case, the position of the control device directly decides
the position of the remote robotic system. This position is generally the cartesian
space coordinates but can also refer to joint space or a combination of both. This
strategy is used when the workspace of the control device and the remote system
are approximately similar and comparable [PSK11].

2. Position - Velocity: Position-velocity-based control controls the velocity of the re-
mote robotic system based on the position of the control device. This is normally
used when the workspace of the remote system is comparatively much larger than
that of the control device [PSK11].

In the case of a bilateral teleoperation system, the classification based on the control
scheme is as follows:
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1. Position - Position: In this case, the force reflected to the operator is proportional to
the position error and scaled as per the master controller gain. Similarly, the force
exerted by the slave is also proportional to the position error but scaled as per the
slave controller gain. The position error is the difference between the master and
slave positions [FBM].

2. Force - Position: This control scheme is a modification of the position-position based
control scheme. The force reflected to the operator is proportional to the interaction
force between the slave and environment [FBM].

3. Force - Velocity: In this case, the force reflected by the master and the slave velocity
is calculated based on the values of master velocity, interaction force between the
slave and the environment, communication time delay, and line impedance. Line
impedance is a parameter that defines the remote environment impedance[FBM].
This control is normally used in case of time delay during teleoperation.

Another way of classification in teleoperation is inspired by network theory that discusses
variables such as effort and flow. As per the analogy, the effort and flow correspond to
mechanical variables force and velocity respectively. This scheme considers the number of
quantities communicated i.e. the number of virtual channels used for the interconnection
between the master and slave. So as per this scheme, the force-velocity control architecture
is a two-channel architecture [HFB]. The broad overview of major classification types are
depicted in the Figure 2.1

2.2 Related work

In assistive teleoperation, the robot helps the user accomplish the desired task, making
teleoperation easier and more seamless. Rather than simply executing the user’s input,
which is hindered by the inadequacies of the interface, the robot attempts to predict the
user’s intent and assists in accomplishing it [AKR13]. The concept of assistive teleopera-
tion is an evolving field and has been under extensive research in recent years. The current
thesis is roughly relevant to the sections of Supervisory and shared control teleoperation.
The aim of the thesis is to assist the astronauts using a guiding virtual force to complete
the specified task. Similar problem statements in different domains have been previously
tackled with different end goals and various strategies. Shared control strategies can im-
prove the efficiency of tasks during teleoperation [PSM16][BAH13]. Often most of these
approaches make use of virtual fixtures . Virtual fixtures are a form of constraint-based
or guidance-based assistance that prevents the user from straying away from the path
[AMO07]. In most of these approaches, the decision is made at the interface. There are
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Figure 2.1: Classification of teleoperation strategies

other approaches in which the intentions of the operator and the guidance system are
mixed at the state level ie after the interface level [KAW11][SMS16][ETD17][DS13]. In
the first method the user is fully aware of the assistive guidance which is generally referred
to as Haptic Shared Control (HSC), but the in the latter case the states given by the op-
erator and the assistive system are fused through a weighted combination which is known
as State Shared Control (SSC)[ZHC18]. The weights are decided using a wide variety of
methods. The virtual fixtures in some cases are manually coded for each task[AMO07].
Another approach is to learn the virtual fixtures from demonstrations. The demonstra-
tion is done with the same hardware, stored and refined over multiple demonstrations.
One of the major advantages of the shared control method is to reduce the operator’s
cognitive load. So naturally other applications include assistance for people with a motor
disability.

One such application of shared control is represented by [QHI20]. This method defines
task-specific skills as Finite State Machines in which each phase specifies task-relevant
input mappings and active constraints. This would classify as a State shared control
method as the user is unaware of the assistive guidance and it is mixed with the user input
after the interface stage. An improvement over this technique is presented in [BQH21].
This method adds supervised autonomy along with the Shared control template and also
provides a way to seamlessly switch between those as both methods use the same action
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representation.

The previously discussed methods use a manual method of task learning but alternative
learning-based approaches provide the capability to learn in arbitrarily noisy environ-
ments and handle high-dimensional complex tasks. Using reinforcement learning and
using online feedback from the user helps in building such a system. But the amount of
human-in-the-loop data required for this function is huge. One method proposed to tackle
this hurdle is to use offline pre-training to acquire a latent embedding space of high-level
robot behaviors. The system then uses the online user feedback to map the user input
to this high-level behaviour[CGR22]. This significantly reduces the dependency on huge
online training data and can manage with sparse user feedback.

Another interesting approach in task data collection is to use a virtual environment to
collect the task and then use the learnings on actual hardware. One such method is
described in [CHM21]. It uses a transformer to provide a window of potential states and
actions over a long horizon with no additional computation time during the teleoperation.
The human intention can be injected at any location within the transformer sequence if
the model-predicted sequence is not as per the user’s requirement. If the predictions are
correct the user can do nothing and allow the transformer to guide the robot and intervene
whenever required.

As it is evident from all the methodologies described above, there exists a range of options
to provide assistance to the user during teleoperation. The current thesis focuses on
achieving this assistance using a guiding force pulling the user towards the goal while
avoiding obstacles. One of the earliest mentions of this is by using an artificial potential
field-based algorithm to help the user navigate the obstacles. These pulls and pushes
from the APF algorithm are combined with human input to specify the direction that
the robot will go. This system has no global awareness of the goal to be accomplished
and suggests direction just based on the current robot pose, human input, and obstacle
poses. Since the vector summation might allow for some obstacle-avoiding behaviors to
cancel out leading the robot into an obstacle, a safeguarding behavior is implemented to
veto the direction [CG02].

Similarly, an implementation of a modified APF has been utilized to achieve a guiding
behavior in [GTT22]. The modified APF tries to eliminate the local minima problem and
also has awareness about the goal point to be reached. In this, no force feedback is given
to the user, making this a unilateral teleoperation system. The only form of feedback
present was the camera feed showing the experiment scene. This was also a conscious
decision in order to survey whether the robot’s movements appeared natural to the user.
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In this case, certain users felt the robot movement was unnatural even though it was the
most efficient maneuver to complete the task.

The architecture mentioned in [OPV19] that was used in a unilateral teleoperation task
roughly provides a brief overview of using a motion planner to assist the user. The
architecture combines the user input along with the motion planner input to achieve
the required robot cartesian space velocity. The user input in this case is based on
an interoperable teleoperation protocol that allows switching between position-position
control mode and position-velocity control mode. The architecture roughly aligns with
the goals of this thesis except for missing the force feedback segment of the bilateral
teleoperation framework.

Force feedback is an important segment for providing assistance during teleoperation. The
type of master control device or haptic device and the difference in workspace volume play
an important role in defining the method to calculate and implement guiding forces. If
the difference in workspace volume is too large the most preferred way of teleoperation is
postion-veloctiy control scheme. Deadzone implementation on master device to prevent
sensitive movement of robot due to small displacement of the master device is another
consideration during force feeedback implementation. In some applications, an additional
force is always present on the haptic device to align it to its initial reference position
whenever the user lets go the device [FR07].

The next chapter describes a methodology that is derived from previously mentioned
implementations of APF based methods to guide the robot towards the goal, but also
parallely implementing a force feedback system that provides additional information to
the user.





3 Methodology

The current thesis focuses on improving the efficiency and performance of teleoperation
tasks using a form of bilateral haptic shared control teleoperation method. The framework
developed during the course of this thesis is called Assistive teleoperation framework.
The assistive teleoperation framework provides additional decision-making hints compared
to a bilateral teleoperation strategy to the operator in the form of visual, haptic, or
auditory aids. This additional feedback used in the assistive teleoperation framework is
different from the direct sensor feedback (eg: the force reflection) as it extracts high-level
information from the sensor data considering the task that the user has undertaken. This
information is then passed to the user to help make an informed decision. The entire

Figure 3.1: Overview of the Assistive Teleoperation Framework (Green blocks indicate
input parameters to the system from sensors and the user, Blue blocks in-
dicate the input and output of the robot system, Violet blocks indicate the
processing units)

system can be divided into four segments as shown by the segment headings in Figure
3.1. The interface segment includes the user interface and the haptic interface. The user
interface displays the live camera feed, the 3D simulation representing the digital twin of
the robot, and buttons to control the activation and deactivation of assistive guiding force.
The live camera feed also has an overlay that highlights the goal position as per the task
chosen by the user and the optimal trajectory to accomplish the task is also projected on
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the live camera feed. The user can decide when to start the assistive guidance based on
the decided task using the user interface buttons as described in Section 4.4. The planning
segment has two major components: vision, and assistive guidance. The vision component
continuously keeps track of the obstacles in the dynamic environment and also the goal
position. The assistive guidance calculates the trajectory and the corresponding force
feedback based on the task selected by the user, the goal position, and the obstacles in the
environment. The assistive guidance also recursively keeps track of any dynamic obstacle
and modifies the trajectory and the force feedback accordingly. The force feedback is sent
back to the user via the haptic device and the trajectory to follow is sent to the avatar
robotic arm. The relationship between the user input on the haptic device based on the
assistive guidance and the trajectory followed by the robot arm is explained in Section
3.4. The current chapter is divided into five sections which include Planner, Control
Strategy, Teleoperation, Haptic Interface, and Computer vision. Next in the methodology
is the Planner which explains the algorithm used to calculate the optimal trajectory to
reach the goal pose while avoiding static and dynamic obstacles. The control strategy
section explains the generation of low-level input signals for the avatar robotic arm using
impedance control which inherently also depends on the calculated optimal trajectory
and the haptic user input. The final section of the methodology is the computer vision
segment that identifies the goal pose and obstacles to send to the planner.

3.1 Planner

The task in consideration is the manipulation of objects using a 7 DOF robotic arm. In this
case, the high-level information consists of a proper trajectory to achieve the desired task
considering all the static obstacles in the environment. The global trajectory is calculated
using a motion planner. Eventually, during teleoperation, the planner should also have
the capability to use the information about dynamic obstacles and modify the trajectory
in real-time to avoid a collision. This trajectory information is then transmitted to the
operator in the form of force feedback. The planning strategy consists of three components
to achieve this behavior: the global, mid-level, and local planner. The global planner
calculates the global trajectory, the mid-level planner modifies the global trajectory up to
a certain distance in front of the current robot position in case the global trajectory is not
viable anymore, and the low-level planner responds to the last-minute obstacle avoidance
maneuver. These components are further explained in the following sections.
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3.1.1 Global planner

The global planner in consideration is a modified version of rapidly exploring random
tree-based motion planning. Rapidly exploring random trees (RRT) is a popular motion
planning algorithm used to explore high-dimensional configuration spaces. RRT creates
a tree-like representation of the search space and then finds a feasible path toward the
defined goal. The algorithm starts by randomly sampling points in the configuration space
and then checks the feasibility of these points based on whether they are spawned within
an obstacle or lie in the free space. Afterward, it connects these points and makes sure the
edge connecting the points doesn’t pass through an obstacle [LaV06] [LK01]. It roughly
repeats this procedure till the goal point is reached. The time complexity of RRT is O(n
log n) where n is the number of nodes in the tree. The convergence rate of RRT can be
slow in high dimensional space. A new motion planner named RepMap was proposed in
[LA18] that effectively exploits the repetitiveness of a set of tasks with small variations
to efficiently compute new motions. The current thesis uses an adaptation of the motion
planner in which Uniform RRt is used in parallel to the RepMap algorithm [CSM15].
This ensures the probabilistic completeness guarantees of the Uniform RRT and the new
solutions gained from the Uniform RRT can enrich the experience of the RepMap.

3.1.2 Dynamic real-time planning

Dynamic real-time planning is achieved by a combination of mid-level and local planners.
The local planner in this case is an artificial potential field-based reactive planner. The
local planner only considers the imminent obstacles and tries to navigate to the next
waypoint. Using the local planner alone with a goal point can lead to local minima
problems causing the avatar robotic arm to be stuck at a point away from the goal.
The global planner keeps track of the goal point and keeps a rough estimate of the path
thus helping the local planner to get out the local minima issue. There is a second
category of dynamic obstacles that should be taken care of in case of a practical scenario.
These obstacles were not detected during the global planning phase but appeared later
during teleoperation. These obstacles are not in the immediate vicinity of the robot so
might not immediately collide with the robot instead they are a few waypoints ahead
on the trajectory. The mid-level planner takes care of these obstacles and modifies the
global trajectory put forth by the global planner to avoid a collision. This partially
reduces the dependency on the local planner leading to ample time to modify the global
path. The mid-level planning is achieved by using a modified version of the elastic strip
framework[BK02]. This trajectory information is encoded in the form of force vectors and
then transmitted to the operator side. To better understand dynamic real-time planning
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the following subsections explain in brief the artificial potential field and elastic strip
framework.

3.1.3 Artificial potential field

Artificial potential field is a method used in robotics motion planning to guide the agent
or robot toward its goal while avoiding obstacles. This approach uses no prior planning
and is totally dependent on the current sensory input and position of the robot, which
classifies it as a reactive approach to planning. This method uses the concept of potential
fields to navigate the agent toward a goal. Each point in the environment is defined as
a scalar function which is calculated based on its proximity toward an obstacle and the
goal. This basically conveys the suitability of being at a particular state in space for the
robot. The potential field which decides this suitability is divided into two components
namely attractive and repulsive potential fields. The attractive potential field is designed
to pull the robot toward the goal. The attractive forces decrease as the robot gets closer
to the goal. The negative potential field is designed to push the robot away from the
obstacles. The repulsive forces increase as the robot gets closer to an obstacle. The robot
aims at reducing the net force to zero. The state with the net force zero is an expected
behavior when the robot reaches the goal assuming the goal is not under the influence of
an obstacle. The attractive potential function is defined as :

Uatt(q) = 1
2katt(ρ − ρg)2 (3.1)

where katt is the attractive force constant, ρ and ρg stand for the current pose of the robot
in task space and the pose of the goal. The repulsive potential function is defined as:

Urep(q) =


1
2krep

(
1
ρb

− 1
ρ0

)2
, ρb ≤ ρ0

0, ρb > ρ0
(3.2)

where krep is the repulsive force constant, ρb is the distance between the pose of the robot
and the obstacle in consideration, and ρ0 is the influence region of the obstacle [XLS23].
The negative forces affect the robot only when the robot is within the influence region of
the obstacle. The Equation 3.2 is defined for a single obstacle but in practical scenarios,
the total repulsive force is calculated by the summation of all the repulsive forces affecting
the robot. The attractive and repulsive forces derived from the respective potential field



3.1 Planner 17

are shown as:

Fatt(q) = −∇Uatt(q) = katt(ρ − ρg)

Frep (q) = −∇Urep (q) =
 krep

(
1
ρb

− 1
ρ0

)
1
ρ2

b
, ρb ≤ ρ0

0, ρb > ρ0

(3.3)

The net force acting on the robot at any given time is:

Ftotal = Fatt +
n∑

i=1
Firep (3.4)

where n is the number of obstacles that have the robot within their influence region
and Firep denotes the repulsive force exerted by ithobstacle. The artificial potential field
approach is relatively simple and computationally efficient but has certain drawbacks. The
algorithm does not have global planning capability and does not maintain a representation
of the world around them. This might lead to drawbacks such as running into local
minima and showing oscillating behavior. These drawbacks can be addressed using a
global planner along with an elastic strip framework, which is an improvement of the
artificial potential field.

3.1.4 Elastic strip framework

The elastic strip approach provides a framework to execute a planned motion while al-
lowing reactive obstacle avoidance. This is achieved by incremental modification of the
previously planned motion. In this method, a volume of free space around the candi-
date path given by the global planner is calculated. This volume of free space has other
possible robot configurations, which are called homotopic paths. Whenever there is an
obstacle exerting influence over the points on the candidate path, the virtual forces push
the candidate path prompting it to select a new configuration from the set of homotopic
paths. These virtual forces are derived from two potential field components, the external
potential field, and the internal potential field. The external potential field is the same as
defined in Equation 3.2. The resulting forces acting due to this external potential is given
by Frep denoted by Equation 3.3. The external forces are sufficient to select a new can-
didate path but if an obstacle recedes from the path the deformation would still persist.
Considering a scenario where all the obstacles receded back but as the path has already
been modified to avoid the obstacles it is currently in a sub-optimal state. To recede
the path back to the original length or the optimal state, virtual springs are attached
to control points before and after the current point in consideration. This leads to an
internal contraction force that pulls the path back to its original form when the obstacles
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recede. Consider pi
j as the position vector of the waypoint attached to the jth link of the

robot. The robot is currently in configuration qi with the previous configuration as qi−1

and the next configuration as qi+1. The internal contraction force [BK02] is defined as
follows:

Finternal
i,j = kc

(
di−1

j

di−1
j + di

j

(
pi+1

j − pi−1
j

)
−
(
pi

j − pi−1
j

))
(3.5)

where di
j is the distance

∥∥∥pi
j − pi+1

j

∥∥∥ in the initial, unmodified trajectory and kc is a
constant determining the contraction gain of the elastic strip. These forces are then
mapped as joint torques using the robot’s dynamic model.

τavoidance =
∑
p∈R

JT
p (q)

(
Finternal

p + Fexternal
p

)
(3.6)

where Jp(q) represents the Jacobian at point p on the robot R and Fp designates a force
acting at p. Forces resulting from external and internal potentials are simply mapped
into torques; these torques are then used to simulate the behavior of the robot in a
configuration along the elastic strip. But the computation complexity of the elastic strip
framework is comparatively higher than the artificial potential field. In the Elastic Strip
Framework (ESF), there are situations where obstacles might cross the path of the robot,
causing the robot to deviate from its intended path even after the obstacle has already
passed and there exists a straight line path. This issue arises due to the dynamic nature
of the elastic strip and the continuous adjustments it makes based on the presence of
obstacles. If an obstacle comes to rest on the optimal path as shown in Figure 3.2 (c), the

Figure 3.2: A candidate path becomes sub-optimal after the environment changes[BK02]

internal forces will not be able to reconnect the elastic strip as an apparent straight path
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during this procedure. A straight path seems to be feasible and optimal in such a scenario.
This difficulty can be avoided by maintaining two versions of the elastic strip, one which
is continuously modified to avoid the obstacle and one which is broken in an attempt to
let it pass through [BK02]. But that potentially adds complexity and increases memory
consumption. To tackle this issue, modifications can be made to the ESF to address the
following two concerns:

1. Computational Complexity: The ESF involves continuous monitoring and updating
of the elastic strip to ensure obstacle avoidance and smooth navigation. This can
introduce computational complexity, especially in real-time scenarios.

2. Path Modification by Distant Obstacles: In some cases, the elastic strip may react
to obstacles that are not in the immediate vicinity of the robot. This can result in
unnecessary path modifications or deviations.

To address the above-mentioned concerns, a range limitation can be set to consider only
the obstacles and waypoints within a certain distance from the current position of the
robot as relevant for path adjustment. This distance is called the Illumination region.
This will inherently reduce the number of obstacles and waypoints to be monitored and
at the same time, the influence of the distant obstacles can be limited. So if the scenario
from Figure 3.2 (c) occurs at a further distance from the current robot position, the path
won’t be modified in the first place unless the obstacle is within the decided range. This
will eliminate the need to maintain two versions of the elastic strip for all waypoints
outside the Illumination region.

3.1.5 Three-tier planning system

The three-tier planning system consists of the global planner, mid-level planner, and local
planner, each serving a specific role in the robot’s motion planning process. The local
planner is responsible for monitoring and responding to dynamic objects in the immediate
vicinity of the robot. Unlike the global planner, it doesn’t rely on a global representation
but utilizes sensor readings and the next global waypoint in line to make decisions. If
a collision is imminent as shown by obstacle 1 in Figure 3.3, the local planner deviates
from the global planner’s waypoint, prioritizing collision avoidance. Once the immediate
danger is averted, it tries to realign with the global trajectory as quickly as possible. The
mid-level planner has an illumination area as shown in Figure 3.3 that covers a range of
waypoints ahead as well as behind the current robot pose. Any obstacles as depicted by
obstacle 2 in Figure 3.3 detected within this illumination area ahead of the robot are used
to modify the global trajectory. This modification follows the principles of the elastic strip
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Figure 3.3: Planning system components of the assistive teleoperation framework han-
dling their respective obstacle type

framework, allowing resources to be focused on specific sections of the trajectory instead
of the entire path. By addressing obstacles that are in close proximity to the robot’s
current position, the mid-level planner prevents deviations caused by obstacles far ahead
on the path that might intersect the trajectory before the robot reaches that point.

When the assistive teleoperation framework is activated by the user using the user inter-
face, the high-level global planner is the first component within the planning system that
becomes active. It determines an optimal global trajectory, taking into account the goal
and obstacles present in the environment. This trajectory serves as a reference for both
the mid-level and local planners, guiding their decision-making processes. By utilizing
the optimized global trajectory, mid-level, and local planners can coordinate their actions
in alignment with the overall mission objectives.

This three-tier planning system ensures a comprehensive approach to motion planning,
integrating immediate collision avoidance, dynamic obstacle modification, and global op-
timization. It maximizes the utilization of available resources and enhances the robot’s
ability to navigate in complex environments while efficiently reaching its intended goal.
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3.2 Control strategy

The control strategies define how the system should respond and adjust its behavior to
achieve the desired outcome. The control strategies can be broadly classified as position
control and torque control modes. In position control mode the goal is to accurately
control the joint angles or end-effector position of the robotic arm. Position control mode
uses inverse kinematics to track the end-effector pose to achieve the desired pose. But
position control is known for its rigid behavior. This lack of compliance is not suitable
for tasks involving interactions with other objects and uncertain environments. Torque
control regulates the joint torques and in turn the end-effector forces. It is used in cases
where the robot interacts with the environment and generates control input to achieve
the desired force that is to be exerted on the objects. But there is always a risk of
applying excessive force in unpredictable interactions with a dynamic environment. The
previously mentioned drawbacks can be tackled by implementing an impedance control
strategy [Hog85]. This control strategy adjusts the stiffness and damping of the system,
thus regulating the force that is exerted on the objects. In the current scenario, the
desired outcome is to follow the trajectory to achieve the desired task while maintaining a
compliant behavior to respond to dynamic environment changes. Impedance control can
be broadly classified into Joint and Cartesian impedance behavior. The current thesis
uses a combination of both Joint and Cartesian-based control to achieve multiple desired
goals.

3.2.1 Cartesian impedance control

Impedance control is a control strategy to dynamically tune the relationship between the
force and position of a manipulator. The impedance controller takes the position as input
and controls the torque on the joints considering the interaction with its surrounding.
The input position can be in the cartesian space or the joint space of the robot and in
turn decide the type of impedance control. The former is called Cartesian Impedance
control where the Cartesian position of the end-effector is taken as an input. The latter
is called joint impedance control where the joint angles are taken as input. Both these
control strategies are implemented on a Kuka Light Weight Robot also referred to as LWR
throughout this document. Figure 3.4 shows a PD-based impedance control in Cartesian
space. It controls how the robot behaves during an interaction with the environment by
adjusting the stiffness and damping. The output depends on the Cartesian space position
error and its derivative, thus inherently controlling the positional error and damping
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Figure 3.4: PD-based Cartesian Impedance Control [PCT20]

characteristics. The torques at the joints can be described as:

τ = M(q)q̈ + C(q, q̇) + g(q) + τcartesian−ext (3.7)

where M is the mass matrix, C are Coriolis torques and g are gravity torques. The control
law can be defined as :

τ = JT [KP (xd − x) + KD (ẋd − ẋ)] + M(q)q̈ + C(q, q̇) + g(q) (3.8)

where xd and x stand for the desired pose and current pose respectively. This results in
τcartesian−ext to be as follows:

τcartesian−ext = JT [KP (xd − x) + KD (ẋd − ẋ)] (3.9)

where KP and KD represent the stiffness and damping respectively.

3.2.2 Joint impedance control

Joint space impedance control is a subset of impedance control strategies used to dy-
namically control the relationship between force and position. In joint space impedance
control, the position refers to the joint space position as shown in Figure 3.5. The con-
trol equation is similar to cartesian space impedance control except the external torque
calculations depend on the joint angles rather than the Cartesian space coordinates. The
torques at the joint are described as in Equation 3.7 where M is the mass matrix, C are
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Coriolis torques and g are gravity torques. The control law can be defined as :

τ = JT [KP (qd − q) + KD (q̇d − q̇)] + M(q)q̈ + C(q, q̇) + g(q) (3.10)

This results in τext to be as follows:

τjoint−ext = JT [KP (qd − q) + KD (q̇d − q̇)] (3.11)

where KP and KD represent the stiffness and damping respectively.

Figure 3.5: PD-based Joint Impedance Control

3.3 Combination of control strategy and three-tier planning system

The three-tier planning system and the control strategy together help to have a dynamic
control over the motion of the avatar robotic arm. The three-tier planning system uses
static as well as dynamic obstacle information to calculate and modify a global trajectory.
The avatar robotic arm follows the trajectory using the Cartesian impedance control
considering the user has opted to follow the trajectory which is explained in Section
3.4. The trajectory is in the form of Cartesian coordinates which are used as input to the
Cartesian impedance controller. The impedance controller calculates the torque output of
each joint required to reach the next waypoint on the trajectory all while being compliant.
Each joint of the avatar robotic arm is continuously tracked to check for collision. If the
joint is within the influence region of an obstacle, the low-level planner gives a Cartesian
pose vector to avoid a collision. This vector is converted into appropriate joint torques
by the Cartesian impedance controller. The joint impedance control is parallelly used
to calculate the torque required to maintain a particular joint configuration throughout
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the task execution, for example, maintaining the last joint to continuously point upwards
while executing the trajectory. The control strategies along with the three-tier planning
system help in executing a trajectory and maintaining a task-specific configuration while
trying to avoid potential collisions.

3.4 Assistive teleoperation

The control strategies and planning system within an autonomous scenario can operate
independently of the teleoperation system for controlling the avatar robotic arm. However,
in the present use case involving mission-critical tasks, it is strongly recommended to
maintain user supervision and the capability to assume control if the autonomous behavior
deviates from the desired outcome. This section outlines an approach to integrate an
assistive teleoperation setup with the control strategies and planning system detailed
earlier. The command values published to the avatar robotic arm are a combination of

Figure 3.6: Control command and assistive force generation during assistive teleopera-
tion

the output from the calculated assistive path and the teleoperation signals provided by
the operator. The assistive path refers to the trajectory calculated by the planning system
along with real-time modifications during the run time. The switching from the assistive
to the manual control is based on the variable K which is calculated on the basis of the
user’s deviation from the calculated assistive path. If the variation is beyond the defined
threshold, the value of K is equal to 0 leading to all the manual commands being published
and vice-versa.
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where p stands for output of the motion planner, ti represents the increment values
from direct teleoperation and c stands for the current robot pose values. In the above
equation, the values [xp, yp, zp] have to be selected based on the current position, previous
commands, and the value of K. The value of K is calculated as follows:

K =

0, if cos−1(F̂f · F̂u) > th

1, otherwise
(3.13)

where th stands for the threshold value of the angular error that can be tolerated, Ff is
the assistive force given to the user and Fu is the force exerted by the user on the haptic
device. The value of M is decided based on the current position of the haptic device with
reference to the dual dead zone which is explained in detail in Section 3.5.2. The force
feedback given to the operator as shown in Figure 3.6 is a combination of the assistive
guidance force and the force reflection. The assistive guidance force is calculated from
the three-tier planning system from Figure 3.3 based on the obstacle and goal location.
It is a virtual force guiding the user to the goal.

3.4.1 Assistive guidance

The assistive guidance to the user is in the form of force feedback. Ideally, the force
should guide the user to the next computed Cartesian point considering all the obstacles
and the goal position. But as the waypoints are in close proximity to the previous and next
waypoints, the time taken by the avatar robot to reach the next waypoint is on average 200
milliseconds. Considering the short duration of travel time, the force vector corresponding
to each waypoint is transmitted to the user for an average of 200 milliseconds. That would
lead to a frequency of 5 Hz at which the force is changing. Initial trials indicated that
this frequency of direction and magnitude change in force feedback is not differentiable
for the user. The human operator is only capable of sensing a difference in force and
direction if the temporal difference is above a threshold [Bur96]. Below the threshold, the
force feedback would just manifest as random vibrations on the operator side, with no
particular assistive characteristics. The respective perceptual threshold values for all kinds
of stimuli put on the human body have been studied. Apart from very detailed information
for every modality a human being can perceive, one major conclusion emerged from these
studies: Human haptic perception often follows Weber’s Law [Bur96]. Ernst Weber was
an experimental psychologist who in 1834 first discovered the following implication

∆I

I
= k or ∆l = kI (3.14)
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where ΔI is called the difference threshold or the Just Noticeable Difference (JND). It
describes the smallest amount of change of an (arbitrary) stimulus which can be detected
just as often as it cannot be detected [Bur96]. I is the initial stimulus that is altered
by the JND and the constant k describes the linear relationship between the JND and
the initial stimulus [Bur96]. Weber’s law is not fully applicable in all scenarios but some
studies have shown that the human haptic perception system follows Weber’s law quite
well [JH92]. The factor k which signifies the magnitude of the change in a stimulus that
can be perceived lies mostly between 5% and 15% [Bur96].

Figure 3.7: Assistive Force

The strategy to compute the assistive force feedback is defined as follows:

F = {} and A = {a1, a2, a3, ......, an} (3.15)

where F is an empty set that will eventually hold the assistive force values and A is a
set of all the points in the trajectory as shown in Figure 3.7. To select the forces to be
transmitted to the operator, all the trajectory points that fall within the threshold angle
are collected. The average of these points is then transmitted as a force vector to the
operator.

To select the forces to be transmitted to the operator, the vector from the first point to
the second is calculated first. Then the angle between the vector from the first point to



3.4 Assistive teleoperation 27

the third. Starting with n = 0 and m = n + 1 the value of θ is calculated as follows:

θ = cos−1( ˆ(Fan−an+m), ˆ(Fan−an+m+1)) where θ <= threshold (3.16)

The value of m is incremented till the value of θ gets above the threshold. Once it is
above the threshold, F and A are updated as follows:

F = F ∪ (1/(m − 1)
m−1∑
l=n

(Fal−al+1)) and A = A − ({a1, ..., am}) (3.17)

and the value of n is set to m and the value of m is set to n + 1. The steps from Equations
3.16 and 3.17 are repeated till A becomes an empty set. The above procedure maps a set
of points in the trajectory to a constant average force vector that is transmitted to the
haptic interface [HHC08]. Figure 3.8 depicts an example in which the trajectory waypoints
from a1 to a4 transmit the force Fs1 to the haptic interface, trajectory waypoints from a4

to a6 transmit the force Fs2 to the haptic interface and trajectory waypoints from a6 to
a9 transmit the force Fs3 to the haptic interface

Figure 3.8: Assistive Force on Haptic Device
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3.5 Additional features on haptic interface

The haptic interface enables the users to perceive the forces and sensations encountered
by the robot. In this thesis, the user also receives additional virtual guiding forces that
the teleoperated robot does not explicitly receive from the environment. These virtual
guiding forces are also referred to as ’virtual fixtures’ or ’virtual guidance’. This virtual
guidance is calculated based on the intended task to be executed. The calculations for
this guidance force are briefly explained in Sections 3.4 and 3.4.1

3.5.1 Center-Sprung mechanism

The haptic interface includes a joystick mounted on a 7 DoF KUKA Light Weight Robot
(LWR) arm. The position-based center-sprung joystick control is used to control the
avatar robotic arm. The center-sprung mechanism is implemented on the LWR with
the joystick mounted on it, using the Cartesian impedance control scheme as shown in
Section 3.2.1. In this case, a Cartesian point is set as the desired pose on the Cartesian
impedance controller. This makes sure that the joystick returns to the set reference
Cartesian point when released by the user and in turn causes the robot to stop. This
leads to precise control of the avatar robotic arm and also prevents accidental collision.
It has been observed that during a situation in which the avatar robotic arm is about to
collide with an obstacle, one of the user tendencies is to release the joystick. Considering
a scenario where the center-sprung had not been implemented, the joystick would stay
at the last left position, and the avatar robotic arm would continue moving toward the
obstacle as it is position-velocity-based teleoperation. But on the contrary, as the center
sprung mechanism has been implemented, the joystick would return to the set reference
position upon release and thus would also stop the avatar robotic arm from moving.

3.5.2 Deadzone implementation

In a regular teleoperation session, when the user wants to move the avatar robotic arm by
using a joystick, they have to push against the center-sprung mechanism. This mechanism
is designed to automatically bring the joystick back to its starting point when the user lets
go. However, while the user holds onto the joystick, the center-sprung mechanism only
gives a subtle resistance. The user still has full control over how they move the joystick.
If the user wants to change the direction in which the avatar robotic arm moves or if they
need to make a decision about the movement, they can briefly bring the joystick back to
its starting point. This will momentarily halt the movement of the avatar robotic arm.
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Figure 3.9: Dual Deadzone (Red sphere marks the inner dead zone and blue sphere
marks the outer dead zone)

It’s not always necessary for the user to perfectly align the joystick with the center point; a
small area where the joystick can move without affecting the avatar robotic arm’s motion
is intentionally included to account for minor errors in positioning. This is called the inner
deadzone and it is in the form of a virtual sphere at the reference position or zero position
set on the haptic interface. The joystick will not send any teleoperation commands when
it is within this deadzone sphere [HHC08]. There is also a second deadzone implemented
that marks the outer limit of the haptic user interface. When the user crosses this limit,
the teleoperation signals are stopped from being sent to the avatar robotic arm. The
outer deadzone is implemented to address two constraints. The first reason is to limit the
overall workspace so that the system can be mounted and used in a smaller environment.
The second purpose is to avoid a sudden surge in the velocity of the robotic arm avatar.
This velocity is linked to how far the haptic interface (in this context, the joystick) is
moved from its starting point, known as the reference position or zero position. Another
behavior seen from users during collisions is the inclination to swiftly pull the joystick in
the opposite direction of the collision. However, this can lead to unregulated or sudden
motion in the opposite direction. The outer deadzone acts as a max limit for such motions
and helps in reducing the control commands triggered by joystick movements. The value
of M is calculated based on the position of the haptic device in comparison to the red and
blue zone. The center reference position is denoted by Phr and the current position of the
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haptic device is denoted by Phc. Therefore the value of M is calculated as follows:

M =

1, if d >= Rr and d <= Rb

0, otherwise

where d is the distance between points Phr and Phc

(3.18)

3.6 Vision system for goal and obstacle tracking

The vision subsection plays a crucial role in tracking both the goal and obstacles encoun-
tered during the robot’s motion planning process. The goal is typically known in advance,
as the user specifies it using the interface. This simplifies the task of tracking the goal,
as the objects required to complete the task can be easily identified using markers, such
as AprilTags. AprilTags are visual fiducial system that uses a 2D bar code style “tag”,
allowing full 6 DOF localization of features from a single image [Ols11].

On the other hand, obstacles can be categorized into two types: known obstacles and
unknown obstacles. Known obstacles refer to objects that are already present in the
robot’s world representation but have unexpectedly moved and now obstruct the robot’s
planned trajectory. These known obstacles already have an identification marker attached
to them. So to identify these known obstacles, marker-based identification techniques can
be used, such as using AprilTags. Alternatively, a deep learning-based object classification
method specifically trained on the representation of objects in the robot’s world can be
employed.

Unknown obstacles, on the other hand, are objects that were not present in the robot’s
initial world representation and are encountered for the first time. To address these
obstacles, a generic deep learning-based object detection algorithm can be applied initially
to classify and identify them. However, if the classification fails, a substitution method
can be utilized, where the unknown obstacle is replaced with a primitive shape that
approximates its size and shape. This allows the robot to consider the presence of the
obstacle in its motion planning process, even if specific object details are unavailable.

The hardware employed in this methodology is the Intel RealSense camera, which provides
depth information and facilitates the implementation of object classification and tracking
tasks. The RealSense camera’s capabilities, such as depth sensing and RGB imaging,
allow for accurate perception of the environment, which is crucial for tracking the goal
and identifying obstacles during motion planning.
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By combining vision-based techniques, such as marker-based identification, deep-learning
based object classification, and utilizing the Intel RealSense camera, the methodology
enhances the robot’s perception abilities compared to just having a marker-based iden-
tification system. This, in turn, enables effective tracking of the goal, identification of
known and unknown obstacles, and supports the decision-making process in motion plan-
ning tasks. The main focus of the current thesis is the implementation of an assistive
teleoperation framework. The vision system is a peripheral but important component.
So the scope of the current thesis is limited to detecting the goal point using AprilTags
and then simulating the obstacles virtually.





4 Implementation

The current system consists of four major sections, the operator robotic arm, the haptic
interface, the avatar robotic arm, and the robotic gripper as depicted in Figure 4.1. The
operator robotic arm is a standard KUKA Light Weight robot (LWR) and the avatar
robotic arm is a modified KUKA Lightweight robot (LWR) with the last joint modified to
structurally act as robot Justin’s Arm. Both robotic arms have 7 DoF and can be either
position-controlled or torque controlled. The haptic interface is called Exodex Adam and
is a reconfigurable, dexterous, whole-hand haptic input device that is mounted atop the
operator robotic arm. The Exodex haptic interface is capable of giving force feedback
to three fingers and the palm section. This in turn is useful for in-hand manipulation
utilizing the signals received from the robotic gripper. However the scope of the current
thesis focuses on assisted teleoperation of the avatar robotic arm and not specifically any
improvements in in-hand manipulation. During the testing and validation process, the
entire system is simplified to an operator robotic arm, a joystick, and the avatar robotic
arm.

Figure 4.1: High level system depicting the teleoperation setup
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4.1 Hardware and software overview

The two robotic systems are all connected to individual real-time computers. These
computers are then connected to a single master computer. The master computer is used
for building the code, running the processes, and monitoring the data during operation.
The code pertaining to the control system of each specific robotic system is built using
Simulink for the specific hardware and then deployed onto the real-time system. Two

Figure 4.2: Process Handling for the robotic system

cross-platform solutions handle the remote execution of processes on all the different
robotics hardware systems:

1. Links and Nodes (LN): A process management and real-time capable communication
middleware for distributed systems.

2. Robotkernel (Rk): A framework to configure, manage and interconnect driver mod-
ules via human-readable config files.

The generic procedure utilized to configure and deploy the code is as follows:

1. Configuring and deploying the Rk on the real-time system

2. Building the code using Simulink on Master Computer and deploying it on the real-
time system

3. Adding the processes on links and nodes manager on the Master computer to start
the Rk and the executable code on the real-time system

4. Adding additional processes on the links and nodes manager for the simulation setup
on the master system

Figure 4.2 shows an overview of how processes are distributed over the master computer
and the real-time computers of each hardware. The links and nodes manager on the
master system has the necessary processes to start the Rk and the controller code on
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Figure 4.3: Links and Nodes manager and processes for the current thesis implementa-
tion on Master Computer

the real-time system. Figure 4.2 shows a generic setup of two major processes being
initiated to control the hardware but in practice, the master system links and nodes
manager can have multiple other processes listed. Since the links and nodes manager on
the master system obtains data from the hardware through the real-time system, this
data is subsequently utilized by various processes established on the master computer.
These processes either make determinations for interconnected hardware or employ the
data for configuring simulations. The master system also has the capacity to potentially
operate multiple links and nodes managers, enabling them to communicate with other
managers in order to transmit necessary data. The current thesis setup consists of three
major links and nodes manager for the operator arm, avatar arm, and the assistive force
calculation framework as shown in Figure 4.3. There are other two additional processes
for the Exodex haptic interface and the robotic gripper respectively, which can be added
at later stages.

4.2 Assisitve teleoperation implementation

The assistive teleoperation framework subscribes to the current goal position and the
obstacles from the vision system as described in Section 3.6. It calculates the trajectory
which acts as the reference for the mid-level and low-level planner. The user interface
displays the calculated trajectory on the live video feed for the user to make a decision.
Once the user activates the assistive force based on the trajectory overlay on the user
interface, the trajectory is converted into appropriate force vectors and passed to the
operator robotic arm. This force guides the user towards the goal position and helps in
completing the task. While the global trajectory is being executed, the mid-level planner
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and the low-level planner are active and searching for any deviation from the known
obstacles or the arrival of additional obstacles. If any such addition or deviation occurs in
the immediate vicinity of the avatar arm, the low-level planner applies appropriate torque
on the joints of the robot while trying to maintain the end-effector position [Ott08]. In
such a situation, as the end-effector is still maintaining the desired trajectory, the user
will continue to receive the forces calculated by the method defined in Section 4.2. The
mid-level planner keeps monitoring up to a particular horizon in the future to check for
potential collisions. If any potential obstacles are found on the path in the monitored
horizon, the global path itself is modified rather than making last-minute decisions. This
modified section of the global trajectory is then processed using the steps defined in
Section 3.4.1 and the set F defined in Equation 3.17 is modified.

The assistive guidance helps the user to follow the calculated trajectory, but if the user
notices any miscalculation or potential collisions that went unnoticed by the three-tier
planner, the user has full control to intervene and correct the trajectory. As soon as the
user deviates from the calculated path, the teleoperation switches from assistive teleoper-
ation to direct teleoperation due to the teleoperation strategy mentioned in Section 3.4.
After this deviation from the suggested trajectory occurs, if the user brings the avatar
robotic arm within a particular distance of any point on the trajectory, called influence
distance, the user feels an assistive force that tries to merge the user on the pre-calculated
trajectory. The user can opt to merge by following the force or continue as per the op-
erator’s judgment by pulling out of the influence distance. At any point, the user can
completely scrap the assistive force and re-engage the assistance when required by using
the start and stop buttons on the user interface. The re-engaged assistive force will be an
entirely new set of calculated forces as per the current robot position and the goal position.
In the current implementation, the goal point is solely calculated based on the detection
of April tags, which hold the id that is linked to a particular task. As described in Section
3.6, the task information, and additional visual cues are overlayed on the live video feed
to help the user make a clear decision about the usage of the assistive force feedback. In
some cases, if the global motion planner fails to calculate a correct path to the goal, the
user can always re-calculate the trajectory by entering the direct teleoperation mode on
the user interface and moving the arm to a more appropriate position.

The assistive teleoperation framework has two major components, the teleoperation strat-
egy as mentioned in Section 3.4 and the planning section mentioned in Section 3.1.5 to
calculate the end effector coordinates along with the assistive forces. The teleoperation
strategy is implemented as processes listed under the Assistive teleoperation framework
links and nodes manager depicted in Figure 4.3. Links and nodes operate using the
publish-subscribe protocol. The different processes publish relevant data to a particular
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topic for other processes to use and also subscribe to topics published by other processes
gaining access to their data. The processes under the assistive teleoperation framework
subscribe to the values K, M, the pose increment data from the operator robotic arm
(defined in section 3.4), and the telemetry data from the avatar arm along with the ob-
stacle and goal position from the vision system. It publishes the force vectors to the
operator arm and the trajectory coordinates to the avatar arm. The data utilized and
generated by the assistive teleoperation framework is described in 4.1. The column titled
"Mode" defines whether the data is subscribed to or published by the Assistive Teleoper-
ation Framework. The columns titled "Operator robotic arm", "Avatar robotic arm", and
"Vision" list the data published by each system respectively and then utilized by assistive
teleoperation framework if the mode is set to subscribe and vice versa. The global trajec-

Table 4.1: Published and Subscribed Data by the Assistive Teleoperation Framework
Mode Operator robotic arm Avatar robotic arm Vision
Subscribe K Joint pose Obstacle Pose
Subscribe M - Goal Pose
Subscribe Pose Increment - -
Publish Assistive Force Trajectory Trajectory

tory planner requires the current pose of the avatar arm, the goal pose and the obstacle
pose to calculate the initial reference trajectory. Once the trajectory is generated, it is
published to the vision system, which overlays it on the live video feed. The trajectory
is then used to calculate the assistive guiding forces which are published to the operator
side. The framework then monitors the value of K, M, and the pose increment which
roughly estimates the user’s intended motion based on the assistive guiding forces that
were transmitted to the operator robotic arm. Once the framework receives the gains
it decides whether to pass the pose increments or the next trajectory waypoint to the
avatar arm. If the waypoint is published to the avatar arm, the framework waits for the
commands to be executed, then looks up the next force vector to be passed to the oper-
ator side and waits for K, M, and the pose increment to enter the next cycle. If the user
intents to deviate from the proposed path, the pose increment is passed to the avatar arm
instead of the trajectory waypoint. During the next cycle, the force vector that is passed
to the operator side tries to get the user back on the trajectory. It continues to apply this
force till the avatar arm is back on the trajectory. Once it is back on the trajectory, the
entire system falls back to assisting the user to follow the path.

While the trajectory is being executed the framework continuously monitors the goal pose
and obstacles. If there are any new obstacles in the vicinity of the avatar arm, the ESF-
based algorithm is used to calculate an additional force vector which is converted to joint
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Figure 4.4: Assisitve teleoperation framework
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torques and given to the avatar arm. The overview of the entire assistive teleoperation
program is depicted in Figure 4.4

4.3 Goal tracking implementation

Figure 4.5: Goal tracking and visualization (goal is highlighted by red colored marker)

The goal pose and task to be executed are encoded using AprilTag. The implementation of
marker detection and pose estimation is implemented in the Python language using opencv
library. This marker detection section of the code is executed on the master computer
itself (contrary to the real-time system) using the links and nodes manager for the avatar
robotic arm as shown in Figure 4.3. The links and nodes process detects the goal marker
from the camera feed obtained by subscribing to the ROS-based image topic published
by the camera node specified in Figure 4.3. Once the marker is detected, the pose and
orientation data is retrieved, and then published as a Rviz marker and also published on
the topic "goal" in the links and nodes network. The published marker is then visualized
in the Rviz simulation as shown in Figure 4.5 while the ’goal’ topic is subscribed by the
assistive teleoperation framework to plan the trajectory. Once the trajectory is planned,
the trajectory is overlayed on top of the video feed as shown in Figure 4.6. This overlay
acts as an additional visual aid for the operator. The user interface is mainly utilized
to switch between direct teleoperation and assistive teleoperation. These appear as four
buttons next to the video feed and simulation window for starting and stopping the direct
and assistive teleoperation respectively as shown in Figure 4.7. The direct teleoperation
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Figure 4.6: Overlayed trajectory on the video feed (set of green waypoints depict the
calculated trajectory)

button starts the position-velocity-based direct teleoperation, mentioned in Section 2.1.
The assistive teleoperation button starts the following procedure once clicked:

1. Get the current robot position and calculate the end effector pose.

2. Get the goal pose and orientation from the ’Goal Marker Tracking’ process from the
links and nodes manager for the avatar robotic arm.

3. Start the motion planning server and calculate the trajectory from the current end
effect position to the goal marker pose as per the task identified by the marker id.

4. Visualize the trajectory on the video feed and Rviz simulation as depicted in Figure
4.6.

5. Wait for the user to make movement on the haptic device on the operator robotic
arm.

4.4 User interface

Once the assistive teleoperation start button is pressed, the user can feel the assistive
guiding force on the haptic device. The user can follow the assistive guiding force and
complete the task. Once the goal is reached the mode switches to direct teleoperation by
default. In case the user wants to stop assistive guidance mid-trajectory, the user can click
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Figure 4.7: User Interface showing respective buttons for direct and assistive teleopera-
tion

on the stop button under the assistive teleoperation section. If the trajectory generation
fails for some reason, the user can click on the start button under the direct teleoperation
section and move the robot to a more suitable position and then click on start assistive
teleoperation.





5 Results and Discussion

The methodology and implementation in the current document are geared towards aiding
the operator to efficiently undertake the teleoperation task. The assistive teleoperation
framework that is developed and implemented in this thesis provides a visual presenta-
tion of the trajectory overlayed on the video feed, an assistive guiding force on the haptic
device, and a simplified user interface to start and stop the assistive teleoperation frame-
work. The assistive teleoperation framework reduces the cognitive load on the operator
and gives the operator a better understanding of the trajectory to be followed.

The advantages of the assistive teleoperation framework are put to test in an evaluation
test setup consisting of five participants. The participants are given three variations of
the same teleoperation task to be completed. The variations include

• Direct Teleoperation : A direct teleoperation task

• Direct Teleoperation with trajectory overlayed: A direct teleoperation task with the
trajectory overlayed on the video feed

• Assistive Teleoperation: A teleoperation task with the trajectory overlayed on the
video feed along with assistive force feedback

The tasks are then compared using a subjective load assessment method - NASA Task
Load Index (TLX) along with the use of some additional subjective feedback that is given
by the user. This is then combined with the analysis of some recorded parameters like the
time taken to complete the task to give an objective dimension to the validation study.

5.1 Evaluation

The NASA TLX assessment is a subjective tool to measure the mental workload of the
user. In the current context, this method is used to evaluate if the assistive framework
is leading to additional mental workload while in an attempt to increase manipulation
performance. The NASA TLX gives a score between 0 to 100 for each specified task. A
lower score on the NASA TLX assessment indicates a lower mental workload. The NASA
TLX assessment also provides a pairwise combination of the parameters in consideration
and asks the participant to select the parameter that has more effect on the workload.
This helps in mitigating the differences in the parameter that contribute to the workload
as perceived by the users. Following are the six parameters assessed in evaluating each
task using NASA TLX as described by NASA[Har]:
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• Mental Demand - How much mental and perceptual activity was required? Was the
task easy or demanding, simple or complex?

• Physical Demand - How much physical activity was required? Was the task easy or
demanding, slack or strenuous?

• Temporal Demand - How much time pressure did you feel due to the pace at which
the tasks or task elements occurred? Was the pace slow or rapid?

• Own Performance - How successful were you in performing the task? How satisfied
were you with your performance?

• Effort - How hard did you have to work (mentally and physically) to accomplish
your level of performance?

• Frustration Level - How irritated, stressed, and annoyed versus content, relaxed, and
complacent did you feel during the task?

The task is to reach a goal pose using the avatar robotic arm via three modes of teleop-
eration. The goal point is marked using an AprilTag and tracked and highlighted on the
video feed as shown in Figure 4.5. The participants tried to complete the task using only
the video feed from the robot and the following were the results.

Figure 5.1: Direct Teleoperation

During direct teleoperation, the participants on average felt difficulty in estimating the
distance from the end effector reference frame of the avatar robotic arm to the goal
point using just the video feed. This led to additional mental load and also lead to high
completion time. This eventually contributed to the frustration level and effort as depicted
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in Figure 5.1. The second task included the estimated trajectory towards the goal point

Figure 5.2: Direct Teleoperation with trajectory overlayed

overlayed on the camera feed. This helped in getting a better understanding of the depth
of the video feed and led to reducing the completion time. But one user, in particular,
felt that the projected path was hindering their ability to complete the task. On average,
the overall performance was better than the first task as projected from Figure 5.2. The
frustration on average was lower compared to the direct teleoperation task, but slightly
more effort was required to carefully follow the trajectory, which inherently also added to
a comparatively higher mental demand. This led to an overall weighted rating of 44.75 as
per NASA TLX which is higher than the rating observed for the direct teleoperation task
shown in Table 5.1. The final experiment was set up to accomplish the same task but
with the trajectory overlayed on the video feed along with assistive force on the haptic
device. This led to the shortest possible time to reach the goal as shown in Figure 5.4
along with lower frustration, mental demand, and effort compared to the previous two
cases. The NASA TLX weighted rating for the assistive teleoperation task is 24.08 which
is the lowest compared to the other two task setups.The individually assessed parameter
values for the assistive teleoperation task are shown in Figure 5.3

Table 5.1: NASA Task Load Index weighted rating
Task Weighted Rating as per NASA TLX
Direct teleoperation 41.17
Direct teleoperation with trajectory overlayed 44.75
Assistive Teleoperation 24.08
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Figure 5.3: Assisitve Teleoperation

The completion time of the three tasks has decreased with the addition of a visual trajec-
tory overlay by 14.78 percent. It has further increased by 47.44 percent with the addition
of the assistive force on the haptic device. The time of completion for each of the three
evaluation tasks is compared in Figure 5.4

Figure 5.4: Time of completion
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5.2 Discussion

The following section covers general discussion and feedback from participants, along with
the learnings and errors encountered during the implementation phase of the thesis. The
three types of tasks defined within the evaluation study gave a perfect opportunity to
access the effect of assistive force. The direct teleoperation task in general took more
time to complete. The lack of depth perception in the teleoperation task was constant
feedback from all the participants. This reconfirms the problem statement that formed the
basis for this thesis. Along with these data, there were other subjective questions that
were to evaluate other factors in the assistive teleoperation framework. The collected
data and the assessment procedure clearly indicate that the assistive guiding force helps
in increasing the efficiency of the teleoperation task, but there were certain improvements
that were suggested. The assistive guiding force was also accompanied by a projection of
the desired trajectory on the video feed. When the projected trajectory was in combination
with the assistive force feedback, the participants found it easier to navigate and reach
the endpoint. But during the second version of the task, only the projected trajectory was
displayed on the video feed but with no assistive guiding force. During the second task
version, the reviews were mixed. Some participants found it helpful to have a projected
trajectory on the video feed but some participants found it hindering their capability to
navigate the robot.

Another common feedback was the lack of a proper task definition during the trials. This
was an inherent drawback of the way in which the task was defined. The end goal was
to reach within a particular radius of a cartesian pose and this induced lack of a definite
evaluation criteria for the user as to when to stop the consider the task as done. The
user studies in the future could include a particular task like a peg-in-hole test setup to
evaluate the effectiveness.

The next potential flaw was observed during the trial runs of certain participants. Once
the assistive guiding force was engaged, the user found it easy to follow the force feedback
and navigate the robot. But once the robot reached the goal point, the force feedback
abruptly stops and the users continued to hold the haptic interface at the last left position
for a few more seconds before realizing that the goal point has reached. As per the
framework, the robot switches to direct teleoperation mode after the goal point is reached
and as the user held the haptic interface in a deflected position, the robot continued
moving beyond the estimated goal point. The center sprung mechanism gives a subtle
force to center the haptic interface and is only designed to center the haptic interface once
the user lets go. This was a framework design consideration that was previously unknown
but will definitely help in tuning the system further. The potential solution would be to
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strengthen the center sprung mechanism when the robot reaches the endpoint and centers
the haptic interface before switching to direct teleoperation mode.

One major section of the assistive teleoperation framework is regarding the resolution
of the force feedback on the haptic device. If the force feedback changes direction and
magnitude too often, the participants find it indistinguishable. The smoothing of the force
feedback helps in reducing the problem but will affect the minute precision control of the
avatar robotic arm. A balance should be maintained for the smoothing of the assistive
force to provide human-distinguishable guidance and comparable precision control. The
reaction times of humans differ from person to person, similarly, the frequency at which
the change in force magnitude and direction can be detected might vary from person to
person. Currently, the threshold is set using a trial-and-error method and is not fine-tuned
for each user. Additional research and tests could be conducted to develop and evaluate
a methodology to tune the threshold value for each user. Further alternative methods to
manage the force feedback as a whole may also be considered. Together, with the field of
augmented and virtual reality, this research should find synergy to improve the immersive
user experience and assistive functionality.

The three-tier planning system implemented during the thesis helps navigate static and
dynamic obstacles during the assistive teleoperation. The avatar robotic arm tries to
navigate around the obstacles and parallelly tries to reach the goal by following the
trajectory. But there are two particular instances that need specialized decision-making
capability which is currently missing. There might be particular scenarios where the
robotic arm might not be able to navigate toward the goal. This situation might arise
when multiple obstacles are influencing the robot’s motion during the teleoperation. The
three-tier motion planning algorithm tries to avoid this simultaneous effect by taking care
of obstacles away from the robot but on the trajectory before the robot even reaches
near them. The global trajectory is modified to a certain extent beforehand and then
further changed by the local planner. But the local planner now takes care of only the
imminent collision. So the three-tier planner roughly isolates the obstacles on a temporal
scale whenever possible and deals with them at different points in time. But there are
still cases where sequentially dealing with the obstacles might not be possible. One more
layer of the fallback plan would include considering the additional characteristics of the
obstacles than those considered currently. The pose and the size of the obstacles are the
only parameters that are currently considered, but the trajectory of the obstacles, the
actual shapes of the obstacles, and the identification of the obstacles would help make
additional navigation decisions. For example, it is just necessary to pause the robot for a
moment if the obstacle is on a trajectory going outside the current workspace. This will
save some computation and time to calculate and execute the avoidance maneuvers.
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The current implementation of assistive teleoperation can be considered a bilateral tele-
operation system as the user receives assistive guidance in the form of force feedback.
But force reflection forms an important part of the bilateral teleoperation system. Force
reflection incorporates the interaction forces between the slave robot and the environ-
ment which is then transmitted to the master haptic interface. Force reflection helps in
completing tasks that rely heavily on contact with the environment. But force reflection
integration is much more simple and straightforward when it comes to a position-position
based teleoperation system as slave motion and/or force can be mimicked at the master
haptic interface. But the current thesis implements a position velocity-based teleopera-
tion system. And based on the current implementation, using the avatar robotic arm’s
position-based error to generate force reflection on the master haptic interface seems in-
feasible. But a change in the position of the end effector can be used to decide if there
is restricting force acting on it. This information can then be utilized for force reflection
on the haptic interface. But there might be a false trigger situation in which the avatar
robotic arm has reached the end of its workspace and no further motion is possible. This
might reflect as interaction forces on the haptic interface. Another potential solution
would be to incorporate a force torque sensor at the end effector of the avatar robotic
arm and use the readings from the sensor to generate appropriate force reflection on the
haptic interface.

The assistive teleoperation framework currently tries to avoid collision and guide the user
toward the goal. Collision avoidance maneuvers are achieved by keeping track of all the
static and moving obstacles in the vicinity. This is normally done using a depth camera
mounted on the robot. But there might be obstacles that close in towards the robot from
regions that are not in the current field of view of the camera. These obstacles might
not be tracked and accounted for during the generation of the assistive guiding force.
So eventually the moving obstacles might collide with the robot and as the robot is in
compliant mode, the obstacles might exert force on the robot making the robot move in
the corresponding direction. There are two major problems arising out of this situation,
one being the collision itself and there should be a methodology designed to avoid this.
The second problem is that in case the collision is not avoided, it might exert additional
forces on the robot and cause robot movement making it difficult to differentiate between
the force reflected due to the assistive guidance force and the force reflected due to the
movement initiated by the collision.





6 Conclusion

The primary objective of this thesis was to devise an assistive teleoperation framework
capable of supporting operators engaged in teleoperation tasks. These operators often
possess limited sensory input compared to the sensory capabilities of the robotic avatar
system. The framework’s purpose is to offer appropriate guidance based on sensor data
obtained from the robotic avatar system.

The central feature of the implemented assistive teleoperation framework is the integration
of assistive guiding forces transmitted to a haptic device. These forces facilitate the user’s
movement along an estimated optimal trajectory required to fulfill tasks on the avatar’s
side of the system. The optimal trajectory is computed through an enhanced version
of the rapidly exploring random tree algorithm. This algorithm factors in both static
environmental obstacles and the robot’s physical structure. Enhancements were also made
by introducing a decision-making layer to dynamically adjust the global trajectory in real-
time, thus accounting for new static and dynamic obstacles. The assistive guiding forces,
guiding the user, are derived from this dynamically adjusted trajectory, with variations
in direction and magnitude smoothed out. This smoothing process compensates for the
user’s reduced perception of rapid changes in direction and magnitude.

In addition to the successful framework implementation, a user-friendly interface was
developed to manage the activation and deactivation of assistive guiding forces. To offer
users better insight into the task, the generated trajectory was superimposed onto the
live video feed. This visual reference augmented teleoperation efficiency by providing a
clear trajectory guide.

The assistive teleoperation framework notably enhances user efficiency in maneuvering the
robotic arm to precise cartesian poses as dictated by task requirements. It is important
to note that the ultimate manipulation decision remains with the user, who can choose
to heed or disregard the guiding forces based on their judgment. The evaluation study
shown in Chapter 5 shows that the framework successfully achieves its goal of supporting
users in remotely teleoperating a robot despite limited sensory feedback.

While the framework was designed with a focus on aiding space telerobotics, its applica-
bility extends to any teleoperation task involving a robotic arm. The framework’s design
emphasizes hardware independence, making it versatile and adaptable to various avatar
robotic systems and haptic devices. Potential areas for future research could encompass
integrating orientation planning alongside pose adjustments. By combining these aspects,
assistive guiding forces could seamlessly steer users toward both the desired orientation
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and pose. Presently, task selection hinges on marker detection and identification; however,
refining this process to operate marker-free could enhance overall performance. Addition-
ally, devising an optimal method for determining assistive force resolution would further
fine-tune the system, enhancing its efficiency.

Prioritizing the seamless integration of assistive technology within teleoperation-based
systems remains paramount. It is essential to ensure that assistance does not lead to an
undue cognitive burden, as the ultimate aim of assistive guidance could be compromised.
An effective technology should operate inconspicuously while significantly enhancing effi-
ciency.



7 Outlook

In conclusion, the current assistive teleoperation framework has on average improved the
efficiency and performance of the user in completing the defined task. The current imple-
mentation mainly focuses on assisting the user to achieve the required pose in cartesian
space via assistive guiding forces and trajectory visualization all while avoiding obstacles
in the environment. It aids the user in decision making but the final decision still com-
pletely rests on the user. The current approach is useful in scenarios where a robotic arm
is teleoperated on the basis of a live video feed from the avatar robotic system.

In order to further reduce the cognitive load on the user, the assistance can be further
improved to be seamless. The activation and deactivation of the assistive forces should
be handled by the framework rather than through explicit commands by the user. This
switch from activation to deactivation can be handled based on the user’s intent detec-
tion. Additional evaluation parameters can be introduced to measure the accuracy of
the assistive guidance, which can be then used as a weight to decide whether to use the
guidance or re-calculate it.

The current implementation fully relies on traditional control and rule-based methods.
The latest Machine learning-based methods are capable of solving more complex ma-
nipulation problems. Rule-based methods display high performance and reliability in
well-defined scenarios but lack flexibility when it comes to unseen scenarios. Further
methodologies can be explored to effortlessly switch between rule-based methods and
Machine learning-based methods to achieve a particular task with the desired accuracy.
These methods will be successfully able to leverage the reliability of the rule-based meth-
ods and the adaptability of the machine learning based methods.

Another major segment is the capability to distinguish between the assistive guiding force,
and forces due to collision. The current implementation is capable of handling both types
of forces and with additional visual feedback via a live video feed, it becomes easier for
the user the distinguish the two mentioned types. But the actual problem arises when
the part of the robot colliding is not in the camera frame and remains unknown to the
user. Further research to distinguish collision from guiding forces would help enhance the
overall system. A similar problem arises when the task itself involves introducing intended
and unintended physical contact with an object/environment. In this case, even if the
process is visible on screen, it becomes difficult for the user to determine if the applied
force is as per requirement or if there is a sudden increase in force due to other unforeseen
reasons.
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