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Abstract

This thesis investigates using a physics-informed continuous conditional Generative
Adversarial Network (CcGAN) for simulating seismic wave propagation. Seismic wave
simulations are a key element in seismic imaging used for subsurface exploration and
discovery. In recent years, physics-informed machine learning (ML) and deep learning
(DL) methods have emerged as valuable additions or substitutes to classical numerical
simulation of partial differential equations (PDEs), one of their main benefits being fast
computing time after training. We extend Kadeethum, et al. [1]’s CcGAN designed to
solve a time-dependent PDE on a 2D domain by adding a physics consistency-based
loss. The time-depended PDE of interest in this thesis is the acoustic wave equation.
A CcGAN allows for generalization across velocity distribution inputs and handling
continuous conditional variables like time. To our knowledge, this is the first use of a
physics-informed CcGAN.

We first compare a traditional CcGAN to a physics-informed one using uniform
velocity distributions. Contrary to expectations, the traditional one outperformed the
physics-informed one. Despite this, we applied the physics-informed CcGAN to a data set
consisting of horizontally layered velocity distributions, hypothesizing that the advantages
of using a physics-informed approach would become apparent with a more complex
problem. However, the model showed mode collapse on the validation and test data sets,
generating identical pressure wavefields regardless of the input velocity distributions. This
mode collapse, a common issue in training traditional GANs, persisted despite employing
a Wasserstein gradient-penalty GAN, which should have mitigated this problem.

Encouragingly, our model generated varied pressure wavefields on the training dataset.
Additionally, it demonstrated the ability to handle wavefield progression based on input
times, thereby enabling the possibility of querying wavefields at individual timesteps
without the need for preceding ones. Unfortunately, continuous time-stepping defaulted
back on timesteps used during training.

These findings underscore the need for additional research to address the unexpected
physics-informed CcGAN behavior. Despite the challenges, the possibility of querying
wavefields at arbitrary time steps highlights the potential of using DL methods to
contribute to computational speed-ups in seismic simulation and imaging.
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1. Introduction

1.1 Motivation

Waves are an ubiquitous phenomenon that influences nearly every facet of our world. The
most common aspect when defining waves is that they are a disturbance, i.e., a change
from an equilibrium state [2]. They appear either as mechanical waves such as sound
waves or electromagnetic waves such as light waves [3]. These examples already prove the
importance of waves in our everyday life. In addition, they find extensive applications
across many scientific and engineering disciplines.

Consider our modern information era, where waves play a crucial role in transporting
information over long distances, e.g., using fiber-optics [4], to more close range applications
such as wireless networking [5]. In medicine, wave phenomena are used to create detailed
images of the body, helping healthcare providers make informed decisions on treatments
[6]. Waves even provide insights into the very fabric of our universe from the quantum (e.g.
wave-particle duality, where particles like photons exhibit wave-like properties [7]) to the
cosmological scale (e.g., gravitational waves [8]). In geophysics, waves are indispensable
for estimating subsurface structures [9], aiding in the discovery of resource deposits [10],
understanding a planet’s deep structure [11], and assessing potential natural hazards like
earthquakes [12], amongst many other applications.

This process of estimating subsurface structures is referred to as seismic imaging [9]
and often relies heavily on solving the wave equation that describes how waves propagate
through a medium [13]. Over the years, many highly sophisticated numerical methods
have been developed to solve the wave equation by discretizing the equation and employing
iterative time-stepping schemes [14]. However, a key challenge is still their computational
cost, especially in the 3D domain [15]. Additionally, numerically solving the wave equation
creates challenges in terms of stability and meshing [14].

In recent years machine learning, and, in particular, deep learning techniques have
shown promising results in their ability to simulate physical phenomena in a variety of
scientific fields. In the field of fluid dynamics, machine and deep learning have been used
for turbulence modeling around airfoils, significantly reducing the computational cost
[16], [17]. In the realm of material science, machine learning has assisted in predicting
properties of new materials, thus accelerating the discovery process [18]. In computational
biology, deep learning has facilitated the understanding and prediction of protein structure
and function [19]. In the context of geophysics, deep learning has shown potential in
detecting and locating earthquakes [20], fast estimation of ground motion after earthquakes
[21], volcano monitoring via automatic classification of volcano seismic events [22], and
landslide susceptibility mapping for hazard assessment [23].

Many of these methods typically rely solely on their training data and therefore
perform poorly outside of it, meaning that they do not generalize to other, but very
similar problems [24]. As an extension to this purely data-driven approach, physics-
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CHAPTER 1. INTRODUCTION

informed neural networks (PINNs), introduced by Raissi, et al. [25] insert existing
physical knowledge into the neural network, e.g., using the underlying physical laws.
The goal: ensuring physics-correct output and better generalization [25]. In the field
of computational chemistry, physics-informed deep learning has been used to solve the
time-independent electronic Schrödinger equation of a given atomic system to predict
molecular properties by integrating a quantum wave-function ansatz [26]. In meteorology
and climatology, physics-informed machine learning methods have been used for weather
and climate modelling by incorporating physical knowledge of the atmosphere [27]. In
geophysics, physics-informed neural networks have been used for fault prediction [28] and
modelling of crustal deformation due to earthquakes [29], using the governing equations
of rock mechanics.

These examples underscore the transformative potential of deep learning across many
disciplines and in particular in geophysics. Given the significant computational cost of
traditional methods in solving the wave equation, the primary motivation of this work is
to explore an alternative approach using physics-informed deep learning to solve the wave
equation.

1.2 Related work and contribution

There are two prevalent research directions on (physics-informed) machine learning and
deep learning for seismic imaging. The first one is to simulate the wave equation, while
the second focuses on predicting subsurface properties directly from measurements. In the
context of seismic imaging, the former can be used in conjunction with classical numerical
methods. In contrast, the second approach aims to completely replace traditional methods.

1.2.1 Wave equation solver

Here, we will shortly review a few examples of using a physics-informed deep learning
approach to solve the wave equation. Karimpouli, et al. [30] solved the wave equation on
a 1D domain with constant velocity using physics-informed deep learning. They relied on
training data across the entire space and time domain. Moseley, et al. [31] solved the
wave equation in a 2D domain, relying on numerical simulation for early wavefields, and
showed that physics-informed deep learning can extrapolate from that point on, even in
complex subsurface media. Rasht-Behesht, et al. [32] extended this 2D approach with
more realistic boundary conditions, namely a reflective boundary at the top of the domain.
While being only an extract of all studies done on solving the wave equation using physics-
informed deep learning, they are all limited in that they solve the wave equation for a
single subsurface only. Therefore, for other subsurfaces of interest, retraining is necessary.
This is more compute-intensive than traditional numerical methods [31]. The advantage
of these methods is that they are mesh-free and, once trained, arbitrary space-time points
can be queried extremely fast [31].

2



CHAPTER 1. INTRODUCTION

1.2.2 Predicting subsurface properties

Using a deep learning approach to predict realistic subsurface properties from measurement
data only is an active field of research. In addition to a wave equation solver, Rasht-
Behesht, et al. [32] used a physics-informed deep learning approach to identify a subsurface
that fits both the measurement data and the initial wavefields, both simulated using
traditional numerical methods. Each distinct subsurface required its network, and the
correct subsurface was found in an iterative manner during the training period. Song, et
al. [33] moved the problem to the frequency domain. They first used a physics-informed
network to reconstruct the wavefield in the frequency domain on a specific domain for a
single source frequency. They relied on training data from a classical numerical simulation
for this portion. Afterwards, a second physics-informed network was used to map the
wavefield produced previously to a subsurface velocity. Wang, et al. [34] introduced a
combination of two networks that do not use any physics-information or training data,
but that can still generalize to other subsurfaces. The training process starts by giving
an initial velocity distribution to the first network, which acts as a wave equation solver.
The produced wavefields are then passed to a second network that tries to output the
initial velocity distribution again. Using a complex, cyclic interplay, these two networks
are trained so that the second network can be used to find subsurfaces that correspond to
measurement data.

Direct subsurface imaging is advantageous in that the structural complexity is much
simpler in nature than the wavefield’s variations in space and time. This is the case
as the subsurface is assumed to be constant in time for seismic imaging [32]. Still, as
shown by these, this approach typically requires either simulated measurement data for a
known subsurface or inversion results from a classical method if only measurement data
is present.

1.2.3 Our contribution

In this study, we choose to focus on solving the wave equation instead of attempting to
go directly from measurement data to estimating subsurface properties. Our reasoning
is that having a (universal) wave-equation solver could be used with the already proven
traditional numerical methods for seismic imaging. Moreover, to have a universal seismic
imaging method would require obtaining a extremely large set of realistic velocity models
that contain complex structures, such as salt bodies and faults [35].

The primary objective of our research is to explore the possibility of using a physics-
informed deep learning method to generate pressure wavefields at arbitrary time steps,
without the need to for a time-stepping scheme. Additionally, our deep learning method
should have the ability to generalize to varying velocity distributions The ability to
solve the wave equation more rapidly could significantly improve the inversion process,
providing an advantageous edge in subsurface exploration.

This thesis is divided into six parts. Chapter 2 introduces the topic of seismic imaging
and deep learning, with a focus on physics-informed GANs. Chapter 3 is concerned

3



CHAPTER 1. INTRODUCTION

with the methodology of this thesis. The wavefield data generation is explained and the
neural network architecture, configuration, and training procedure detailed. Chapter 4
demonstrates the results, split into two distinct parts. The first portion is a comparison
between a traditional and a physics-informed neural network on a simple problem. The
second is a detailed look at the neural network’s performance on a more complex issue.
In Chapter 5, the results and limitations of our approach are discussed. Chapter 6
provides a conclusion for this thesis and gives an outlook for further research.

4



2. Theoretical background

2.1 Seismic imaging

The goal of seismic imaging is to estimate subsurface parameters from seismic data.
Interpreting the distribution of these parameters then allows for an estimation of the
geometry and lithology of subsurface layers [9]. Exemplary subsurface parameters are the
spatial distribution of P- or S-wave velocities. P-waves (pressure waves) refer to waves
traveling longitudinally, meaning that particles hit by this wave oscillate back and forth
around their equilibrium position in the same direction as the wave propagates. They
travel faster than S-waves (secondary or shear waves), which is why they are also called
primary waves [36]. S-waves travel transversely, meaning that the particle motion is
confined to the planes perpendicular to the direction of propagation [37].

To get an interpretable subsurface image, two main steps need to occur beforehand:
seismic data acquisition and data processing. Seismic data acquisition is the process of
generating seismic signals and the reception and storage of those signals after they have
traveled through the interior of the body of interest. During the processing step an attempt
is made to remove all effects on the signal that are not from the causative structure of
interest or undesired in the context of the current research question [38]. An exemplary
early processing measure is a gain correction, compensating for the reduction in signal
amplitude due to wavefront divergence from geometric spreading [10]. Different research
fields consider different signals to be undesirable, so while reflection seismics - a method
commonly used in exploration of hydrocarbons - tries to remove non-geological ambient
noise such as wind-driven surface gravity waves [38], there is an active research field
that uses natural sources, e.g., to relate Antarctic sea ice extent to seismic activity [39].
Therefore, the amount and method of processing differs widely. An in-depth introduction
to the topic of seismic data analysis is provided by Yilmaz [10].

2.1.1 Wave equation

The PDE describing the propagation of seismic waves, e.g. P- or S-waves, is the wave
equation [11]. A few assumptions are usually done on the type of materials for which the
PDE is introduced. These are acceptable in most cases when it comes to studying the
subsurface and are the following [37]:

• Perfect elasticity, i.e., the material goes back to original shape after deformation,
• Isotropy, i.e., the material’s properties are the same in all directions, and
• Neglection of body forces, i.e., gravity

With these assumptions, the wave equation is [11]:

ρ
∂2u

∂t2
−∇λ(∇ · u)−∇µ ·

[
∇u− (∇u)T

]
− (λ+ 2µ)∇∇ · u+ µ∇×∇× u = s , (2.1)

5



CHAPTER 2. THEORETICAL BACKGROUND

with ρ the density, u(x, t) the displacement vector with components u, v, w, s = s(x, t) the
source which is an applied force. λ and µ are the two elastic moduli for solids describing
the stress-strain relation, also known as Lamé parameters, given by

λ =
σE

(1 + σ)(1− 2σ)
, µ =

E

2(1 + σ)
, (2.2)

where E is Young’s modulus and σ is Poisson’s ratio [40].
The second and third subtrahends in equation (2.1) involve gradients in the Lamé

parameters and are non-zero whenever the material is inhomogeneous, making it difficult
to solve efficiently. If the velocity of the seismic waves is only a function of depth -
meaning the velocity distribution is horizontally layered - each material in these layers
can be treated independently as homogeneous and the gradients of the Lamé parameters
are 0. The solutions in the different media are then linked with an additional process.
This is a common approach for solving the wave equation [11].

In this thesis, we only consider acoustic waves traveling in a 2D fluid medium that is
horizontally layered or homogeneous. Therefore, the gradients of the Lamé parameter are
0 and only P-waves travel through the medium A further simplification to acoustic waves
is commonly done to show that a certain wave-propagation method has promise, e.g., in
Moseley, et al. [31], Rasht-Behesht, et al. [32]. Combining these further simplifications
we get the well-known and easier formulation of the wave equation [41]:

1

c2
∂2P

∂t2
−∇2P = s , (2.3)

where P (x, t) is the time-varying scalar pressure wavefield and per-layer constant speed
of sound c.

2.1.2 Seismic inversion

There are multiple ways of getting from the recorded and - to some degree - processed data
to an estimation of subsurface properties such as the P-wave velocity. One method with
the most active research [42] is the Full-Waveform Inversion (FWI), which has the ability
to provide high-resolution quantitative - not only structural - results [43]. In one of the
main early works on this method, Tarantola [13] proposes a way to handle full-wavefield
data for inversion. This is in contrast to other methods that rely on only part of the
wavefield by not taking into account all different waveforms and/or only relying on the
amplitude - not the phase - of the recorded wavefield [44]. The goal of FWI is to solve
the minimization problem

E(m) = min
m

{
∥dobs − dcalc(m))∥22

}
, (2.4)

where m = m(x) is a function of a subsurface property at a certain position x = (x, y, z),
dobs is a vector of sampled measurement data at receiver position r(x). The calculated
data dcalc sampled at certain receiver positions are a function of the model m. This
calculation is based on the wave equation (2.3) [43], [45].
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The actual process of FWI is quite difficult. It is a non-linear, ill-posed optimization
problem that is solved iteratively [13], [46]. In each iteration step, the model m is updated
to reduce the misfit function (2.4). As per Tarantola [13], each step in the iterative
procedure encompasses a forward wave propagation simulation originating from the actual
source, as well as a forward propagation (backward in time) of the residuals between the
observed and simulated data at the receiver locations. Forward wave propagation refers
to a simulation that solves the wave equation at successive timesteps, while "backward
in time" refers to the technique of propagating the wavefield residuals from the receiver
positions back towards the source, effectively using negative timesteps as if reversing
time. Subsequently, the two wavefields are correlated at each spatial point, yielding a
correction of the model. With this being only a very superficial description of the process,
the interested reader is referred to Tarantola [13] to delve deeper into the topic.

This procedure requires both a good initial model and many computational resources
for larger seismic experiments, which is why a more widespread use has only become
possible recently, thanks to improved algorithms and progress in high-performance
computing [44]. Efficient numerical modeling of the complete seismic wavefield remains a
central challenge in FWI [46], as many wave propagation simulations solving wave
equation (2.1) need to be done per iteration step.

2.2 Deep learning

Deep Learning (DL) is a subset of Machine Learning (ML) which in itself is an Artificial
Intelligence (AI) method [47]. There is no unique and agreed upon definition of AI
[48]. McCarthy [49] describes AI as “the science and engineering of making intelligent
machines, especially intelligent computer programs [...], but AI does not have to confine
itself to methods that are biologically observable.” Again, there is no general definition
of intelligence, so we again refer to McCarthy [49], who defines intelligence as “the
computational part of the ability to achieve goals in the world”. ML is defined by Bishop
[50] as a discipline where computers are programmed to optimize a performance criterion
using example data or past experience without being explicitly programmed. Goodfellow,
et al. [47] define DL as a specific kind of machine learning where the underlying algorithms
are inspired by the structure and function of the brain.

Conventional ML methods struggle to work on raw data and instead require manual
engineering of a feature extractor to turn data into a representation with which the method
can work [51]. A good example of this is given in Goodfellow, et al. [47]: a conventional
ML method cannot directly infer medical recommendations from MRI scans, but can do
so if given relevant information, e.g., the presence or absence of certain structures in the
scan. Deep Learning methods on the other hand can be fed with raw data, as they have
the ability to automatically discover the representations needed for the task at hand [51].
In this thesis, we will make use of a DL method.

There are three common forms of machine learning, be it deep or not. These are
supervised, unsupervised and reinforcement learning [52]. Supervised learning is defined by
the use of a labeled data set to classify or predict outcomes [53]. In unsupervised learning,
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the model can analyze and cluster unlabeled data sets, identifying hidden patterns in the
data set [53]. In reinforcement learning, the model learns through trial and error; it is
rewarded for good outcomes and penalized for bad ones without there being a ground
truth label [52]. The most common form is supervised learning [51], which is the one used
in this thesis.

2.2.1 Introduction to deep learning procedure

Deep Learning is built upon Artificial Neural Networks (ANNs), in short neural networks
(NNs) [54]. NNs can be seen as a universal approximator [55], meaning that they can
approximate any continuous function with an arbitrary precision [56].

In their simplest form, NNs consist of an input, a hidden and an output layer. Each
layer l contains many connected neurons, which are simple processing elements that work
on inputs u, part of the weighting parameter matrix W and biases b [57]. The elements
W l

ij in weight matrix W are used to connect the ith neuron in layer l − 1 with the jth
neuron in layer l. The weighting parameter controls the strength of the connection of two
neurons. A bias term bi is used as a shifting parameter. The output for the kth neuron
in the lth layer (ulk) can be determined by a weighted sum of the inputs (outputs of the
previous layer ul−1) as follows [50]:

ulk = ϕ

kl−1∑
j=1

wl
kju

l−1
j + blk

 , (2.5)

where ϕ is a non-linear activation function. The reason for non-linear activation function
is that in practice, data is generally not separable by linear functions (see Fig. 2.1).
Therefore, non-linear activation functions are needed as otherwise even deep NNs will
only produce output as linear function of inputs [58]. In the example below (see Fig.
2.1), this would mean that a NN would act as a function that when inputting a (x, y) -
coordinate, outputs the color to which a dot at that position would belong to.

Figure 2.1: No linear function can separate the two colored data sets (assuming no
further modifications to the representation).

The deep in deep learning refers to the use of multiple hidden layers, creating a depth
in the network structure [47] (see Fig. 2.2). NNs in which all of the nodes in a layer are
connected to all the output nodes in the next layer for all layers as in Fig. 2.2 are called
fully-connected neural networks [59] or equivalently multilayer perceptrons (MLPs) [47].
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Figure 2.2: Deep neural network structure modified after Kavlakoglu [54]. Each circle
corresponds to a neuron and carries equation (2.5). Different number of
neurons per layer are allowed.

Our introduction to supervised learning is based on LeCun, et al. [51], if not noted
otherwise. Our exemplary supervised learning task is to correctly identify objects shown
in an image. This is a common goal in supervised learning. As a first step, a large
data set is gathered or generated and each sample from the data set is labelled with its
corresponding category, meaning the feature that is present in the image (e.g. a subsurface
fault structure). The NN outputs a vector of scores for each image passed to it. Each
entry in the score vector corresponds to one of the categories present in the data set.
We want the NN to give the highest value to the entry that corresponds to the object
present in the image. To get the NN to perform this task, a training phase for the NN
is necessary. In this phase, an objective function J that measures the error between the
output scores and the desired ones is used. Other terms for the objective function are
cost function or loss function [47]. Based on the measured error, adjustable parameters -
of which there can be hundreds of millions in modern NNs - are altered to minimize this
error. These adjustable parameters are the weights W and biases b. We will note both
of them together as θ. The objective function is a high-dimensional function of θ: J(θ).
By calculating the negative gradient vector −∇θJ(θ) of this function with respect to
(w.r.t.) the current adjustable parameters, one can find the direction of steepest descent,
indicating the direction of a local minimum where the cost function’s value is smaller.
The weights and biases are then adjusted with a small step towards the local minimum.
This method is known as gradient descent [60]:

θnew = θ − η · ∇θJ(θ) , (2.6)

where η is the learning rate, determining the size of the step taken toward the (local)
minimum. This procedure is repeated during the training phase to optimize the NN.
One should keep in mind that with gradient descent, one cannot guarantee that a global
minimum can be found. This is often irrelevant in practice, as most local minima provide
adequate results [61].

There is an additional difference between traditional optimization problems and
optimization for NNs as Goodfellow, et al. [47] point out: In machine learning only
the cost function J(θ) over the finite data set can be minimized but not over the true

9



CHAPTER 2. THEORETICAL BACKGROUND

underlying data distribution as this is unknown. The finite data set that is used during
training is called training data set. The hope is that by minimizing the cost function
in the training phase, minimization also occurs w.r.t the underlying data distribution.
This procedure is prone to overfitting, meaning that the NN memorizes the training data
set instead of generalizing to the underlying data distribution. To mitigate the issue of
overfitting, a stopping criterion based on the performance of the NN on the validation
data set is introduced. Due to the early stopping of the training, gradients might still be
large - contrary to traditional optimization [47]. There is a third and final phase: the test
phase with the testing data set. All the data sets stem from the same data distribution
and the samples are assumed to be independently and identically distributed (i.i.d) [62].
In the validation phase, the network’s behavior is checked during training, but no weight
optimization is done. This is to determine if the network is overfitting, as stated above,
and to gain an intermediate result on non-training data. The same validation data set is
therefore seen multiple times by the network. In the test phase, the NN’s performance on
data that has never been seen before is evaluated after the completion of the training.
This can be understood as a check for the generalization ability of the NN to new data
[47].

The optimization process contains two main concepts in the gradient calculation:
stochastic gradient descent (SGD) and backpropagation [51]. SGD is a variation of the
traditional gradient descent algorithm from (2.6). The explanation of SGD is based on
Ruder [60]. SGD usually refers to mini-batch gradient descent, an algorithm that is
typically chosen in training. Instead of computing the gradient of the cost function w.r.t.
θ for all training data at once and then updating the weights and biases, an update is
performed for every mini-batch of n training samples:

θnew = θ − η · ∇θJ(θ;x
(i:i+n),y(i:i+n)) , (2.7)

where x(i:i+n) are n samples with their corresponding labels y(i:i+n). A mini-batch is
therefore just a pick of n samples from the overall training data set. The number of
samples in a mini-batch is commonly referred to as batch size [63]. Mini-batch gradient
descent brings a few advantages with it: With traditional gradient descent, we need to fit
the whole data set into memory which is not possible for larger data sets. In contrast,
with SGD, only n training samples of a mini-batch need to be in memory, where n can
be chosen accordingly. Additionally, SGD’s gradient calculations have high variance, as
the true shape of the cost function of the whole training set is only approximated with
the limited amount of samples in a mini-batch. The high variance and the resulting
fluctuations of the gradient allow SGD to evade non-optimal local minima or saddle points
to get to potentially better local minima. However, it might be necessary to decrease the
learning rate η to decrease overshooting while converging to the lowest point of a local
minimum.

Backpropagation is a simple, computationally inexpensive method to calculate the
gradient of the cost function J(θ) w.r.t. all θ needed for the SGD [47]. Backpropagation
works on the concept of a computational graph, which is a way of rewriting a mathematical
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expressions into multiple intermediate calculations and connecting these to show how
intermediate results are passed on [64]. We will stick to the example given in Olah [64] to
explain both the computational graph, as well as the backpropagation algorithm, with
additional information from other sources cited accordingly. Consider the expression

e = (a+ b) · (b+ 1) (2.8)

with intermediate variables c = a+ b and d = b+ 1. This gives every function output its
own variable and e can be then calculated as e = c · d. The computational graph for the
calculation of e can be seen in Fig. 2.3.

e = c · d

c = a+ b d = b+ 1

a b

Figure 2.3: Computational graph of the equation e = c ·d, where c = a+b and d = b+1.

The graph is created by putting each operation and the inputs into nodes. The edges
of the graph are represented as arrows, indicating that one node’s value is used as an
input for another node. The inputs a and b provide initial information that flows upwards
towards the final node with the value e. A neural network can be understood as a more
complex computational graph than our example. The neural network structure in Fig.
2.2 visualizes this concept, where the equivalent procedure of information flow from input
through hidden layers towards the output layer is called forward propagation [47]. The
flow of information through the graph is further visualized in Fig. 2.4 by setting the input
variables to a = 2 and b = 1.

e = c · d
e = 6

c = a+ b
c = 3

d = b+ 1
d = 2

a
a = 2

b
b = 1

Figure 2.4: Computational graph of the equation e = c · d with exemplary input values.
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The key to understanding derivatives in the context of computational graphs is
understanding derivatives on the edges. These are the partial derivatives of one node
w.r.t. the input node(s), e.g. ∂c

∂a , see Fig. 2.5.

e = c · d
e = 6

c = a+ b
c = 3

d = b+ 1
d = 2

a
a = 2

b
b = 1

∂c
∂a = 1 ∂c

∂b = 1 ∂d
∂b = 1

∂e
∂c = 2 ∂e

∂d = 3

Figure 2.5: Derivatives on edges.

As stated in the beginning of the explanation of the backpropagation method, in the
case of NNs, we are interested in the partial derivatives of the cost function J(θ) w.r.t.
all θ. Translating our example equation (2.8) and the related computational graph to the
case of a NN would mean that the value of the cost function J(θ) for specific θ’s would
correspond to e. In this context, calculating all the partial derivatives of e w.r.t. all the
other nodes is equivalent to the calculation of ∇θJ(θ). The general rule of calculating
the partial derivatives w.r.t. another node is to sum over all possible paths from one node
to the other, multiplying the partial derivatives on each edge of a specific path. This is
the equivalent of the multivariate chain rule. For example, for ∂e

∂b we get

∂e

∂b
=

∂e

∂c

∂c

∂b
+

∂e

∂d

∂d

∂b
= 1 · 2 + 1 · 3 . (2.9)

In practice, with large computational graphs - or in our case large NNs - repeating
this chain rule for all partial derivatives of interest is inefficient mainly for two reasons:
First, due to repeated calculation of some partial derivatives [47]. In our case an example
would be ∂e

∂d which is needed for both ∂e
∂a and ∂e

∂b (see Fig. 2.5). Second, the need to
sum up over many different paths to get the derivative w.r.t. a single value. Both issues
accumulate over large neural networks. This issue can be overcome with a method called
reverse-mode differentiation which, in the context of NNs, is backpropagation. In it, the
gradient information flows backwards through the network. It is still based upon the
chain rule but allows for a layer-wise calculation of the gradients of the output w.r.t. all
the previous nodes, making it an efficient method for the calculation of ∇θJ(θ). Fig. 2.6
gives an idea of the process based on our exemplary mathematical expression.

The interested reader is referred to Part II of Goodfellow, et al. [47] for both an outlook
on variations from the standard training procedure, with adaptations of the optimization
process, and another slightly different introduction to the topic of backpropagation.
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∂e
∂e = 1

∂e
∂c = ∂e

∂c ·
∂e
∂e

= b = 2

∂e
∂c = ∂e

∂c ·
∂e
∂e

= b = 3

∂e
∂a = ∂c

∂a · ∂e
∂c

= 2

∂e
∂b = ∂c

∂b ·
∂e
∂c +

∂d
∂b ·

∂e
∂d

= 2 + 3 = 5

∂e
∂c = 2

∂e
∂c = 2 ∂e

∂b = 3

∂e
∂e = 1 ∂e

∂e = 1

Figure 2.6: Reverse-mode differentiation or backpropagation. The change of arrow
direction indicates that the gradient information flows from the output back
to all previous nodes.

2.2.2 Modern network architectures

There are many different neural network architectures that deviate from the fully connected
neural network as seen in Fig. 2.2. Many of them perform better at certain tasks than
fully connected NNs. An example would be Long Short-Term Memory Recurrent Neural
Networks (LSTM-RNNs) for dynamic classification, where signals from previous timesteps
are fed back into the network [65]. They have circular connections between higher- and
lower-layer neurons and optionally self-feedback connections, therefore deviating from
the layer-wise, static fully connected neural networks. They have been proven to perform
well for tasks related to memorizing data for longer time, such as speech and handwriting
recognition or machine translation. Another example would be graph neural networks
(GNNs) [66]. As the name suggests, they operate on graph data structures, an example
being the computational graphs described earlier. Graphs can be used as a denotation of
a large number of systems. These appear in many different areas, such as social networks
(interaction/connection between participants) or molecule interaction where one might
want to predict whether it will bind to a receptor implicated in a disease [67].

In this thesis, we will also deviate from the fully-connected NN architecture. The
change consists of two parts. First, instead of using a single neural network to produce
output, an adversarial modeling framework containing two NNs that have a special kind
of interplay is used, called Generative Adversarial Nets (GANs) [68]. Second, instead of
using two fully connected neural networks for the NNs in a GAN, Convolutional Neural
Networks (CNNs) are used [69].

2.2.2.1 Generative adversarial nets

We will be brief in our introduction to the topic of GANs here and will go more in-depth
on changes done to the traditional GAN - such as different objective functions - in Chapter
3.2.1. Goodfellow, et al. [68] introduced GANs, which consist of a generative model - the
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generator G - designed to replicate the training data distribution, and a discriminative
model - the discriminator D - aimed at determining the likelihood of a sample originating
from the training data rather than from G. This allows GANs to excel in applications in
image/video processing, i.e., image-to-image translation, image manipulation or increasing
the resolution of an image/video [70].

The following introduction is adapted from Goodfellow, et al. [68]. The training
methodology for G is centered on increasing the odds of D committing errors. To learn a
generator distribution pg over training data x, the generator builds a mapping function
from a prior noise distribution pz(z) (e.g., a vector filled with uniform random values) to
data space as G(z;θg), where θg are the generator’s weights and biases. The discriminator
D(x;θd) - where θd are the discriminator’s weights and biases- outputs a single scalar
representing the probability that x came from the training data rather than pg. The
discriminator can be understood as a binary classifier, trying to assign probability 1

to data samples from the training set and 0 to generated data samples. G and D are
trained simultaneously, with the goal of adjusting the parameters θg and θd so that G

minimizes log(1−D(G(z)) and D maximizes the probability of correctly detecting if its
input is from the training data or an output of the generator. This structure aligns with
a two-player, min-max game

min
G

max
D

J(D,G) = Ex∼pdata (x)[logD(x)] + Ez∼pz(z)[log(1−D(G(z)))] , (2.10)

with objective function J(D,G). Within the realm of arbitrary functions G and D, a
singular solution is attainable, whereby G successfully mimics the distribution of the
training data, while D is uniformly 0.5 everywhere. For a more extensive introduction to
classical GANs, their advantages and shortcomings, see Goodfellow [71].

In its original formulation, GANs are an unsupervised learning method as they do
not work on labeled data. As we are interested in producing pressure wavefields that
correspond to certain subsurface velocity distribution, we will make use of an extension of
GANs, namely conditional GANs (cGANs). These were introduced by Mirza, et al. [72],
who conditioned both the generator as well as the discriminator on extra information y

(e.g., class labels encoded in a one-hot encoded vector). With this, cGANs are becomeing
a supervised learning method. The conditioning works by feeding y into both networks as
additional input next to the prior noise distribution pz(z). The exact implementation of
the input mechanism for y can vary, but the objective function of the two-player min-max
game stays the same as in Eq. (2.10), with the only change being that the generator and
discriminator now have an additional input y:

min
G

max
D

J(D,G) = Ex∼pdata (x)[logD(x|y)] + Ez∼pz(z)[log(1−D(G(z|y)))] . (2.11)

As previously implied, GAN can support various network architectures - not only
fully-connected NN (e.g., LSTM-RNNs [73] or CNNs [74]).
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2.2.2.2 Convolutional neural networks

In this thesis, CNNs are used for both the generator and discriminator, which is why we
will introduce the basic concepts of CNNs here. The introduction to CNNs is based on
Goodfellow, et al. [47], if not noted otherwise.

CNNs are a specialized type of neural network engineered for processing data with a
grid-like structure. This encompasses data such as time series, which can be seen as a
one-dimensional grid with samples taken in regular timesteps, and image data, which can
be considered as a two-dimensional grid of pixels. As the name suggests, the prevalent
mathematical operation in a CNN is a convolution. In CNNs, convolutions replace general
matrix multiplications in at least one of the layers. Before explaining the mathematical
underpinnings of convolutions, let us first understand one of the main issues that arises
with handling images with fully-connected NNs. Assume a 3-channel (C) image with
height (H) and width (W) 10, denoted as (10, 10, 3) with (H,W,C). We want to feed that
image to just 5 neurons in a single layer. In a fully-connected NN, each neuron would be
connected to each pixel in the image, resulting in 300 weights per neuron, so overall 1500
weights in the specific layer (see Fig. 2.7).

Figure 2.7: Example of how one neuron (green) is connected to one column in one
channel of the image (blue), inspired by lecture notes from Nießner [75].
Overall, 1500 connections (black lines) would be present if all pixels were
connected to all neurons.

This becomes rapidly impractical when increasing both the image size as well as the
amount of neurons in just the one layer, where an image of size (512, 512, 3) feeds into
1000 neurons in a layer - which are reasonable values - resulting in more than 700 million
weights just for the one layer. Before explaining how CNNs provide a remedy to this
issue, let us consider what convolutions are. In the most general form, convolution is a
mathematical operation on two functions with real-valued arguments. In the continuous
case it is defined as

s(t) =

∫
x(a)k(t− a)da , (2.12)

where a practical example would be to think of k(a) as a weighting function for time-
dependent measurement data x(t), where a is the age of the measurement. The weighting
function k(a) is reflected about the y-axis and shifted before being put into the integral.
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The convolution operation is typically denoted with an asterisk:

s(t) = (x ∗ k)(t) . (2.13)

In convolutional network terminology, the initial argument (in the above example x) to
the convolution is usually referred to as input, and the second argument (in our example
k) as kernel. The result of the convolution is often called a feature map.

When working with computers data is discretized, so that we also require a discrete
convolution:

s(t) = (x ∗ k)(t) =
∞∑

a=−∞
x(a)k(t− a) . (2.14)

In deep learning applications, the input is usually a (multidimensional) array of data
and the kernel a (multidimensional) array of weights. Therefore, it is fair to assume that
functions x(t) and k(a) are zero everywhere except in the finite set of points that are
covered by the aforementioned arrays. This means that, in actual implementation, we do
not need to calculate infinite sum

∑∞
a=−∞ ..., only requiring a summation over a finite

number of array elements. In the case of a two-dimensional image X as input, we might
be interested in doing the convolution with a two-dimensional kernel K, resulting in the
discrete convolution in two-dimensions:

S(i, j) = (X ∗K)(i, j) =
∑
m

∑
n

X(m,n)K(i−m, j − n) . (2.15)

Many neural network libraries do not implement convolutions, but rather cross-
correlations. The operation is exactly the same but the kernel is not flipped before its use.
In practical deep learning application, it does not matter if the kernel is flipped or not,
as the learning algorithm will learn the appropriate weights at the appropriate place in
the kernel. In most cases, the libraries therefore do not differentiate when it comes to
naming the two and use the term "convolution" for both cross-correlation and normal
convolutions. We will follow this convention of calling both operations convolution.

Fig. 2.8 sketches how a kernel works on a RGB image. In order to calculate the
dimensions of the feature map, the following formula was used [76]:(

width(X)− width(K)

Si
+ 1,

height(X)− height(K)

Sj
+ 1

)
, (2.16)

where S is the stride, indicating how many pixels the filter slides before its impact on the
input is calculated again. The subscripts indicate that this calculation needs to be done
in both image dimensions. In our example of the RGB image, the depth of the kernel
equals the number of channels in the input image, reducing the depth of the feature map
to 1.

To calculate the impact of the kernel - the weights - and a specific chunk of the
image, the dot product can be used after flattening both three dimensional matrices to a
one-dimensional vector. As with fully-connected NNs, there is also a bias term that is
constant for the convolution. Therefore, a value si in the feature map can be calculated
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Figure 2.8: Example how a kernel (light orange) turns an image (blue) into feature map
(purple), inspired by lecture notes from Nießner [75]. The orange arrows
indicate the sliding of the kernel across the image. A stride of 1 was assumed
for the calculation of the dimensions of the feature map.

from the flattened kernel k and xi - the flattened i-th chunk of the input image X - and
the bias b [76]:

si = kTxi + b . (2.17)

Understanding the basics of how a convolution works, let us now consider the
advantages of CNNs compared to fully connected NN, namely sparse interaction,
parameter sharing and equivariant representation of CNNs. Sparse interaction solves the
issue of having an interaction between each input and output unit as sketched in Fig. 2.7
and previously explained. With a convolutional, one output node is only connected to
part of the input image. The spatial extent of this connectivity is called receptive field.
It can also be tracked through multiple convolutions, see Fig. 2.9. This means that while
direct connections are very sparse, deeper layers are indirectly connected to all or most of
the input image.

Figure 2.9: Getting the receptive field (dotted squares) of one pixel in the intermediate
layer and output with regard to the input, assuming a (3, 3) kernel. The
different colors indicate different image-kernel interactions. Inspired by
lecture notes from Nießner [75].
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Parameter sharing - also referred to as tied weights - allows the model to use the same
parameter multiple times across different functions, contrary to fully-connected neural
networks where each weight is used only once. In a CNN, each member of the kernel - a
weight value - is used at every position of the input so that only a single set of parameters
is learned instead of a set of for every location. In practice, this does not impact the
runtime of forward propagation, but further reduces memory requirements.

The particular form of parameter sharing causes the convolutional to be equivariant
to translation. This property means that the output mirrors the way the input changes,
specifically when the input is shifted or translated. An example would be shifting an
image pixel to the right before applying the convolution, leading to an equivalent outcome
as if the convolution was applied first and the shift second. This property is advantageous
in time-series data and image processing, as it creates a timeline or 2-D map that reflects
when or where particular features appear in the input. This is useful in scenarios like
detecting edges across an image where we know that the same parameters - so the
same kernel - can achieve this. There are circumstances, however, where parameter
sharing might not be desired, such as processing images focused on a person’s face, where
different features need to be extracted at different locations. There are other kinds
of transformations, like rotation of an image, that require other mechanisms so that
convolution is able to handle these.

There are two other main components - next to the convolution - that make up a
convolutional layer that is used in a CNN. As the convolution is a linear transformation,
we need again to pass the results of it through a non-linear activation function. These
intermediate values are then fed into a pooling function that can be understood as a
feature selector, with the convolution being a feature extractor in this sense. The pooling
also makes the representation approximately invariant to small translations of the input.
This invariance can be a useful property when we are more concerned with whether a
feature exists rather than its exact location. A common example for a pooling function is
max-pooling, where the maximum value within a neighbourhood - e.g., a square in two
dimensions - is picked. This further reduces the output size, improving the computational
efficiency of the network.

When it comes to training deep convolutional GANs (DCGANs), the block of
convolutional layer, activation and pooling layer is often interlaced with a normalization
layer and/or a dropout layer [77]. Usually batch normalization is used as a normalization
layer, stabilizing learning by transforming each training mini-batch to have zero mean
and unit variance [78]. This procedure is still not to be confused with normalizing values
to a specific range, e.g., [0, 1], but rather a form of standardization [78]. Dropout acts as
a regularization in deep NNs to prevent the network from overfitting and was initially
developed for fully-connected NNs [79]. With it, a certain amount of random neurons in
each layer and their connections are dropped during training. Therefore, multiple
different thinned networks are trained and then averaged in validation/testing, where
dropout is inactive. The approach can be translated to CNNs, where entire channels of
intermediate feature maps are dropped [80], [81].
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2.2.3 Physics-informed deep learning

While classical numerical methods based on the discretization of PDEs have shown
great progress in simulating multi-physics problems, it is still challenging to seamlessly
incorporate noisy data into existing algorithms and to generate the necessary meshes.
Additionally, solving inverse problems with only partially known physics - such as missing
boundary conditions - is often prohibitively expensive [82]. Moreover, maintaining the
used programs with often more than 100, 000 lines of code adds another layer of complexity.
With the increase of available multi-fidelity observation data, data-driven methods such
as machine learning have shown to be a promising alternative to classical numerical
method due to their ability to explore massive design spaces, identify multi-dimensional
correlations, and manage ill-posed problems [82]. This is especially true for deep learning
approaches [83]. Additionally - depending on the complexity of the problem - a data-driven
approach can outperform the classical method in terms of computational speed after
training, while retaining a high or equal quality of the solution [84].

Nonetheless, even with the large amount of observational data, labeled data required
for supervised machine learning is scarce in relation to the complexity of certain physical,
biological or engineering systems due to the cost of deploying and maintain sensors [25],
[85]. Therefore, for regimes with little to no data, conclusions need to be drawn from the
available partial information [25]. This leads us to the main drawbacks of using purely
data-driven models: They may fit quite satisfactorily fit observations, but predictions may
be physically inconsistent or implausible, leading to poor generalization performance [82].
The solution to this issue is to add prior knowledge or constraints to the machine learning
method, leading us to physics-informed machine learning. Karniadakis, et al. [82] defined
physics-informed machine learning as “the process by which prior knowledge stemming
from our observational, empirical, physical or mathematical understanding of the world
can be leveraged to improve the performance of a learning algorithm”. A common class of
deep learning algorithms that achieves this was introduced by Raissi, et al. [25], namely
physics informed neural networks (PINNs). These are trained to solve supervised learning
tasks while respecting general nonlinear partial differential equations that describe the
physical system of interest. PINNs do so by considering both measurement data as well as
information from the PDEs in the objective function of a neural network parameterized
by θ [82]:

J (θ) = αdataLdata + αphysicsLphysics , (2.18)

with weighting factors α for the losses L stemming from the purely data-driven, supervised
method and from checking the adherence with the physical underpinnings of the system
that we want to model.

Ldata =
1

Nu

Nu∑
i=1

∥u (ti, xi)− Λ (ti, xi,θ)∥2 (2.19)

is the supervised training loss, where u(t, x) represents the solution of a space and time-
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dependent system and Λ is the prediction of the neural network. u(t, x) can either come
from measurement data or from simulation and acts as a ground truth. The physical
consistency-based losses are described by

Lphysics =
1

NΛ

NΛ∑
j=1

∥N [Λ (tj , xj ;θ) ;λ]∥2 , (2.20)

where N is an underlying differential operator parameterized by λ that describes the
physical system [31]. With this formulation, two groups of problems can be tackled:
First is the forward problem, i.e., obtaining the behavior of u(t, x) based on fixed model
parameters λ. The second is the inverse problem, where we are interested in finding
parameters λ that best describe observed data [25]. In many cases, adding the physics-
based loss also accelerates training in addition to favoring physically consistent solutions
and better generalization. Additionally, it is even possible to train the network without
any measurement data, by relying solely on physical consistency-based losses [82].

In order to differentiate from the fully-connected neural networks on which the
introduction of PINNs by Raissi, et al. [25] is based, we will refer to our approach
as physics-based deep learning (PIDL). This is to indicate that the underlying network
architecture used in the thesis is a GAN. The exact implementation of the physical
consistency-based losses is detailed in Chapter 3.2.2.

Equipped with this knowledge, we will introduce the methods used to develop a NN
that can generate pressure wavefields in Chapter 3.
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We employ a supervised NN to generate varied pressure wavefields depending on the
underlying velocity distribution. Therefore, we first have to get a labeled data set or
generate a new one for training, validation and testing purpose. The procedure is detailed
in Chapter 3.1. Afterwards, we will explain the exact network architecture, objective
function and training procedure in Chapter 3.2.

3.1 Wavefield data generation

For our study, there was no existing data set fulfilling our requirements of multiple spatial
P-wave velocity distributions with constant domain size and the corresponding pressure
wave fields in close time succession generated from the same source at the same position.
With P-waves being the only wave type present in an acoustic medium, we refer to
P-wave velocity distributions simply as velocity distribution. SpecFem2D [86], a solver
for - among other things - 2D simulations of acoustic seismic wave propagation, as well
as FWI, was used to simulate the wave propagation. It is based on a spectral element
method (SEM), which is a variant of traditional finite element methods (FEM) that use
higher order basis functions. We will not dive into the numerics of it, as we are using
SpecFem2D purely as a tool to generate wave fields for later use in the deep learning
algorithm. The interested reader is therefore referred to Hafeez, et al. [87] for an overview
on SEMs.

3.1.1 Simulation domain and parameters

We solve the acoustic wave equation (2.3) on a square domain of interest with width x

and height z of 1000m with the goal of simulating the pressure wavefield. This wavefield
is a response to an initial acoustic pressure source of Gaussian shape with a dominant
frequency of 10Hz in the middle of the domain at (x, z)-position (500, 500), with z = 0

being at the bottom of the domain. Perfectly matched layers (PMLs) [88], [89] are
employed at the left, right and bottom boundary to get absorbing boundary conditions.
These are used to minimize - in the best case eliminate - reflections from these boundaries
in order to truncate a larger domain to the domain of interest [90]. A free surface boundary
is used at the top, mimicking the behaviour at the interface between a half-space in
contact with vacuum [91]. The domain of interest is split into 40 square spectral elements
of size 25m in both directions respectively, resulting in a total of 1600 elements. The
absorbing boundaries are 3-spectral-element-thick. SpecFem2D automatically checks if
the shape and amount of the elements allows for an accurate simulation. We passed
both checks; SpecFem2D even suggested using less elements to speed up the computation.
Nevertheless, we adhered to the amount of elements to have a high resolution image that
would not introduce too many artifacts when interpolating to a different grid size (see
Chapter 3.1.2). A fourth-order 6-stage low storage Runge-Kutta time-stepping scheme
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with a time step size of 0.001 s is chosen to simulate 1 s. Fig. 3.1 shows an overview of
the domain .

Figure 3.1: Sketch of the simulation domain.

Simulation parameters are passed to SpecFem2D via the source, interface, and
parameter file. The source file contains information about the source location, type, and
dominant frequency and is constant throughout all simulations. The interface file
requires the amount of interfaces, the interface vertices and the amount of spectral
elements in vertical direction. The parameter file is the main input file, where the
parameters of interest for us can be split into the constant ones and the ones that are
adjusted for different simulations. The constant parameters are the time step size, the
simulation period, the amount of spectral elements for the PML boundaries, amount of
spectral elements in x direction, and the output step-size of 0.01 s for the wavefield data.
For the adjustable category, we first have the amount of material layers, where a layer is
the space between two interfaces from the interface file. Second are the associated
material velocities and corresponding densities. Finally, we have to define which spectral
elements belong to which layer.

In order to generate a large data set covering multiple layers and multiple different
velocity distributions, we automate the process of changing all the parameters using bash
scripts to change the interface and parameter file. We generate two distinct data sets.
The first being a simple one, consisting of 15 different uniform velocity distributions.
This data set will be used to compare the performance between a physics-informed NN
and a non-physics-informed NN. The second data set is more complex, though we still
only consider horizontal layering and three types of velocity layering - uniform, tow-
and three-layer. Layer thicknesses were calculated randomly in a loop, with a minimum
layer thickness of 150m, and the upper limit depending on the amount of layers that
still need to be put in the domain. The thickness of the upmost layer - the one at the
surface - was chosen to fill the domain. The amount of spectral elements per layer is
proportionally distributed. A similar procedure is used to distribute the density and
velocity values to the layers. We chose a minimum density value of 800 kg/m3 and a
maximum of 2500 kg/m3 with corresponding minimum velocity of 1200m/s and maximum
of 2700m/s. A minimum difference of 180 kg/m3 between density values was chosen. We
use a minimum layer thickness as well as a minimum step size between density values
(from which the velocity values result), to allow for a visual inspection of the results. If
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layers are too thin, we would not notice them and if the difference in velocities is too
small, almost indiscernible reflections would occur.

When modifying the velocity values in the parameter file, it is important to also
change the corresponding density values. Even though we are only interested in velocities
as an input to our NN, SpecFem2D will produce artifact-heavy wavefields if the densities
are held constant for velocities with larger differences. To solve that problem, we employ
a linear interpolation between pairs of (density, velocity) values for which the simulation
produced artifact-free wavefields to calculate velocity values from certain velocities. This
fixed the issue, but it is important to note that the density values were not chose to
represent a specific material. The generated density values and accompanying velocity
values are randomly given to a certain layer in the parameter file.

3.1.2 Data processing

There are four main data processing steps that need to be done before feeding data to the
NN. First, a velocity distribution image needs to be generated. We were unable to retrieve
the underlying velocity distribution from SpecFem2D directly, which is why we wrote a
Python program that reads all the necessary values from the interface and parameter file
and creates a velocity distribution image of size (128, 128). Second, the pressure wavefields
outputted by SpecFem2D contain PMLs that we do not need as part of the input to the
NN. Moreover, we require the image size to be (128, 128), whereas SpecFem2Ds output
size - including the PMLs - is (173, 185) in z- and x-direction, respectively. Therefore, the
pressure wavefields are interpolated to an equidistant 2D grid that excludes the PMLs
and has a size of (128, 128). Third, early simulation time steps before 0.18 s were removed
from the data set to remove wavefields that are mainly dominated by source physics.
Close to the source in space and time deformations might not be elastic and/or not small
[11]. Therefore, we empirically remove any time steps for which the simplifications of the
acoustic wave equation (2.3) that we use in our physics consistency-based loss are not
valid. Afterwards, time steps in an interval of 0.7 s are chosen as time steps of interest on
which the NN is trained on. Additionally, we save four surrounding time steps for each
time step of interest, e.g. [0.23, 0.24, 0.26, 0.27] for 0.25. We require these to calculate
the partial derivative of the wavefield w.r.t. the time step of interest for the physics
consistency-based loss. Fourth, all input and output variables of the network - in our case
velocity and the pressure values - are normalized to the interval [0, 1] ∈ R, as this is the
range of values on which the NN can perform.

After processing, the accumulated training, validation, and testing data set contains 12
time steps of interest with related pressure wavefields for each velocity distribution. For the
more complex data set with horizontal layering, we have 200 examples of uniform velocity
distributions, 300 for the two-layer case, and 400 different three-layer velocity distributions.
We chose an uneven split to give more examples of the more intricate velocity distributions
to the NN. Overall, the more complex NN data set contains (200+300+400) ·12 = 10, 800

wavefields, compared to the 15 · 12 = 300 wavefields for the data set with only uniform
velocity distributions. Fig. 3.2 shows examples for the normalized velocity distributions
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and corresponding pressure wavefields. In addition to the above data sets that play a direct
role in the learning phase, 48 overall wavefields surrounding all the time steps of interest
are needed per velocity distribution for the calculation of the physics consistency-based
loss (see Chapter 3.2.2).

Figure 3.2: Processed and normalized examples of velocity distributions (first column)
and corresponding pressure wavefields at exemplary time steps.

3.2 Network building and training

The deep learning approach is taken from Kadeethum, et al. [1] and adapted only
minimally. In their work, Kadeethum, et al. [1] use a continuous conditional generative
adversarial network (CcGAN) to solve the time-dependent PDE of the transient response
of the coupled poroelastic process on a 2D domain, where heterogeneous permeability
fields are used as input and pressure or displacement fields over time are outputted.
Their approach generalizes well to other permeability fields and allows for a continuous
time-stepping without the necessity to compute output of preceding time steps. Given our
goal of inputting a velocity distribution and a specific time step and obtaining a pressure
wavefield as output, their approach served as a logical foundation for our work. It is
important to note, that Kadeethum, et al. [1] do not use any physical consistency-based
losses.
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CcGAN combines the image-to-image translation cGAN from Isola, et al. [74] with
Ding, et al. [92]’s extension to cGANs with continuous variables as the condition. An
earlier work from Kadeethum, et al. [93] on solving the steady-state solution of the
same coupled poroelastic process provides the reasoning for many of the decisions for the
network architecture and training process. The code to build and train the NNs has been
published under the "CC0 1.0 Universal" license at https://codeocean.com/capsule/
2052868/tree/v1 and was used as a basis for our program. It is built upon PyTorch, an
open-source deep learning framework compatible with Python [94].

3.2.1 Continuous conditional generative adversarial network

We split the introduction to the CcGAN into two parts. First, the exact architecture of
the network is detailed, e.g., the different layers. Moreover, the scheme to input the time
information is presented. Second, changes to the classical GAN’s objective function are
explained in Chapter 3.2.1.2.

3.2.1.1 Architecture

The CcGAN consists of a generator built from a U-Net and a patch-based critic. Fig. 3.3
shows a sketch of the architecture as well as the inputs and outputs of the generator and
critic.

Figure 3.3: Sketch of CcGAN architecture and time-inputting mechanism, modified
after Kadeethum, et al. [1].

The input to the U-net generator is the one-channel normalized velocity distribution
and the output is a generated pressure wavefield with values in the interval [0, 1] ∈ R. The
U-Net architecture was first introduced by Ronneberger, et al. [95] for image segmentation
tasks. It consists of an encoder/contracting path that takes the velocity distribution
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as the input and a decoder/expanding path that reconstructs the wavefield. Both are
built upon blocks of convolutional layers. Additionally, cropped feature maps from the
contracting path are fed and concatenated to a corresponding intermediate feature map
in the block of convolutional layers in the expanding path. The cropping is required as
border pixels can get lost when doing convolutions [95]. These concatenations are also
referred to as skip-connections and can help the recovery of spatial information - often
the location of certain features in the image - in the decoder path. This information is
lost in the pooling operation, as mentioned in Chapter 2.2.2 [96].

A critic is a special kind of discriminator, for which we will explain the differences
in Chapter 3.2.1.2. For now, it is enough to think of it as a traditional discriminator
that takes the velocity distribution, as well as either the output of the generator or a real
pressure wavefield as an input. The output score is a matrix, not a single value as would
be the case for non-patch based critic [74]. This patch-based approach means that patches
that cover only part of the image are evaluated and given a score, instead of evaluating
a whole image at once. Each value in the critic’s output matrix has a receptive field
that corresponds to a patch in the input image to the critic. This helps with modeling
high-frequency structures, as the attention of the critic is focused on local image patches.
The matrix of scores outputted by the critic is averaged at the end. The critic consists of
only contracting blocks that are very similar to the decoder part of the generator.

Modifications are needed to the classical U-Net to input the necessary time information.
Kadeethum, et al. [1] treat time as a continuous variable and show that the improved label
input (ILI) from Ding, et al. [92] performs very well in their research. However, their way
of inputting the time information differs from Ding, et al. [92] and relies on conditional
batch normalization (CBN) from Vries, et al. [97] to input the temporal term to all layers
inside the generator. Instead of using embedding layers as in Ding, et al. [92] and Vries,
et al. [97], a fully-connected NN is used in conjunction with a batch normalization layer.
The weights of the fully-connected NN are also learned during the training. To pass the
time information to the critic, its patch score is element-wise added to an inner product
resulting from the time and the output of the contracting blocks being passed through
linear layers.

A detailed look at the generator and critic is given in Fig. A.1, with exemplary image
dimensions to understand the impact of different operation. The encoder part of the
generator starts with a convolutional layer with a 1× 1 kernel, stride 1, no padding and
no activation function to map the input channels to a larger hidden layer size. The output
of this convolutional layer is passed to the first skip-connection. This first convolutional
layer is followed by six contracting blocks consisting of two blocks of each a convolutional
layer with kernel size 3× 3, stride 1 and a padding of 1; the CBN; a dropout layer with
probability 0.5 of dropping a channel; and Leaky Rectified Linear Unit (LeakyReLU, see
Fig. 3.4) with a slope of 0.2 in the negative domain as the activation function, defined as

fLeakyReLU(x) =

x if x > 0 ,

0.2x otherwise .
(3.1)
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This combination is followed by a max-pooling operation with a 2× 2 kernel and a stride
of 2 that halves the image height and width. Except for the sixth block, the output of the
max-pooling is also where the other skip-connections begin. The decoder consists of six
expanding blocks. Each of them starts with a 2D bilinear upsampling to double the image
height and width. This is followed by a first convolutional layer with a 2× 2 kernel, stride
1 and no padding. The cropped image from the skip-connection is concatenated to the
resulting feature map. The input image to the skip-connection needs to be cropped, as
the output of the first convolutional layer is 1 smaller in both width and height than the
image on the encoder side. The concatenated image is then passed to a 3×3 convolutional
layer with stride 1 and a padding of 1; a CBN; a dropout layer with probability 0.5; and
a normal Rectified Linear Unit (ReLU, see Fig. 3.4) activation function

fReLU(x) =

x if x > 0 ,

0 otherwise .
(3.2)

This process is repeated once more, exchanging the 3 × 3 convolutional layer with a
convolutional layer with kernel size 2× 2, stride 1 and a padding of 1 which increases the
image size by 1 compared to the convolutional layers before. After the sixth expanding
block, a convolutional layer with a 1× 1 kernel, stride 1, and no padding is used to reduce
the amount of channels to 1. The output of that last convolution is passed through a
sigmoid activation function (see Fig. 3.4) to map the output to the [0, 1] ∈ R interval,
defined as

fsigmoid(x) =
1

1 + e−x
. (3.3)

Figure 3.4: Activation functions used in the CcGAN.

To understand the impact of the operations on the size of the input, feature maps,
and output, see Table 3.1. The amount of channels for the feature maps are only an
example; we will use multiple different ones later. The table also highlights that dropout
was only used in the first three contracting blocks.
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Input size
[B, C, H, W]

Output size
[B, C, H, W] CBN Dropout

1st convolutional layer [B, 1, 128, 128] [B, 32, 128, 128]
1st contracting block [B, 32, 128, 128] [B, 64, 64, 64] ✓ ✓
2nd contracting block [B, 64, 64, 64] [B, 128, 32, 32] ✓ ✓
3rd contracting block [B, 128, 32, 32] [B, 256, 16, 16] ✓ ✓
4th contracting block [B, 256, 16, 16] [B, 512, 8, 8] ✓
5th contracting block [B, 512, 8, 8] [B, 1024, 4, 4] ✓
6th contracting block [B, 1024, 4, 4] [B, 2048, 2, 2] ✓
1st expanding block [B, 2048, 2, 2] [B, 1024, 4, 4] ✓
2nd expanding block [B, 1024, 4, 4] [B, 512, 8, 8] ✓
3rd expanding block [B, 512, 8, 8] [B, 256, 16, 16] ✓
4th expanding block [B, 256, 16, 16] [B, 128, 32, 32] ✓
5th expanding block [B, 128, 32, 32] [B, 64, 64, 64] ✓
6th expanding block [B, 64, 64, 64] [B, 32, 128, 128] ✓
2nd convolutional layer [B, 32, 128, 128] [B, 1, 128, 128]

Table 3.1: Generator’s input and output sizes for each block, where B is the batch size

The contracting path in the critic is constructed very similarly to the encoder part in
the generator. It also starts with a convolutional layer with 1× 1 kernel, stride 1, and no
padding to increase the channel size. Four contracting block follow that are the same as
in the generator with the difference being that the aforementioned layer normalization is
used. After four contracting block, another convolutional layer with 1× 1 kernel, stride
1 and no padding is used to reduce the channel size back to 1. There is no need for an
activation function when using a WGAN-gp. In contrast to Kadeethum, et al. [1], we use
dropout layers in the critic, as this has shown better results. To understand the impact of
the operations on the size of the input, feature maps, and output of the critic, see Table
3.2. Here, the amount of channels in the feature map is correct for all later experiments.

Input size
[B, C, H, W]

Output size
[B, C, H, W]

Layer
normalization

Dropout

1st convolutional layer [B, 2, 128, 128] [B, 8, 128, 128]
1st contracting block [B, 8, 128, 128] [B, 16, 64, 64] ✓ ✓
2nd contracting block [B, 16, 64, 64] [B, 32, 32, 32] ✓ ✓
3rd contracting block [B, 32, 32, 32] [B, 64, 16, 16] ✓ ✓
4th contracting block [B, 64, 16, 16] [B, 128, 8, 8] ✓ ✓
2nd convolutional layer [B, 128, 8, 8] [B, 1, 8, 8]

Table 3.2: Patch-based critic’s input and output sizes for each block, where B is the
batch size.

3.2.1.2 Objective function

We exchanged the traditional GAN from Chapter 2.2.2 with a Wasserstein GAN with
gradient penalty (WGAN-gp). These were introduced by Gulrajani, et al. [98] as an
improved version of Wasserstein GANs (WGANs). WGANs were proposed by Arjovsky,
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et al. [99] to stabilize the training of GANs/cGANs. The difference between a WGAN
and a normal GAN is in the objective functions. This difference in objective function
also means a different purpose of the discriminator in a classical GAN/cGAN and of the
critic from a WGAN, explaining the change in naming.

Arjovsky, et al. [99] found that an optimal discriminator in a traditional GAN will
provide adequate information upon which the generator can improve. In many cases,
though, the generator is not yet good enough to produce images that are close enough to
the ground truth distribution. In these cases, the gradient for the generator diminishes
and it will not learn anything. From the original GAN cost equation (2.10), this means:

−∇θG [log(1−D(G(z)))] → 0 . (3.4)

Even with an alternative cost function for the generator

[log(D(G(z)))] , (3.5)

from the original paper by Goodfellow, et al. [68], which was proposed to solve the issue
of vanishing gradients, training remains unstable due to large variances of gradients [99].
Instead, Arjovsky, et al. [99] propose using the Wasserstein-1 W1 distance, which is also
commonly refereed to as Kantorovich–Rubinstein distance [100]. It is defined as

W1 (Pr,Pg) = inf
γ∈Π(Pr,Pg)

E(x,y)∼γ [∥x− y∥] , (3.6)

with real data distribution Pr and generated data distribution Pg. Π(Pr,Pg) denotes
the set of all joint distributions γ(x, y) whose marginals are respectively Pr and Pg. γ(x, y)
describes how much "mass" needs to be transported from x to y to transform Pr into Pg.
Π contains all the different transport plans. The W1 distance is the cost - mass times
transport distance - of the optimal transport plan, meaning the minimum work that
needs to be done to transform one data distribution into the other. The advantage of this
approach is that the W1 distance is continuous and almost differentiable everywhere (see
Fig. 3.5) [99].

However, equation (3.6) is highly intractable due to the infimum [99]. A work-around
is using the duality formula for the Kantorovich–Rubinstein distance

W1 (Pr,Pg) = sup
∥f∥L≤1

Ex∼Pr [f(x)]− Ex∼Pg [f(x)] , (3.7)

where the supremum is over all the 1-Lipschitz functions f : X → R [100]. Replacing
∥f∥L ≤ 1 for ∥f∥L ≤ K (K-Lipschitz for some constant K), we end up with a distance
K ·W1 (Pr,Pg) [99].

With parameterized family of functions {fw} , w ∈ W that are K-Lipschitz for some
K, we can consider solving the WGAN objective function

max
w∈W

E
x∼Pr

[fw(x)]− E
x̃∼Pg

[fw(x̃))] , (3.8)
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Figure 3.5: Optimal discriminator and critic when learning to differentiate two
Gaussians. The discriminator of a classical min-max GAN saturates and
results in vanishing gradients. In contrast, WGAN critic provides linear
gradients on all parts of the space. Modified after Arjovsky, et al. [99].

where x̃ is the output of the generator Gθ. fw is approximated by a NN - the critic
- parameterized with weights w lying in a compact space W [99]. In contrast to the
discriminator in a classical GAN, which works as a classifier, using the W1 distance gives
a meaningful loss metric. When the critic is adequately trained, the generator loss is
an estimate of the W1 distance up to a constant factor K. Therefore, a reduction in
generator loss correlates to the quality of the generated samples, which is not the case
with classical GANs [99]. To emphasize this difference, the counterpart of the generator
in a WGAN is named critic [99].

A challenge that comes with using the W1 distance is enforcing the Lipschitz constraint
by having the weights w of the critic laying in a compact space W . In the original WGAN
paper, Arjovsky, et al. [99] clipped the weights of the critic to be in a compact space
[−c, c]. They already noted that this is not an optimal way of enforcing the Lipschitz
constraint, as it can severely limit the capability of the WGAN to model complex functions.
Gulrajani, et al. [98] solve that issue by introducing a gradient penalty term. They note
that a differentiable function is 1-Lipschtiz if and only if it has gradients with norm at
most 1 everywhere. Therefore, they constrain the gradient norm of the critic’s output
w.r.t. its input. They do so using a soft version of the constraint by employing a penalty
on the gradient norm for random samples x̂ ∼ Px̂. The new objective function of the
WGAN-gp is then

J = E
x̃∼Pg

[fw(x̃)]− E
x∼Pr

[fw(x)]︸ ︷︷ ︸
Original critic loss

+λgp E
x̂∼Px̂

[
(∥∇x̂fw(x̂)∥2 − 1)2

]
︸ ︷︷ ︸

Gradient penalty

, (3.9)

where λgp is a weighing parameter. x̂ ∼ Px̂ is sampled uniformly along straight lines
between pairs of points x sampled from real data distribution Pr and x̃ from generated
data distribution Pg:

x̂ = ϵx̃+ (1− ϵ)x , (3.10)

where ϵ is a random number in [0, 1] ∈ R.
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It is important to note that using the gradient penalty does not allow for the usage of
batch normalization in the critic, as the norm of the critic’s gradient w.r.t. each input is
independently penalized. Batch normalization introduced a correlation between samples
as it uses batch-level metrics - such as the average batch value - to normalize all samples
in a batch (see end of Chapter 2.2.2). This would invalidate the training objective [99].
Looking at their code, Kadeethum, et al. [93] - and in conclusion Kadeethum, et al.
[1] - seemingly did not take that into consideration and still used batch normalization
layers in their critic, nevertheless producing high-quality results. Nonetheless, we deviated
from Kadeethum, et al. [1]’s approach by following the recommendation of Gulrajani, et
al. [98] to instead use a layer normalization procedure. With layer normalization, the
normalization is done along the feature dimension instead of across the batch dimension,
so that no correlation between samples in a batch is introduced [101]. In our case, the
feature dimension are the channels of the intermediate feature maps.

The objective function of the WGAN-gp is further enhanced by an ℓ1 loss to help
with low-frequency features [74]. To summarize, the critic’s cost function for one image is
calculated as

Jcritic = [fw(x̃)− fw(x)] + λgp [∥∇x̂fw(x̂)∥2 − 1]2 . (3.11)

The generator’s cost function is calculated as

JG = fw(x̃) + λℓ1∥x̃− x∥1 , (3.12)

where λℓ1 is a hyperparameter that is searched for in the hyperparameter-tuning phase
(see Chapter 3.2.3). Hyperparameters control the learning algorithm and are set by the
user. That is in contrast to the internal parameters of the network such as the weights
and biases [47].

3.2.2 Physical consistency-based losses

We follow Rasht-Behesht, et al. [32]’s reasoning for the physical consistency-based losses.
They use a PINN to solve the wave equation on a domain with a free surface on top and
absorbing boundaries everywhere else. We add the physical consistency-based losses to
the cost function of the generator similar to Yang, et al. [102], as we want the generator
to produce physics-consistent wavefields.

In the introduction to physical consistency-based losses in Chapter 2.2.3, we put all
the physics-related losses into equation (2.20). For our approach, we can split these into
two parts: Checking the output of the generator for adherence to the boundary conditions
and to the acoustic wave PDE (2.3). Rasht-Behesht, et al. [32] set the source term s in
the wave equation to s ≡ 0 and instead enforce external forces through a perturbation of
the initial field acting at some time. This is without loss of generality, but helps with
calculating the adherence to the PDE, as we can simply check if

1

c2
∂2PG

∂t2
−∇2PG = 0 , (3.13)

31



CHAPTER 3. METHODOLOGY

for each point on the 128× 128 grids for PG generated by the generator and c from the
underlying velocity distribution. Additionally, we denormalize the pressure and velocity
values. Rasht-Behesht, et al. [32] argued that PINNs are able to enforce absorbing
boundary conditions by default without the need to prescribe them in the training.
Following their approach, the only boundary condition that we check for is at the free
surface, where pressure is fixed to zero

PG(x, t, z = 1000m) = 0 . (3.14)

Rasht-Behesht, et al. [32] do the adherence check with regards to the PDE by using the
automatic differentiation capabilities of the neural network libraries to get the required
partial derivatives in the wave equation. We cannot use that method for two reasons.
First, in order to solve

∇2PG =
∂2

∂x2
PG +

∂2

∂z2
PG , (3.15)

we need the second partial derivatives of PG w.r.t. x, z, and t. As we do not input
specific x and z values to the NN - but rather use an image - we cannot use the automatic
differentiation as we do not have x and z on the underlying computational graph needed
for the differentiation. This differentiation process is very similar to the backpropagation
in Chapter 2.2.1 [103]. Second, when trying to solve ∂2PG

∂t2
using automatic differentiation

a different problem occurs. The differentiation works, but because we input t multiple
times to the generator using the CBN, multiple values for ∂2PG

∂t2
are returned, which we

cannot interpret. To address these issue, we use a fourth-order accurate central finite
difference approximation for the second derivatives in space and time with uniform grid
spacing [104]. Calculating ∂2

∂x2PG and ∂2

∂z2
PG for all pixels in the image except for the two

rows and columns close to the boundaries can be done pixel-wise using

∂2

∂x2
PGi,j ≈

− 1
12PGi−2,j +

4
3PGi−1,j − 5

2PGi,j +
4
3PGi+1,j − 1

12PGi+2,j

dx2
+O

(
dx4

)
(3.16)

and

∂2

∂z2
PGi,j ≈

− 1
12PGi,j−2 +

4
3PGi,j−1 − 5

2PGi,j +
4
3PGi,j+1 − 1

12PGi,j+2

dz2
+O

(
dz4

)
, (3.17)

where PGi,j indicate the pressure value at a certain pixel (i, j), and PGi−1,j the one to left
and PGi,j+1 the one under it. The other subscripts follow accordingly. dx and dz represent
the uniform spacing between two adjacent pixels, calculated from the overall domain size
and the amount of pixels to be ≈ 7.87m. We cannot compute the second derivatives for
the pixels that are in the two rows or columns close to the boundary, as we would need
values outside of the domain. Therefore, we get two images of size 126×126 that represent
∂2

∂x2PG and ∂2

∂z2
PG, respectively. The same central finite difference approximation is used

to calculate the second derivative of PG w.r.t. t. However, there is an added difficulty, as
this requires full wavefields from two previous and two later wavefields. We circumvent
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that issue by using the additional wavefields that we saved during the data processing
(see Chapter 3.1). We therefore surround the generated wavefield by the real wavefields
from that dataset to calculate

∂2

∂t2
Pgt ≈

− 1
12Pgt−2 +

4
3Pgt−1 − 5

2Pgt +
4
3Pgt+1 − 1

12Pgt+2

dt2
+O

(
dt4

)
, (3.18)

with Pgt the current pressure wavefield, Pgt−1 the preceding one, and Pgt+1 the one directly
following with a step size in time of dt = 0.1 s. The other subscripts follow accordingly.
The whole pressure wavefield PG can be treated at once instead of pixel-wise. The
resulting 128 × 128 image representing ∂2

∂t2
PG is cropped to 126 × 126 so that we can

check the pixel-wise adherence to the PDE for all pixels that are not in a two-pixel thick
area next to the boundary.

Finally, the two physical consistency-based losses are added to the generator cost
function (3.12) to get

JG = fw(x̃) + λℓ1∥x̃− x∥1 + λPDELPDE + λbLb , (3.19)

with the PDE-related loss (see Fig. 3.6 for a visualization of the process to calculate it):

LPDE =
1

Np

Np∑
np=1

(
1

c2
∂2PG

∂t2
−∇2PG − 0

)2

(3.20)

and the boundary-related loss

Lb =
1

Nb

Nb∑
nb=1

(PG(x, t, z = 1000m)− 0)2 , (3.21)

where the running subscripts np and nb are left out of the equation for readability
purposes. np refers to the pixels (i, j) on which LPDE is calculated, of which there are
Np = 126 · 126 = 15, 876. Additionally, λ should be thought of as discretized, not
continuous anymore, as we working on individual pixels. nb refers to the pixels depicting
the free surface of which there are Nb = 128. λPDE and λn are again hyperparameters
that are searched for in the hyperparameter-tuning phase (see Chapter 3.2.3).

3.2.3 Training procedure

We use PyTorch as the deep learning framework of choice and use a graphics card (GPU)
to accelerate the training. We use the same seed for the random variables for all runs.
With runs we denote a complete training and validation procedure. The same seed is
used to ensure that the same data are always in the different data sets. This does not
mean that the training is completely reproducible even for the same hyperparameters, as
non-deterministic algorithms, e.g., the 2D convolution on a GPU, are used during training
to increase the performance of the underlying calculations. It is possible to require many
of the non-deterministic algorithms to use a deterministic version, but some algorithms

33



CHAPTER 3. METHODOLOGY

Figure 3.6: Visualization of the parts of the LPDE loss for one specific wavefield, where
the subscripts in the titles of the middle row denote the second derivatives
w.r.t. x, z, and t, respectively. Residual in the lowest plot is the result of(

1
c2

∂2PG
∂t2

−∇2PG − 0
)2

.

do not allow for that [105]. In our case the backpropagation through the 2D bilinear
upsampling layer prohibited using a deterministic implementation.

We divide the data set into three parts: the training set, the validation set, and the
testing set. We allocate 80% of the data for training purposes, as this constitutes the
majority of the data from which our model learns. The remaining data is divided equally
into validation and test sets, each representing 10% of the total data. This is a commonly
used split in deep learning [47]. The samples in the training data set are shuffled randomly,
ensuring that the network does not learn on data that is in chronological order. We do
this, as we want our network to produce single pressure wavefields at certain time steps
without the need to have early wavefields.

Next, we initialize the model’s weights with values drawn from a normal distribution
with a mean of 0.0 and a standard deviation of 0.02. The biases of the model are initialized
to a constant 0. These values follow Kadeethum, et al. [1]’s recommendation. Although
the choice of initialization in deep learning architectures can significantly impact the
model’s performance, our usage of normalization layers alleviates much of this concern
[78], [101].
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Instead of using the traditional SGD introduced in Chapter 2.2.1, we use a more
advanced learning rate optimization algorithm called Adam [106]. It is an adaptive
learning rate method that changes the learning rate of the gradient descent depending
on exponential moving averages of the gradients as well as the squared gradients. The
moving average of the gradients is an estimate of the first moment (the mean) and the
moving averages of the squared gradients is an estimate of the second raw moment (the
uncentered variance) of the gradient. With the current gradient matrix Gk = ∇θJ k

calculated using backpropgataion, mk the current vector-valued first moment value, and
vk the current vector-valued second moment value, the next moment’s values can be
calculated using

mk+1 = β1m
k + (1− β1)G (3.22)

vk+1 = β2v
k + (1− β2)G⊙G , (3.23)

where hyperparameters β1, β2 ∈ [0, 1) control the exponential decay rates of these moving
averages, and ⊙ indicates that the matrices are element-wise multiplied. m and v are
usually initialized to 0, therefore being biased towards 0. To counteract that bias, we
introduce the bias-corrected moments

m̂k+1 =
mk+1

1− βk+1
1

(3.24)

v̂k+1 =
vk+1

1− βk+1
2

(3.25)

The updated weights θk+1 are then calculated via

θk+1 = θ − η
m̂k+1

√
v̂k+1 + ϵ

, (3.26)

with η the an initial learning rate and ϵ a small value to prevent division by 0. Adam is
fairly robust to the choice of values for the decay rates and initial learning rate, especially
compared to SGD [107]. No single best optimization algorithm has emerged so far, but
the robustness of adaptive methods have made them the preferred choice of use [47].

We employ Optuna for finding the best hyperparameter for our model. Optuna is an
automatic hyperparameter optimization software framework for machine learning [108]. It
works by doing multiple trials - meaning multiple runs - with different hyperparameters.
It enables efficient hyperparameter optimization using sampling algorithms, from the more
traditional grid search and random search to the default Tree-structured Parzan Estimator
(TPE) [109], which we use in this thesis. In the grid search approach, hyperparameters
are selected from an exhaustive set of combinations that lie on a high-dimensional grid,
ensuring thorough but computationally heavy exploration. Random search arbitrarily
chooses hyperparameters in a certain range, reducing the computational load and allowing
for wider and more efficient exploration, particularly in high-dimensional spaces [110].
TPE is a more sophisticated approach, as it models the objective function as a mixture of
two Gaussian processes and iteratively updates these processes to make informed decisions
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about where to smaple next in the hyperparameter space. This method balances the
exploration-exploitation trade-off and can deliver superior results in less time compared
to grid search or random search [108]. The hyperparameters and the ranges in which we
search for optimal values can be found in Table 3.3.

Hyperparamter Type Min Max

Generator learning rate Float 5 · 10−5 8 · 10−4

Generator hidden channel amount Integer 32 50
Discriminator learning rate Float 5 · 10−5 1 · 10−3

β1 Float 0.6 0.99
β2 Float 0.9 0.999
Batch size larger data set Categorical 16 32
Batch size smaller data set Categorical 4 8
CBN hidden layer size Integer 50 100
CBN output size Integer 6 12
λgp Integer 5 15
λℓ1 Integer 5 250
λPDE Integer 50 400
λb Integer 0 15

Table 3.3: Hyperparameters used in the Optuna optimization process with their type,
minimum, and maximum values. When optimizing hyperparameters for a
non-physics-informed NN, we simply set λPDE = λb = 0.

Following Kadeethum, et al. [93], the metric that we use to measure the performance
of our network is the relative root-mean-square error (RMSE) between the sampled real
wavefield Pr and generated wavefields PG, defined as√√√√√√

1

N

∑N
n=1 (PG − Pr)

2

1

N

∑N
n=1 Pr

2
, (3.27)

where N = 128 ·128 = 16, 384 is the total amount of pixels in the pressure wavefield image.
Again, we left out the subscript n referring to all pixels (i, j) for readability purpose.

For both the smaller data set with only uniform velocity distributions as well as for
the larger data set with examples of horizontal layering, we train the network for 400

epochs, where an epoch is a complete pass through the entire dataset [63]. We stop the
training of the network early if either the average RMSE of the training samples in an
epoch (we will refer to that as training RMSE) or the average RMSE of the validation
samples in an epoch (validation RMSE) surpasses a certain threshold. Additionally, if the
validation RMSE does not improve for 270 epochs, training also stops. The first check is
to catch networks that do not learn properly. The other two are done at later epochs
to stop training when overfitting occurs, which is indicated by the validation RMSE not
improving any more and rising after reaching a minimum [111].
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4. Results

4.1 Physics-informed vs. purely data-driven

In a first step, we want to check how our physics-informed network compares to the
non-physics-informed counterpart. Both network architectures are exactly the same, the
only difference is that λPDE and λb are set to 0 in the non-physics-informed cost function
of the generator. We use the smaller data set of 15 uniform velocity distributions and do
100 Optuna-trials for both the physics- and the non-physics-informed network to find the
hyperparameters that minimize the validation RMSE. We restrict ourselves to the small
data set to reduce the time training and validating takes. We will refer to both together
as learning time. Relatively small batch sizes of 4 or 8 are tried, where 4 is the batch
size used in Kadeethum, et al. [93], but 8 provides a faster learning time of ≈ 40min

compared to ≈ 60min. The runtime varied with the hyperparameters, but were similar
for both physics- and non-physics-informed training. The 100 trials were performed on
the two GeForce RTX 3080 10GB GPUs simultaneously and overall took ≈ 84 hours.
The network occupied between ≈ 2GB and ≈ 4GB on a GPU’s memory, depending on
the number of hidden channels in the generator and the CBN’s hidden layer & output
size - where more layers and larger output size means a bigger network. All wavefields
surrounding the time steps of interest are also put on the GPU for fast access and occupy
≈ 55MB. This is less then the ≈ 3GB and ≈ 7GB after deducing background operations
when querying the memory usage using nvidia-smi in the terminal. This is because
some unused memory can be held by the caching allocator and some context needs to be
created on GPU [112].

4.1.1 Learning dynamics and hyperparameters

Out of 100 trials, the 12 with the lowest epoch-averaged validation RMSE are picked. We
usually stick with epoch-averaged values instead of per step (equal to per mini-batch)
metrics, as we are generally interested in the performance on the whole training or
validation data set. From the 12 best trials, 6 each are from the physics-informed and
non-physics-informed approach. These are again equally split into runs with a batch size
of 4 or 8. Out of 12 trials, the two best are chosen for further examination, one from
the physics-informed and one from the non-physics-informed approach. Fig. 4.1 shows
the progression of the lowest validation RMSE through the epochs. After a fast initial
drop, the RMSEs stay constant until around epoch 150 for a batch size of 4 and epoch
250 for a batch size of 8 before they start to improve. The best hyperparameters for
the physics-informed approach were found in optimization trial 51, where the network
parameters θ that minimize the validation RMSE were calculated in epoch 364. The best
hyperparameters for the non-physics-informed network were found in trial 26, with the
best network parameters θ determined in epoch 263 (see Table 4.1).
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Figure 4.1: The upper plot shows 12 of the best trials out of 100. Trials with a batch
size of 8 all end in the upper curly bracket and trials with a batch size of 4
all end in the lower curly bracket. The best trials for the physics-informed
and non-physics-informed approach are highlighted in the lower plot.

Hyperparameter Physics-informed Non-physics-informed

Generator learning rate 3.6107 · 10−4 2.4762 · 10−4

Generator hidden channel number 35 33
Discriminator learning rate 6.1314 · 10−4 7.4802 · 10−4

β1 0.95404 0.82513
β2 0.90882 0.93580
Batch size 4 4
CBN hidden layer size 74 55
CBN output size 6 7
λgp 13 11
λℓ1 217 70
λPDE 318 0
λb 0 0

Table 4.1: Hyperparameters used in the trials resulting in the lowest validation RMSE

We verify that the best RMSEs are dependent on the batch size and that this is not due
to an error in the calculation of the RMSE for different batch sizes. We do so by using two
additional loss metrics, the well-known mean squared error (MSE) 1

N

∑N
n=1

[
(Pg − Pr)

2
]

and the structural similarity index measure (SSIM). The Structural Similarity Index
(SSIM) is a method for measuring the similarity between two images, which focuses on the
preservation of structural information by comparing local patterns of pixel intensities that
have been normalized for luminance and contrast, thereby providing a more perceptually
relevant assessment of image quality [113]. We do the verification on non-averaged metrics
on the training data set of the best performing trials with a batch size of 4. We add the
best performing run with a batch size of 8 from the non-physics-informed hyperparameter
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search, which is from trial 4. All of these coincide with the respective best performing
runs based on the validation RMSE. Instead of relying on the highly fluctuating epoch-
averaged validation RMSE, we use training metrics as these converge to lower values
over time, making it easier to compare the different runs. We can then see that the best
performing run with a batch size of 8 performs worse than the run with a batch size of
4, validating our finding that the RMSEs are batch-size dependent. Interestingly, the
training metrics of the best physics-informed trial with a batch size of 4 is lower than the
best non-physics-informed trial with a batch size of 8 (see Fig. 4.2). This is in contrast
to the minimum validation RMSE, where the trials with smaller batch sizes outperform
the ones with larger batch sizes in all cases - independent of the whether or not they are
physics-informed.

Figure 4.2: Comparison of alternative loss metrics. Notice the x-axis in steps, not
epochs. The graphs are extremely smoothed as the variance between steps
is very high. The orange function ends earlier, as a batch size of 8 leads to
less steps required per epoch to get trough the whole training data set.

We now take a closer look at the network’s learning behavior for the two best trials.
It is important to note that the cost values are the current values of the high-dimensional
cost function, not a representation of the function itself. This current value representation
is also called learning curve of the network - in our case, for both the generator as well as
the critic [114]. The generator’s learning curve as well as the unweighted, i.e., without
taking into account the λ’s, parts that make up the generator’s cost, namely the ℓ1-related
loss, LPDE, and Lb are shown in Fig. 4.3. In the following, we will refer to the current
value of the ℓ1-related loss as L1 loss, of LPDE as PDE loss and of Lb as boundary loss.
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Figure 4.3: Generator’s learning curve (lowest plot) and behavior of the unweighted
summands of the generators’s cost function.

One can see that the non-physics-informed network outperforms the physics-informed
network for all parts of the generator’s cost. For the non-physics-informed run, the L1 loss
reduces rapidly for about 50 epochs. It is then relatively stagnant until approximately
epoch 160, with the exception of a sudden spike in loss at around epoch 80. After epoch
160, the loss decreases again, but slower than in the beginning. The PDE loss behaves
very similar to the L1 loss, reducing around epoch 160 after an initial drop followed by
a constant loss from epoch 50 to 160. A similar spike can be seen at around epoch 80.
The boundary loss also shows the initial, fast drop to lower values. The same pronounced
spike as in the L1 loss at around epoch 80 can be seen as well. Afterwards, the loss stays
at a constant low value.

For the physics-informed run, the L1 loss stagnates at around epoch 125, after an
initial reduction accompanied by two bigger fluctuations. The L1 loss goes down only
slightly starting around epoch 350. In contrast to the non-physics-informed run, the PDE
loss behaves differently than the L1 loss, showing a clear reduction in loss starting around
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epoch 180, though it never reaches as low values as the non-physics-informed run. The
boundary loss is characterized by large fluctuations throughout and generally slightly
higher values after the initial drop. Additionally, the loss seems to go up again at around
epoch 300. The weighting λb is 0 for the best physics-informed run, which might explain
the high fluctuations for the boundary loss. In the non-physics-informed run, the L1 loss
also leads to a lower boundary-related loss. In the physics-informed run, the L1 loss is
almost constant for most of the epochs later then 125, meaning that the network does
not learn to enforce it and consequently the boundary-related losses are also neglected.

The two learning curves of the generator cannot be compared, as the weighting
of the different parts of the cost function defines the scaling of it. In the traditional
WGAN-setting, the generator’s current cost value corresponds to the quality of the output.
This is not the case with our new cost function, as the non-physics-informed generator’s
learning curve’s value increases almost throughout, even though the metrics on the training
images improve. The increase in cost seems counterintuitive, as the different parts of
the cost function shown in Fig. 4.3 have a decreasing tendency. This increase is due
to the unweighted part in our generator’s cost function that stems from the traditional
WGAN-generator cost function - we will refer it as traditional WGAN-loss (see equation
3.19 and Fig. 4.4). The addition of the different loss parts - as well as their weighting -
therefore plays a big role in the shape of the generator’s learning curve. Moreover, these
additions mean that the generator’s learning curve no longer gives an indication of the
output’s quality.

Figure 4.4: Part of the generator’s cost that stems from the traditional WGAN’s
generator’s cost function.

The critic’s learning curve is presented in Fig 4.5, showing that the cost converges
towards 0 very quickly. This a wanted behavior, as the WGAN approach works on the
assumption of an optimal critic. This rapid drop to almost 0 at around epoch 50 correlates
to the change in behavior in the generator’s cost function at the same epoch.

Figure 4.5: Critic’s learning curve.
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The training and validation RMSE can be seen in Fig. 4.6. The behavior of the
training RMSEs is very similar to the PDE-related loss. It is almost constant with a value
≈ 7.5% from epoch 50 to 160 for both the physics-informed and the non-physics-informed
networks. From epoch 160 onward, the non-physics-informed network’s training RMSE
decreases steadily to a minimum of ≈ 5.3% at the end of the training. In contrast, the
physics-informed network’s training RMSE stays almost constant until around epoch 300,
where it reaches a value of ≈ 7.4%, from where on it decreases to a minimum of ≈ 6.4%

at the end of the training. The validation RMSE behaves similarly to the training RMSE
with its initial reduction to a constant RMSE until around epoch 200, though in validation
this constant value is ≈ 7.0%. Following this phase, the graph transitions into a period
denoted by high fluctuations. To make these fluctuations more visible, we show only the
non-smoothed RMSE graphs in Fig. 4.6. From epoch 200 to 350, the values oscillate
around what could be visualized as a convex parabola, akin to an upside-down bowl.
Some of the values in this phase go down so far that we find the minimum validation
RMSE of 5.7% at epoch 263 for the non-physics-informed run. For the last 50 epochs,
the RMSE oscillates around ≈ 7.0%. Here we also find the lowest validation RMSE of
5.8% at epoch 364 for the physics-informed run.

Figure 4.6: Non-smoothed training and validation RMSEs for the two best runs.

4.1.2 Visual inspection of generated pressure wavefields

We will look at examples of generated pressure wavefields to see how they correspond
to the calculated RMSEs. For both physics-informed and non-physic-informed runs, we
will present examples corresponding to velocity distributions from the validation data set
at the epochs where the best RMSE was calculated. Additionally, generated wavefields
corresponding to velocity distributions from the training data set at the end of training
are shown. A few remarks to the figures: Unfortunately, we made a mistake in the saving
of the figures, which is why we did not have access to all batches of training or validation
data and do not have the time step for which the wavefields are generated. In addition,
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we only saved the pressure wavefields in gray-scale, instead of using the same color as in
Chapter 3. Nonetheless, as we are purely interested in the visual quality of the wavefield
images right now, these issues are not important. Also, we do not label the axis to make
it easier to focus on the actual wavefield images.

On the validation data set, we see that the non-physics-informed generator is able to
produce wavefields that resemble the true wavefields at time steps before it is affected by
the boundary. While the position, shape, and size are good, the amplitudes are slightly
off. As soon as the wavefields come into contact with the boundary, the shape of the
wavefields starts smearing, therefore differing from the true one. Reflected waves from
the free-surface boundary are never drawn by the generator (see Fig. 4.7). The same
behavior can still be observed on the training data set at the end of training, with slightly
better performance for wavefields close to the boundaries. Even on the training data set,
no reflected waves are generated (see Fig. 4.8).

Figure 4.7: Validation examples from the epoch with the lowest validation RMSE of all
non-physics-informed runs.

Figure 4.8: Training examples at the end of the best non-physics-informed run based
on lowest validation RMSE.
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The physics-informed generator struggles to reproduce wavefields on the validation
data set. Though limited by the available examples, we can still see that it has even more
problems generating wavefields at later time steps. Not only are no reflected waves visible
from the free surface, but also no wavefields touching the boundaries can be seen. The
only wavefield shown has a circular shape, but it differs in its diameter from the true
one. The amplitude is also off significantly. We can also see a kind of focal point in the
middle of the generated wavefield with high amplitude which is not present in the real
wavefield (see Fig. 4.9). On the training data set, the visual quality of the generated
wavefields does not improve significantly. We still observe that the generated wavefields
are not matching the real ones in size and amplitude. Again, no wavefields are drawn for
later time steps at which the wavefield is impacted or reflected from the boundaries (see
Fig. 4.10).

Figure 4.9: Validation examples from the epoch with the lowest validation RMSE of all
physics-informed runs.

Figure 4.10: Training examples at the end of the best physics-informed run based on
lowest validation RMSE.
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In conclusion, our findings that the metrics of the non-physics-informed network
outperform those of the physics-informed networks are confirmed by the superior visual
quality of the wavefield images in both testing and validation. We will do a more thorough
inspection of generated wavefield images for the layered velocity distributions in Chapter
4.2. We did not check the networks performance on the testing dataset. The main reason
is that we would have needed to save all the networks during the hyperparameter search to
select the relevant examples at a later stage. This would have occupied prohibitively large
storage in the system we used. Assuming a middle ground scenario where the network
takes up 3GB, we would have needed 2 checkpoints · 2GPUs · 100 trials · 3GB = 1200GB,
as we would have needed to save the network producing the lowest validation RMSE as
well as the final network. This amount of storage was not available on the computer we
used. We therefore checked the performance on the test data set in the layered velocity
distribution portion (see Chapter 4.2), where we were able to save the best and final
network for all trials done.

4.2 Layered velocity distribution

Even though the physics-informed network performed worse on the data set with only
uniform velocity distributions, we anticipated that adding physics information to the
generator would be helpful in a setting where the velocity distributions and therefore
the pressure wavefields are more complex. We therefore decided to continue with the
physics-informed approach to test its performance on the more complex and larger data
set with layered velocity distributions. We did not do a comparison between physics-
and non-physics-informed networks on the larger data set due to restrictions in computer
capabilities. We used a GeForce RTX 4080 16GB GPU, which is generally more capable
than the previously used GeForce RTX 3080s, but only a single unit was available. In
the smaller data set, we see that a smaller batch size improves the validation RMSE but
also means an increase in learning time. In order to get reasonable learning times we let
Optuna try 16 or 32 as batch size, resulting in learning times of ≈ 16 hours, independent
of the two batch sizes. It should be noted that we tried smaller batch sizes and saw a
significant slow-down compared to the above chosen batch sizes. Overall the 14 trials
performed took ≈ 171 hours or ≈ 7 days to complete.

The network occupies the same amount of GPU memory as before. All wavefields
surrounding the time steps of interest now occupy ≈ 3.5GB due to the increased data-set
size. Overall, after deducing background processes, between ≈ 7.5GB and ≈ 12GB of the
GPU’s memory are used during the learning process, explaining our need for a different
graphics card with more memory than the GeForce RTX 3080 with 10GB of available
memory.

4.2.1 Learning dynamics and hyperparameters

The progression of the lowest validation RMSE of the 14 trials is shown in Fig. 4.11. We
again see a dependency of the validation RMSE on the batch size, with the additional
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finding that most of the trials with a batch size of 32 are stopped very early due to high
training RMSEs. There is only a single trial that reaches epoch 400, though its validation
RMSE only improves from 5.089% to 5.088% after epoch 6. We focus our examination
on the two best performing trials 0 and 3 (see lower plot in Fig. 4.11). Trial 0 reaches
the lowest validation RMSE of all trials at epoch 106 and is stopped at epoch 376. Trial
3 has its lowest validation RMSE in epoch 90 and is also stopped early at epoch 360.
Both of them are stopped early as they fulfilled the criterion of stopping based on the
validation RMSE not improving for 270 epochs. The hyperparamters that lead to network
parameters θ that minimize the validation RMSE are presented in Tab. 4.2.

Figure 4.11: The upper plot shows all 14 trials. Trials with a batch size of 32 all end in
the upper curly bracket and trials with a batch size of 16 all end in the
lower curly bracket. The two best trials are highlighted in the lower plot.

Hyperparameter trial 0 trial 3

Generator learning rate 5.4078 · 10−4 3.6146 · 10−4

Generator hidden channel number 38 44
Discriminator learning rate 2.3158 · 10−4 8.2316 · 10−4

β1 0.81743 0.80751
β2 0.94956 0.92293
Batch size 16 16
CBN hidden layer size 70 82
CBN output size 7 7
λgp 12 15
λℓ1 180 246
λPDE 253 110
λb 14 2

Table 4.2: Hyperparameters used in the two trials resulting in the lowest validation
RMSE
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The generator’s learning curve as well as the unweighted parts that make up the
generator’s cost, namely the traditional WGAN-loss, the ℓ1-related loss, LPDE, and Lb

are shown in Fig. 4.12.

Figure 4.12: Generator’s learning curve (lowest plot) and behavior of the unweighted
summands of the generators’s cost function.

The traditional WGAN-loss’s behaviour differs strongly between trial 0 and trial 3.
For trial 3, it increases almost linearly from 0 to ≈ 9 at the end of training. In contrast,
for trial 0 it decreases after an initial increase from 0 to almost 2 at epoch 6. It starts
becoming negative at epoch 9, after which it decreases almost linearly to ≈ −1.5. The
other losses behave similar between trials, though trial 0’s values fluctuate more and
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are generally larger. For trial 0, after a fast reduction in loss and a phase with high
fluctuations up to approximately epoch 100, the L1 and PDE show a decreasing tendency.
The boundary loss decreases until epoch 200, after which it is constantly close to 0. The
decrease is not linear, but rather interrupted by some plateaus and spikes. Trial 3’s values
for the L1 and PDE loss are almost constant until epoch 80 after an initial fast drop.
Afterwards, both losses decrease without any fluctuations until the end of training, with
the rate of decrease slowing over the epochs. The boundary loss in trial 3 falls rapidly
towards 0 and is almost constant starting at epoch 80.

The learning curve of the generator of trial 0 is clearly dominated by the boundary
loss, as the shapes of the two curves almost perfectly overlap. The learning curve of the
generator of trial 4 has four phases: it decreases rapidly until epoch 20 when it plateaus
until epoch 80, similar to the L1 and PDE loss. This almost constant value is overprinted
with fluctuations stemming from the boundary loss. These fluctuations stop afterwards
and the learning curve follows the downward trend of the L1 and PDE loss. Around
epoch 200, the traditional WGAN loss takes over, where the generator’s learning-curve
shape and its tendency starts to follow it. It is interesting to see that the boundary loss
of trial 0 is larger and has a higher amplitude than the one of trial 3, even though the
weighting λb in trial 0 is seven times larger than the one in trial 3 (14 vs 2). This is
possibly countered by the larger value of λℓ1 of 246 in trial 3 compared to 180 in trial 0.
The L1 loss does a per-pixel check between real and generated wavefields, so it will also
penalize the values on the free-surface boundary.

The critic’s cost is almost 0 throughout after an initial reduction for both trials (see
Fig. 4.13). Again, this is a wanted behaviour as far as traditional WGAN go, as an
optimal critic is required.

Figure 4.13: Critic’s learning curve.

We again show the non-smoothed training and validation RMSEs, as the fluctuations
between epochs have a high impact on which epoch is chosen for the best validation
RMSE (see Fig. 4.14). While trial 3’s validation RSME is smaller for most epochs, both
end with a similar RSME of ≈ 5.6%. The training RMSEs of both trials closely follows
the behaviour of the L1 and PDE loss from the generator (see Fig. 4.12) and reach their
minimum at the end of training, with a value of 2.7% for trial 0 and 1.6% for trial 3.
Similar to what we saw when we evaluated the generator’s learning curve, trial 0 has
more fluctuations for both RMSEs.
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Figure 4.14: Non-smoothed training and validation RMSEs for the two best runs.

4.2.2 Visual inspection of generated pressure wavefields

We will visually compare the generator’s output on the validation data set for both trials.
For that, we make use of saved generator states. We saved the state of the generator -
i.e., all its weights and biases - at the epochs of lowest validation RMSE and at the end of
training. We compare the wavefields generated for the same three velocity distributions
- uniform, two-layer, and three-layer. This is done for all 12 time steps on which the
network was trained: [0.18, 0.25, 0.32, 0.39, 0.46, 0.53, 0.6, 0.67, 0.74, 0.81, 0.88, 0.95]
seconds. We present wavefields for selected time steps in Fig. 4.15 for trial 0 and Fig.
4.16 for trial 3 (for all time steps see Fig. A.2 for trial 0 and Fig. A.3 for trial 3).

Figure 4.15: Generated pressure wavefields and pixel-wise RMSE on the validation data
set using generator from epoch 106 (with lowest validation RMSE) of trial
0. Wavefields are shown in a zig-zag pattern from top left to bottom right
for time steps [0.18, 0.25, 0.32, 0.39] seconds.

49



CHAPTER 4. RESULTS

Figure 4.16: Generated pressure wavefields and pixel-wise RMSE on the validation data
set using generator from epoch 90 (with lowest validation RMSE) of trial
3. Wavefields are shown in a zig-zag pattern from top left to bottom right
for time steps [0.18, 0.25, 0.32, 0.39] seconds.

It appears that the lowest validation RMSE were achieved by networks that are only
able to generate wavefields for early time steps. Seemingly, it was enough to generate
near optimal background pressure and only some overlapping structures between real and
generated wavefields to achieve the best validation RMSE. This also explains why the
lowest validation RMSE was found at in epochs in training (90 and 106), as these epochs
coincide with the epochs where the training RMSE began reducing. This reduction is
an indication that the generator starts to create wavefield images with structures other
than the background in training. This change in output carries over to the validation
data set. We can confirm that the generator produces more complex structures over time
by checking the generated wavefields during training of trial 3 in Fig. 4.17. We use trial
3, as the training RMSE is smoother and has more clear phases in its development, as
described above. We rely on gray-scale images as theses images cannot be post-processed
or redone as we did with the other images. Additionally, the generated images are shuffled
as they are from the training data set (see Chapter 3.2.3). The generated images of the
epochs clearly follow the training RMSE. Starting at epoch 15, the generator produces
the correct background value. At epoch 87, we first see early-time wavefields produced by
the generator. The quality of the generated wavefields improves quickly through the next
following epochs, with later-time wavefields at epoch 99 and visible differences between
wavefields stemming from different velocity distributions at epoch 146. At epoch 296, the
real and generated wavefields overlap in most cases and no visual improvements can be
seen by going to one of the last epochs 355.
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Figure 4.17: Generated pressure wavefields on the training data set over the epochs.
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Moreover, in Fig. 4.18 for trial 0 and Fig. 4.19 for trial 3, we observe that the
network generates more complex wavefields on the validation data set at the end of
training (only selected wavefields are shown, for all time steps see Fig. A.4 for trial 0 and
Fig. A.5 for trial 3). If we use the generator from the end of training on the validation
dataset, we see that it starts to generate wavefields for later time steps. In both cases
though, the generator produces the same wavefields independent of the underlying velocity
distribution. This is in contrast to the wavefields generated on the training data set.

Figure 4.18: Generated pressure wavefields and pixel-wise RMSE on the validation data
set using generator from end of trial 0. Wavefields are shown in a zig-zag
pattern from top left to bottom right for time steps [0.18, 0.25, 0.32, 0.39,
0.46, 0.53] seconds.
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Figure 4.19: Generated pressure wavefields and pixel-wise RMSE on the validation data
set using generator from end of trial 3. Wavefields are shown in a zig-zag
pattern from top left to bottom right for time steps [0.18, 0.25, 0.32, 0.39,
0.46, 0.53] seconds.

Finally, we use the test data set to check the network’s performance on time steps
not present in the training set. We choose time steps that are shifted by 0.03 s compared
to the standard ones, so [0.21, 0.28, 0.35, 0.42, 0.49, 0.56, 0.63, 0.70, 0.77, 0.84, 0.91,
0.98] seconds. We rely on the saved model at the end of training as we saw that the
longer the training takes, the more wavefield features are generated. We concentrate
our examination on the network from trail 3, as the average validation RMSE at the
end of training is better than trial 0’s (see Fig. 4.14). In Fig. 4.20, we observe that the
wavefields generated are again the same, independent of the velocity distribution that
was given to the generator (for all timesteps, see Fig. A.6). Additionally, they are the
same as the wavefields that were produced using the validation data set on time steps
that were used during training. The generator simply generates the wavefields of the time
steps from training instead of interpolating between them. We verify this in Fig. 4.21,
where we see that the generator outputs the wavefields from the time steps present in
training that are lower than the one given, except of the closest one to the next later one.
An example would be [0.19, 0.20, 0.21, 0.22, 0.23] seconds all being interpreted as 0.18 s

from training and 0.24 s as 0.25 s from training.
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Figure 4.20: Generated pressure wavefields and pixel-wise RMSE on the test data set
using generator from end of trial 3. Wavefields are shown in a zig-zag
pattern from top left to bottom right on time steps not present in training
([0.21, 0.28, 0.35, 0.42, 0.49, 0.56, 0.63, 0.70] seconds).

Figure 4.21: Generated pressure wavefields on the test data set using generator from
end of trial 3. Boxes indicate time steps that are used during training.

In conclusion, we find that the generators from the epochs with the lowest validation
RMSE of both trials produce wavefields at early time steps that only overlap partially with
the ground truth. Additionally, on the validation and test data set, the same wavefields
are always produced, irrespective of the underlying velocity distribution.
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4.2.3 Computational time comparison

We briefly compare the time it takes to generate a wavefield using the generator vs.
using SpecFem2D. The parameters for the simulation using SpecFem2D are exactly the
same as described in Chapter 3.1. We do five simulations per velocity distribution-type
(uniform, two-layer, and three-layer). For one second of simulated time, 1000 wavefields
are simulated. We average the computational time and conclude that calculating a single
pressure wavefield takes ≈ 0.015 s on average, using a serial calculation on an Intel Core
i7-3820 @ 3.60GHz. For the generator, we average the time over all samples in the test
dataset, which are 1080 generated pressure wavefields. On average, it took 0.028 s on the
Geforce RTX 4080 to generate a single pressure wavefield. This is about twice the amount
of time that the numerical simulation needs. The main advantage of using the generator
though is that it can produce wavefields without the need to calculate wavefields at earlier
time steps. Imagine we are interested in the wavefield at t = 0.5 s. For the numerical
simulation to calculate that, it needs to calculate 499 previous wavefields when using a
time step of 0.01 s. The overall time to get the result is then 500 · 0.015 s = 7.5 s, now
making it a much slower option than using the generator.
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The primary objective of our research is to explore the possibility of efficiently generating
pressure wavefields at arbitrary time steps for varying velocity distributions. In the
following sections, we will delve into the performance of our model in this regard, compare
our results to those obtained in Kadeethum, et al. [1] upon which we based our approach,
and discuss the limitations and potential solutions to our method.

5.1 CcGAN performance

Our physics-informed CcGAN presented predominantly poor outcomes. The biggest issue
is the generator’s incapability to produce pressure wavefields that vary depending on the
inputted velocity distribution. It resembles a common problem in training traditional
GANs: mode collapse, where the generator ends up producing only a limited variety of
samples, often almost identical [115]. This is usually seen on all data sets - including the
training data set - whereas in our case the issue was only seen on the validation and test
data set. The issue of model collapse in traditional GANs is usually explained as the
generator simply memorizing a few training examples that fool the discriminator [116].
One of the supposed advantages of using WGANs instead of traditional GANs is that
they prevent the issue of mode collapse [99], though Lala, et al. [117] show that mode
collapse can still happen in certain cases. Additionally, conditioning GANs is also known
to help mitigate mode collapse, as conditioned with labels should lead to generating
samples with more variety in modes [72]. However, Shahbazi, et al. [118] show that
in the case of a limited data set, conditioning can lead to mode collapse, even in cases
where unconditioned GANs performed well. We made sure that the issue was not due
to improper saving and loading the generator’s state when redoing the plots shown in
Chapter 4.2, as the outputs during the learning phase showed similar results.

Moreover, contrary to our initial assumption, the non-physics-informed model
consistently outperformed the physics-informed model for the uniform velocity
distribution. Additionally, we saw that high λℓ1 were preferred in the physics-informed
trials. This pattern underlines the critical role that the L1 loss plays, even when physical
consistency-based losses are present. This is even more obvious in the non-physics-
informed approach, where the L1 loss is solely responsible for reducing the PDE loss to a
lower level than in the physics-informed approach. This result suggests that adding the
physics consistency-based losses might interfere with the generator’s cost function,
making finding an optimal solution more challenging, as optimization need to be taking
into account the different parts of the cost function. It would be interesting to see how
the network behaves if λℓ1 was to be set to zero, so that only the physics-consistency
based losses are added to the traditional WGAN loss.

The performance of a deep learning approach can be highly dependent on the choice
of hyperparameters[119]. Using Optuna for our hyperparameter search, we were able to
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try many different configurations and showed that this is also the case for our CcGAN.
Optuna requires an initial range of hyperparamters in which it is supposed to find an
optimal set. These ranges are mostly based around values from Kadeethum, et al. [93].
Particular attention was given to the weights λ of the cost functions. The gradient
penalty’s λgp value was chosen in the range of 5 to 15, based on the recommendation
of Arjovsky, et al. [99], who found a value of 10 to be effective in their experiments.
Kadeethum, et al. [93] used an L1-loss weight of λℓ1 = 250. As we additionally incorporate
the physical consistency-losses, we let Optuna search in a range from 5 to 250 to see if
the reliance on the L1 loss reduces. For λPDE, we chose values ranging from 50 to 400

to allow the network to give substantial importance to the physics-consistency of the
model. The λb values chosen were much smaller, ranging from 0 to 15. This decision was
driven by the observation that the magnitude of the boundary loss values was in the tens,
significantly higher than the L1 and PDE loss values, which are in the range of 0.010s and
0.10s/0.010s, respectively. Interestingly, a coding error unexpectedly provided insightful
results regarding λb. Originally, the lower limit of it was intended to be 0.2, but due to
asking Optuna to only pick integer values for λb, it was interpreted as 0. We saw that
the boundary loss had a very large impact on the generator’s learning curve in one of
the trials chosen for the layered velocity distribution. This level of influence is possibly
undesirable, as evidenced by the best trial for the uniform velocity distribution preferring
a λb of 0.

The best validation RMSE was often found quite early in the trials: specifically trials
51 and 26 out of 100 for the uniform velocity distributions and 0 and 3 out of 14 for the
layered velocity distribution. It is important to note that Optuna performs an initial
random search of ten trials, which aids in familiarizing it with the cost function landscape.
Therefore, we would expect Optuna to find better hyperparameters after this initial phase
and even more so the longer the hyperparameter search continues. However, Optuna
struggled with conducting an effective hyperparameter search for a two possible reasons.
First, not enough trials were done for the layered velocity distribution data set. Second,
that the lowest validation RMSE was early in the learning process where almost no
wavefields were produced. Consequently, the metric rarely corresponded to a genuinely
good performance, so Optuna tried to optimize for an unwanted behavior.

One beneficial aspect of our work is that when specific time steps are provided, the
generator does show the progression of the actual wavefield. This means we can request a
wavefield at a certain time step without needing to calculate the preceding time steps.
Unfortunately, this only worked for time steps that were also used in training. This
means that we did not achieve continuous time stepping. Nevertheless, this feature
theoretically reduces the computational effort compared to classical numerical simulations
as it eliminates the need to generate all preceding wavefields. However, this advantage
is only theoretical in nature due to the significant discrepancies between the generated
output and the ground truth, rendering our current model an inadequate option for
practical applications.
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5.2 Comparison to other work

Our approach draws heavily on the work of Kadeethum, et al. [1], yet their success
did not transfer to our research, despite the similarity in having an underlying 2D time-
dependent PDE. First, we compare data-set sizes. Our layered data set contains 10, 800

wavefield samples, which is larger than the data sets used in Kadeethum, et al. [1].
They experimented with multiple sizes, ranging from 1, 250 to 10, 000 samples, observing
promising results across the board, with the results improving with larger data sets. This
suggest that our model’s performance issues are unlikely to be related to the size of the
used data set.

Even though both experiments are interested in generating pressure distributions -
pressure wavefields in our case - the feature and frequency content of the inputs and
outputs are noticeably different. The inputs from Kadeethum, et al. [1] feature more rich
and varied samples, rather than simply uniform or layered. This raises the possibility
that our velocity distributions might not encode enough features for the network to
distinguish between uniform, two-layer, and three-layer velocity distributions. However,
this assumption is partially invalidated by the variety of wavefields generated for different
inputs during the training phase.

In terms of outputs, our generated wavefields essentially form high amplitude, sharp
structures against a uniform background. This is in contrast to the smooth, low frequency
output of Kadeethum, et al. [1]. Our generator can easily identify and draw the correct
uniform background value, but takes many epochs before starting to generate structures
that resemble wavefields. It is possible that generating low-frequency, smooth outputs
is an easier task, especially when using the L1 loss. As Isola, et al. [74] have pointed
out, this loss is responsible of enforcing low-frequency content, while the generator-
discriminator interplay tends to be responsible for the high-frequency content. Contrary
to this assumption, our network showed the capability to generate varied, high-frequency
wavefields, especially when overfitting on the training dataset. in conclusion, the exact
cause of the poor performance of our experiment relative to that of Kadeethum, et al. [1]
remains unclear.

5.3 Limitations and potential improvements

Our current research is characterized by several limitations, a number of which have been
intentionally imposed in order to simplify the problem at hand. In this section, we will
discuss the main limitations and potential improvements.

One of the key disadvantages of our approach compared to other physics-informed
neural networks is its reliance on a grid. This is because we worked with images, which
inherently represent data in a grid-like format. Additionally we need the grid’s step size
for the computation of the physics-consistency score. As GANs always work on images,
this issue cannot be overcome. Moreover, the model is currently limited to a single domain
size and a 128 × 128 grid. While convolutional neural networks can handle images of
varying sizes, our use of fully-connected layers at certain points currently prohibits us
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from training on different domain/grid sizes. Future research could work on overcoming
this limitation to achieve more generalized applicability.

We have based our analysis on the simplified case of a 2D acoustic wave equation.
This means we do not take into account other wave types like S-waves. It might be
feasible to ask a modified generator to output two wavefields, one each for S-waves and
P-waves. It would be interesting to see how or if the transformation between wave types
at boundaries can be captured. Furthermore, incorporating these waves would necessitate
the use of a more complex wave equation for the physics-consistency loss.

Another aspect of our simplification is the 2D nature of our model. Real-world wave
propagation is in a 3D subsurface, so it would make sense to try to capture that behavior
in the model as well. If we conceptualize 3D images as stacked 2D gray-scale images, we
could theoretically feed in a 3D velocity distribution and output 3D wavefield images
using a GAN. CNNs lend themselves to such a problem, as they are inherently able to
work on multi-channel images. An exemplary work using GANs to generate 3D images
is by Wu, et al. [120]. In our context, using 3D images would require some changes to
the network, especially when it comes to the time-inputting scheme. Due to its complex
nature, we assume that this will be quite difficult. Additionally, the increase in data size
from 3D images, the accompanying need for more GPU memory, and subsequent increase
in training time imposes a practicality limit when using our current hardware.

We use only a single source location and type for all the ground truth wavefields.
Therefore, the network was only able to produce wavefields that are generated by that
specific source. As Kadeethum, et al. [93] point out, the framework of CcGANs allows for
multiple (continuous) inputs to the network, not just the time steps. We could therefore
explore the potential of including variables such as source location and type as additional
inputs. While source location can be encoded using coordinate values, more possibilities
exist for the type of source. We could focus solely on different source frequencies as single
values, or add different source types as a one-hot encoded vector. This addition of the
source information might necessitate a modification of the physics-consistency loss to
incorporate the source into the PDE again. A further note to the input mechanism for
the condition made by Kadeethum, et al. [93] is that the CcGAN framework is able to
handle data stemming from simulations with non-constant time-stepping.

We have only used a single network structure without verifying if others might
yield better results. One change that would be interesting to explore is using batch
normalization layers in the critic, as done by Kadeethum, et al. [1], who did so even
though Gulrajani, et al. [98] specifically said that these are inappropriate in the context
of WGAN-gp’s. Additionally, we only used a physics-informed generator. Daw, et al.
[121] used a physics-informed discriminator instead, pointing out that this will influence
the generator physics-consistency as well due to the feedback the discriminator gives
to the generator. This method is more difficult to implement, which is why we chose
a physics-informed generator only, but a physics-informed discriminator is a natural
extension. A possible change related to the network’s cost functions is Wang, et al.
[122]’s dynamic weight updating process to find the optimal weighting parameters λ and

59



CHAPTER 5. DISCUSSION

dynamically adapting them during training. In addition, this could potentially help with
the hyperparameter tuning since not taking these parameters into account reduces the
search space.

Another limitation is that we were bound by the accuracy of the SpecFem2D simulation
used to generate the ground truth data. While physics-informed neural networks have
demonstrated potential to improve the accuracy of coarse simulation outputs or noisy
measurements [32], [123], it would be worth exploring how a successful model would
handle this aspect. Additionally, our physics-loss based on finite differences has inherent
errors, which might affect the physics-loss and consequently the accuracy of the generated
wavefields. This is especially true, because we took a step size of dt = 0.1 s for the
finite-difference approximation of the second partial derivative. This is 10 times larger
than the step size that SpecFem2D uses for its simulation. There was a two-fold reasoning
in taking such a large step size. First, saving every wavefield from Optuna in an dt = 0.01 s

interval would have taken too much time storage when generating wavefields for the 900

velocity distributions. Second, we already had to employ some memory saving techniques
when processing the data set of simulated wavefields. This would have become even more
challenging to do on a more extensive data set. Eventually, we decided to write only every
tenth simulated wavefield to file after visual inspection of PDE losses on real wavefields
with different dt’s.

Finally, in this thesis we only considered simple uniform or horizontally layered
velocity distributions. This decision was made to check if the network can perform on
these simple velocity distributions to warrant further research towards more realistic
subsurface velocity distributions. In reality, subsurface velocity distributions can contain
heterogeneous distributions with complex structures. As such, it may be beneficial for
future work to consider irregular velocity distributions to enhance the applicability of the
model. To introduce more variability into the data sets, synthetic models with varying
geological features, such as faults, inclusions, and salt domes, could be created.
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The primary motivation that we outlined for solving the wave equation using a physics-
informed deep learning approach was to accelerate seismic imaging by substituting the
traditional numerical solver in FWI with a NN. Due to the issues observed in our approach,
we think that it might be advantageous to focus on direct inversion using deep learning.
Although in many cases it is extremely dependent on large data sets, the fact that only a
single output - a subsurface image - needs to be produced per input, i.e., measurement
data, reduces the complexity of the issues compared to the time-dependent nature of the
wave equation. In this context, Wang, et al. [34]’s approach of the two networks in a
cyclic interplay from Chapter 1 seems to be very promising, especially as it does not rely
on training data. Nonetheless, further research on using physics-informed deep learning
as a solver for the wave equation should still continue due to the importance of simulating
wave propagation in many different disciplines, e.g., for simulating seismic waves induced
by earthquakes.

In this regard, we again reviewed some promising alternatives to our CcGAN due to
its performance issues. An important trait of our problem is its time-dependent nature, so
network structures that are designed to handle these kinds of issues, such as LSTM-RNNs,
seem to be well-suited. However, as indicated by Rodriguez-Torrado, et al. [124], this
approach is currently limited to one-dimensional problems. This is due to the increase in
memory load for higher-dimensional problems, as many or all preceding results need to
be accessed to calculate the results at the next time step. It is again important to note
that our CcGAN does not suffer from this issue, as it treats wavefields independently.

Another option to address the complexity introduced by the time dependency, as well
as the intricacy of the reflections and the sharp contrast between a uniform background
and the actual wave, is solving the wave equation in the frequency domain. This is
commonly done by employing the Helmholtz equation [125]. Instead of relying on physics-
informed NNs to solve this equation, Fourier Neural Operators (FNOs) have very recently
emerged as a promising alternative [126]. They are a type of NN designed to approximate
the solution operator of a PDE, which under certain assumptions can be understood as a
convolution kernel. Leveraging the convolution theorem that states that convolution is
equivalent to multiplication in the Fourier space, convolutional layers are replaced with
Fourier layers [127]. The advantage of this approach is that it can learn a family of PDEs,
is a mesh-free method, and has demonstrated the ability to solve the wave equation for
complex velocity distributions and to generalize to similar ones [126].

In conclusion, although our current implementation of a physics-informed CcGAN for
wavefield generation presents multiple limitations and unsatisfactory performance, it lays
the groundwork for future research. We have identified several potential enhancements
and research directions and are confident that it is worthwhile to pursue them to achieve
a fast, universal wave equation solver using physics-informed deep learning to advance
wave-based seismic imaging.
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Appendix

Figure A.1: In-depth look at generator and critic architecture, visualized using
PlotNeuralNet. Blue numbers indicate the channels after a convolution,
the black numbers the height and width of the image before being passed
to the maxpooling or upsampling layer. The amount of channels in the
generator is exemplary.
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Figure A.2: Generated pressure wavefields and pixel-wise RMSE on the validation data
set using generator from epoch 106 (with lowest validation RMSE) of trial
0. Wavefields are shown in a zig-zag pattern from top left to bottom right
for timesteps in training.
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Figure A.3: Generated pressure wavefields and pixel-wise RMSE on the validation data
set using generator from epoch 90 (with lowest validation RMSE) of trial 3.
Wavefields are shown in a zig-zag pattern from top left to bottom right for
timesteps in training.
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Figure A.4: Generated pressure wavefields and pixel-wise RMSE on the validation data
set using generator from end of trial 0. Wavefields are shown in a zig-zag
pattern from top left to bottom right for timesteps in training.
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Figure A.5: Generated pressure wavefields and pixel-wise RMSE on the validation data
set using generator from end of trial 3. Wavefields are shown in a zig-zag
pattern from top left to bottom right for timesteps in training.
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Figure A.6: Generated pressure wavefields and pixel-wise RMSE on the test data set
using generator from end of trial 3. Wavefields are shown in a zig-zag
pattern from top left to bottom right on time steps not present in training
([0.21,0.28, 0.35, 0.42, 0.49, 0.56, 0.63, 0.70, 0.77, 0.84, 0.91, 0.98] seconds)
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