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Abstract—Photonic integrated circuits are a promising plat-
form for space applications. In particular, they have the potential
to reduce the cost, size, weight and power consumption of satellite
payloads that employ free-space optical communication. How-
ever, the effect of the space environment on such circuits has yet to
be fully understood. Here, a simulation framework to investigate
the impact of heavy ions on a silicon photonic waveguide is
presented. These high-energy particles temporarily increase the
waveguide losses, resulting in a drop of the transmitted power,
commonly defined as either optical single event transient or
single event effect. The magnitude and rate of such transients
are simulated. The framework is based on three open source
tools: OMERE, Geant4 and Meep. First, the heavy ion fluxes
are modelled for commonly used satellite orbits. Afterwards,
Monte Carlo simulations are used to generate realistic ion tracks
and their effect is evaluated with 3D finite-difference time-
domain simulations. The results show that single event effects
have only a small impact on the transmission properties of
silicon waveguides in the simulated orbits, thus indicating the
potential of using silicon photonic integrated circuits in the space
environment. Furthermore, the importance of having realistic
carrier distributions, compared to using only an analytical model,
is discussed.

Index Terms—silicon photonics, single event effects, heavy ion,
ion track, radiation effects, free space optical communication,
satellite communication

I. INTRODUCTION

THE interest in free space optical communication (FSOC)
has rapidly grown in the recent years, particularly its

application to satellite communication [1]–[5]. Thanks to the
high data rates provided by optical links, satellite networks
based on FSOC have the potential to complement the existing
fiber network and to provide global broadband access [6], [7].
The deployment of this technology can be facilitated by using
photonic integrated circuits (PICs), as they not only allow the
integration of the required optical components on a single chip,
but also they reduce the overall cost, size, weight and power
(C-SWaP) [8], [9]. Furthermore, the use of PICs provide access
to other physical processes, such as microresonator-based
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combs for massively parallel optical communication [10], [11].
PICs have already been successfully and widely used in fiber
optic communication [12], [13]. However, space-based PICs
are a more recent topic of research [14]. One of the challenges
for space-based systems is the inherent radiation environment
[15], the influence of which on integrated photonics is not yet
fully understood.

One of the main radiation effect types are single event
effects (SEEs), which are usually caused by heavy ions. These
ions travel through the material and release their energy by
generating a high density of electron-hole pairs (EHPs). In
electronics, this leads to a charge diffusion and collection
problem that has been extensively studied [16]–[18]. In pho-
tonics, the excess carrier concentration temporarily increases
the material optical loss due to free carrier absorption (FCA)
[19]. This results in a transient optical power disruption, that
lasts until the EHP density returns to its original value. In
a PIC for FSOC, this means a lower transmitted or received
power of the optical link, potentially resulting in data loss.
Due to the inherently dynamic nature of this effect and the
need to analyze the overlap between the generated carriers
and the optical mode, the theoretical and experimental research
has been challenging. As detailed in [14], fewer studies have
been performed compared to the two other main radiation
effects: total ionizing dose (TID) and displacement damage
(DD). Nevertheless, some advancements have been achieved
in the recent years. A theoretical method to simulate the loss
on a Si photonic waveguide at the time of the impact was first
proposed in [20], while the loss transient after the impact was
modeled in [21], [22]. Furthermore, a simulation methodology
has been proposed to scale the simulation effects from the
device level, such as a waveguide, to the system level [23].
First experimental measurements using laser-induced carriers
were performed in [21], [24]. In [24], the phenomenon was
defined as optical single event transient (OSET), to highlight
that the impact of this physical process is limited to the optical
domain, while SEEs are commonly associated with the radi-
ation effects on electronics. Both a laser-induced experiment
[25] and an ion-induced experiment [26] were conducted on
waveguide-integrated SiGe photodiodes. Although simulation
results prove that in principle a 100% loss is possible [24],
some of these studies showed that losses higher than 10% are
unlikely [20], [21]. Therefore, the real impact of OSETs is
still unclear.

Previous studies were based on simulated tracks of a few
selected ions, e.g. C and Kr [20], on analytical Gaussian dis-
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tributions of the carriers [22], or on laser-induced EHPs [21],
[24], [25], but not on a specific radiation environment with its
heavy ions. Instead, for satellite communication applications,
having accurate predictions of the expected loss for a specific
satellite mission, i.e. a specific orbit and duration, is critical for
the optical link power budget [4]. Furthermore, it would allow
to reduce the C-SWaP of the communication payload, e.g. by
selecting the appropriate metal shielding thickness, thus saving
weight and space. To achieve this, a more comprehensive
analysis is needed, that not only includes all the necessary
heavy ions, but also uses realistic carrier distributions.

In this paper, we present a framework for simulating the
expected losses and OSET rates in photonic devices for a
given satellite orbit. For the photonic device, we simulate
a silicon photonic waveguide, which is the basic building
block of any Si PIC. For the orbits, we consider orbits
commonly used in navigation and communication systems. In
this framework, each satellite orbit is first analyzed to find
the typical ions of its radiation environment. Afterwards, the
EHP initial distributions generated by those ions are simulated.
The simulated carrier tracks are then used in finite-difference-
time-domain (FDTD) simulations to find the resulting optical
loss. Finally, the OSET magnitudes and rates are calculated
for four typical satellite orbits. In addition, the relationship
between optical loss and important radiation metrics, such as
linear energy transfer (LET) and ion energy, is discussed.

The structure of the paper is the following. Section II
describes the tools used in the simulation framework and
shows some intermediate results to provide insight into each
step of the framework. In Section III, the simulation results for
all the ions present in the radiation environment are displayed
and discussed, and the OSET rates are calculated. Finally,
in Section IV, the results are summarized, and we draw
conclusions from this work and discuss possible next steps.

II. SIMULATION FRAMEWORK

A schematic representation of a heavy ion strike on a Si
photonic waveguide is shown in Fig. 1. A buried waveguide
surrounded by SiO2 is considered. The waveguide width and
height are 450 nm and 220 nm, respectively, which are typical
dimensions for such a waveguide [13]. In our simulations,
only the case of a perpendicularly incident ion at the center of
the waveguide is considered. If the heavy ion energy is high
enough, the particle can pass through the satellite shielding and
the cladding, and it can reach the Si waveguide. The energy
released along its path generates an excess of EHPs, whose
distribution depends on the heavy ion atomic number and its
energy [27]. The generated EHP density locally affects the
properties of the material, changing its refractive index and
increasing the loss due to FCA, which can be modeled using
the Drude theory [20]. The optical signal propagating through
the waveguide is affected by these changes, resulting in a loss
of signal due to absorption. Nevertheless, the carriers will then
diffuse and the properties of the material will return to their
nominal values.

To simulate all of these different phenomena, our framework
leverages three open-source tools: OMERE [28], Geant4 [29]
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Fig. 1. Schematic representation of a Si photonic buried waveguide struck
by a heavy ion while an optical signal is propagating. Waveguide width and
height are noted, together with the cladding and substrate width. The drawing
is not to scale.

Fig. 2. Simulation framework flowchart. Information flow is represented with
arrows.

and Meep [30]. The dependencies between the different soft-
ware are shown in Fig. 2. OMERE is used to simulate the
radiation environment of the satellite orbit, and to obtain the
heavy ion fluxes for different species and energies. The carrier
distributions generated by these ions are then simulated using
Geant4, where a typical Si photonic layer stack is considered
for the simulation. The resulting distributions are converted
into material properties, and used in Meep to perform FDTD
simulations to calculate the optical loss in the device under
study, which in this case is a buried channel waveguide.
Finally, the information on the loss is combined with the ion
fluxes to calculate the OSET amplitudes and rates. The use of
the three tools is described in the subsections II-A, II-B, and
II-C.

Before going into the details of the simulation framework,
we would like to emphasize the two main simplifying assump-
tions that were taken.

1) This works considers only the initial carrier distribution,
i.e. the distribution that is generated when the ion
travels through the waveguide. As discussed in detail in
[21], the initial carrier distribution is quickly smoothed
out by ambipolar diffusion, in a time scale of about
tens of picoseconds. Afterwards, the carrier dynamic
is dominated by surface recombination, which operates
in a time scale of tens of nanoseconds. Therefore, the
simulated OSET magnitudes in this work, meaning the
simulated losses, are only valid at the very beginning of
the transient. However, even if the simulation framework
only covers a short time scale, it is still able to evaluate
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the rate and initial magnitude of OSETs in a realistic
scenario of a satellite payload in a specific orbit, which
is a valuable indication for the development of silicon-
based satellite communication payloads. For brevity, the
initial carrier distribution is referred to only as carrier
distribution in the remaining of the paper.

2) This work assumes that the whole ion flux is incident
at the center of the waveguide and it is perpendicular to
the waveguide’s surface. In practice, ions would strike
with any angle and on any point of the waveguide.
While an angled trajectory is expected to induce a
higher loss [21], the central position provides the largest
overlap with the optical mode, and thus the highest
losses, for a perpendicular trajectory [22]. Therefore,
this simplification is useful to have a first approximation
of the OSET magnitudes. Furthermore, this simplifica-
tion greatly reduces the simulation effort, because each
angled trajectory would need to be simulated both in
Geant4 and in Meep, largely increasing the amount of
simulations required.

A. Ion Fluxes Analysis

OMERE is an open source software for space environment
and radiation effects, that computes the radiation environment
for a given a satellite orbit [28]. In this paper, OMERE is used
to create a dataset of ion fluxes Φ(Z,E) for a wide range of
atomic numbers Z and energies E. Four different orbits are
considered: a geostationary orbit, a medium Earth orbit used
for the global navigation satellite system (GNSS, e.g. Galileo),
and two low Earth orbits (LEOs), one corresponding to the
international space station orbit, and one with a high altitude
polar orbit that is planned for use in various commercial LEO
satellite megaconstellations [31]. We define these orbits as
GEO, Galileo, LEO - ISS, and LEO - Pol, respectively. These
orbits are representative of typical satellite orbits and cover
a wide range of altitudes. The orbit parameters are listed
in Table I. After selecting the orbits, the particles radiation
sources and their models need to be selected. For OSETs,
protons (Z = 1) and ions (Z > 1) need to be included.
Protons can be trapped in the magnetosphere or emitted by
sun, while ions originate either from the sun or from galactic
cosmic rays. The models for each particle are chosen using
the ECSS standards [32], [33], that contain the rules to
determine the radiation environment. The models are listed
in Table II. The magnetosphere Jensen-Cain model is used.
The satellite shielding is 1 mm of aluminium for all orbits.
Even though higher altitude satellites are expected to have a
thicker shielding than the lower altitude ones, choosing the
same thickness allows us to compare the OSET rates later on.
Element species from 1 (11H) to 80 (20080 Hg) are considered,
even though the species abundance is expected to decreases
with atomic number, with a steep drop for atomic numbers
higher than Z > 26 [15].

As an example, Fig. 3(a) and Fig. 3(b) show some of the
simulated differential fluxes dφ(Z,E)

dE for the orbits defined
as GEO and LEO-Pol, respectively, including the solar flare
contribution. Six out of the eighty ions are shown. As can be

TABLE I
SATELLITE ORBIT PARAMETERS

Orbit Inclination (◦) Altitude (km)
GEO 0 35784
Galileo 56 23222
LEO - Pol 98 800
LEO - ISS 51.5 400

TABLE II
SPACE RADIATION ENVIRONMENT MODELS

Particle Model
Trapped protons AP8 - Min.
Solar protons ESP (80%)
Solar ions Sapphire
Galactic cosmic rays GCR ISO 15390 (solar minimum)
Flare protons Worst 5 minutes October ’89
Flare ions CREME95 worst 5 minutes

seen in both plots, H and He have the highest fluxes, thus being
the most abundant ions in the Earth’s radiation environment,
and heavier ions have a significantly lower flux.

In order to optimize the computational efforts, we want to
reduce the number of elements to be simulated in the next
steps. Therefore, the relative abundance RA(Z) of each ion is
calculated using

RA(Z) =

∫ Eb

Ea

dφ(Z,E)

dE
×AdE, (1)

where A is the PIC area and the energy range Ea−Eb = 0.1-
100 MeV/amu is chosen. As discussed later in Section III,
this is the range where most of the interaction takes place for
the considered layer stack. The results for the chosen PIC area
(A = 0.16 cm2, which is the typical area of transceiver chip
used in the project reported in [9]) are shown in Fig. 3(c) and
Fig. 3(d). In Fig. 3(c), the solar flare contribution is excluded,
while it is included in Fig. 3(d). The relative abundances of
orbits defined as GEO and Galileo are almost identical, while
the orbits LEO-Pol and LEO-ISS have a lower abundance.
When the solar flare contribution is taken into account, the
RA of each ion is at least one order of magnitude larger.
For more detailed studies, we define an arbitrary threshold of
one event per year for the case without solar flare (Fig. 3(c)).
Atomic numbers Z > 35 have a relative abundance below
the defined threshold, so Z = 35 is defined as the heaviest
element to be simulated in the next steps. In Fig. 3(d), this
corresponds to a RA that is less than one per day, which is
longer than the intended time scale of the used solar flare
models, which are representative of the worst five minutes.
Therefore the condition Z > 35 is meaningful for both cases.

B. Ion Tracks Simulations

Ion tracks are simulated using Geant4 [29], a Monte Carlo
simulation toolkit for studying particle-matter interactions.
Although analytical models of ion tracks have been developed
[34], those simulated with Geant4 have been shown to be
more accurate in the track core (first 10-20 nm) and in the
LET estimation [27]. The application developed in this work is
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Fig. 3. (a-b) Examples of differential energy fluxes for six different ions in
two different orbits, (a) GEO and (b) LEO-Pol, in the case of a solar flare.
(c-d) Relative abundances of the element species. The solar flare contribution
is considered only in in (d). The dashed horizontal line indicates thresholds
of one event per year, one event per hour, and one event per day. The relative
abundances of GEO and Galileo are overlapping.

based on a predefined advanced example called microelectron-
ics [35]. The considered example uses the MicroElec models
and processes, previously named MuElec, that are developed
specifically for carrier generation by incident electrons, pro-
tons and ions [36]. Geant4 version 11 is used, which provides
the latest version of the MicroElec package, which includes
not only Si, but also other materials such as SiO2 [37].

The goal of the simulation is to obtain the EHP density
generated by each considered ion as a function of the radial
distance from the ion path in the material. The material stack in
the vertical direction (y-axis) is the one shown in Fig. 1, with
the ion entering the simulation volume from the top. Since the
lower SiO2 layer is only needed for the ion to exit the Si layer
and it has no impact on the simulation results, its thickness in

this simulation is shortened from 2µm to 280 nm. In the x-z
plane, we simulate a 2µm×2µm Si layer convering the entire
plane: the waveguide width is still not taken into account,
and it will be considered only at a later stage. Therefore,
the simulation volume is 2µm×2.5µm×2µm in the x-y-z
directions, respectively. A monoenergetic beam is normally
incident on the layer stack. As discussed in [27], a layer around
200 nm is thin enough for the track structure to be considered
uniform, and thick enough to get good statistics. Therefore, we
assumed that the track structure is constant along the vertical
direction in the 220 nm thick Si layer, and only the transferred
energy as a function of the distance from the ion path is stored.
The carrier density is calculated by dividing the deposited
energy by the EHP creation energy in Si, which is Weh=
3.6 eV [27]. An average charge density N(r) as a function
of radial distance is calculated by simulating 1000 ions. This
is repeated for the different energies and the different ions.
Examples of N(r) for 1

1H and 20
10Ne are shown in Fig. 4(a) and

Fig. 4(b), respectively. Fig. 4(a-b) show that the charge density
peaks near the ion path, and then decreases the further away
from it. However, the exact geometry of the carrier distribution
is highly dependent on the ion energy, or, more precisely, on
its energy per atomic mass unit (amu), as explained in [27].
Heavy ions with the same energy per amu generate a similar
shape, while the carrier concentration scales approximately
with the square of the atomic number Z2 [27]. This can be
seen when comparing Fig. 4(a) and Fig. 4(b). In this case,
(ZNe/ZH)2 = (10/1)2 = 100, which can be seen in the
plotted simulations.

An important metric that is commonly used in radiation
studies is the LET, which is the amount of energy that an
ionizing particle transfers to the material traversed per unit
distance, divided by the material density. Assuming a vertical
ion impact propagating along the y-axis, the LET can be
calculated with

LET =
Weh

∫∫∫
N(x, y, z) dxdydz

ρt
(2)

=
Weh2π

ρ

∫ ∞
0

N(r)r dr (3)

=
WehQ0

ρt
, (4)

where ρ the mass density, t thickness of the waveguide,
and Q0 is the carrier density integrated over the waveguide
volume. The previously discussed assumption of uniform N in
y direction and the radial definition were used to simplify the
equation. While the LET is a measure derived from radiation
studies on electronics, Q0 is used in [21] in the analytical
model of the OSET time evolution. Therefore, although this
work focuses on the OSET at the time of the impact, the
results could be useful for a time analysis as well. Examples
of calculated LETs and Q0 for the two previously shown ion
species and four others are shown in Fig. 4(c). The simulation
range goes from 0.1 MeV/amu to 100 MeV/amu. This range
was chosen because it captures the LET maxima of each
species, which are commonly denoted as Bragg peaks. This
peak can be seen in all the plotted curves in Fig. 4(c). On
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Fig. 4. EHP density generated by (a) 1
1H and (b) 20

10Ne for six different
energies. The simulation (points) are filtered with a Gaussian moving average
(line) to provide the FDTD simulation with a smoother carrier profile. (c)
LET and Q0 examples, calculated with (2).

its right side, the LET decreases slowly, while on its left side
an abrupt drop to zero is usually found. At high energy, the
charged particle has a small interaction cross section due to its
high speed. As it slows down, corresponding to a lower initial
energy, the interaction cross section increases. The peak of
the interaction takes place when the particle has its lowest
possible velocity in the Si layer, which here corresponds to
a starting energy of about 1 MeV/amu. Lower energies are
not sufficient to penetrate the 2µm thick SiO2 cladding, and
thus do not generate any charge in the waveguide. The LET
and Q0 are calculated for each simulation, i.e. for each (Z,E)
pair.

C. FDTD Simulations

After the data set of ion tracks is generated, the next step
is to calculate the resulting loss generated by each (Z,E)
pair by performing 3D FDTD simulations in Meep [30], a
free and open source software package for electromagnetic
simulation. In this paper we consider 1550 nm as the operating
wavelength for the communication payload. Historically the
C-band, from 1530 nm to 1556 nm, has been central to the
development of optical fiber communication components, and
is now also used for satellite optical communications [4].
Therefore, this is the wavelength range of choice for our
analysis. The simulation is performed in the geometry shown

in Fig. 1. After testing the simulation with different SiO2

thicknesses, we considered sufficient to simulate only 140 nm
on top and below the waveguide, and 275 nm on the sides.
3µm is the chosen waveguide length, which is long enough
to simulate the affected volume. Therefore, the final simulation
volume dimensions are 2µm×1.5µm×4µm, that include the
perfectly matched boundary conditions that are 0.5µm thick.
A mesh size of 4 nm was considered sufficient after testing
lower mesh sizes. A Gaussian pulse centered at λ = 1550 nm
with a 20 fs full width at half maximum (FWHM) duration
is injected into the simulation. The absorbed, transmitted, and
reflected powers are simulated by computing the projection
onto the waveguide’s eigenmode. The phase shift is also
extracted. First, the simulation is run without ion strike for
reference. This reference simulation is needed to distinguish
the intrinsic waveguide losses from the additional losses due
to the ion strike. The strike location is (x, y, z) = (0, 110, 0),
meaning on the top of waveguide at its center. Lower losses are
expected for a strike closer to the waveguide edge [22]. The
filtered spatial distribution of the carriers N(r) is converted
into a change in the Si optical properties. As detailed in [20],
at high carrier concentrations the Drude model without the
weak-damping approximation needs to be used. Therefore,
the general form of the Drude dielectric function ε is cal-
culated and entered into the FDTD simulation. Furthermore,
the refractive index n and the absorption losses α can be
calculated using the relation n+ i λ4πα =

√
ε. With these new

material properties, the simulation is re-run and the results are
normalized to the reference simulation. An example of N , n,
and α for 1 MeV/amu 80

35Br is shown in Fig. 5(a), Fig. 5(b),
and Fig. 5(c), respectively. In this example, the largest change
in n and α occurs in the first tens of nanometer from the impact
location, and nominal properties are restored at a distance of
about 200 nm. The reflected, absorbed, and transmitted powers
at 1550 nm are 0.07%, 5.14%, and 94.79%, respectively. These
values are comparable with the transmissions measured in
laser-induced OSET on Si waveguides [21], [24].

III. RESULTS AND DISCUSSION

As discussed earlier, 35 different ion species were simulated
in Geant4, and each one of them for different energies ranging
from 0.1 to 100 MeV/amu. Instead, only the energies in the
range of 0.250 to 10 MeV/amu were simulated with FDTD
simulations, since the absorption loss is smaller than 1% out-
side this range. For each (Z,E) pair, absorption (A), reflection
(R) and transmission (T ) were obtained from the 3D FDTD
simulation. For the power budget analysis, the metric to look at
is the excess signal loss, defined as: L = 1−T = R+A. All the
simulated losses are shown in Fig. 6(a), where they are plotted
against the corresponding Z and E. L is low at low and high
energies, maximum around 1 MeV/amu, and it increases for
larger atomic numbers. This was expected from the previous
discussion: the ion energy is not sufficient to reach the buried
Si waveguide at low energies, namely E . 0.4 MeV/amu, the
maximum L occurs at the Bragg peak around 1 MeV/amu,
and L further decreases at higher energies due to the lower
interaction cross section as seen in Fig. 4(c). For heavier ions,
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(a)

(b)

c)(

Fig. 5. (a) EHP density N after the impact of a 80
35Br with 1MeV/amu

energy, and corresponding (b) refractive index n and (c) absorption losses α.
The 3D carrier distribution is obtained by rotating N(r) around (x,z)=(0,0)
and is truncated at the edges of the waveguide, as explained in [20].

the loss increases due to the increase in carrier concentration
(seen in Fig. 4(a-b)), but it is limited to below 6.5% for the
considered ions, corresponding to 0.29 dB. For comparison,
the expected channel loss in an optical feeder link varies
between 73 dB to 89 dB [4]. Furthermore, no phase shift
above 1.16° was extracted. Therefore, the OSET magnitudes
for silicon waveguides require a small allocated link budget
margin in the four studied satellite orbits and for a vertical ion
strike.

The next step is to calculate the OSET rates. Here we are
interested in calculating a cumulative rate R(L0), where R
is the number of particles per second that generate a loss
greater than L0. In practice, given a L0 that represents a
perturbation threshold after which the link is disrupted, R(L0)
is the disruption rate. First, given any L0 and Z, the energy
range EZ

L−
0

< E < EZ
L+

0

in which L > L0 is identified.

Typically, EZ
L−

0

and EZ
L+

0

fall on the two sides of the Bragg
peak. For every Z, i.e. for each row, an energy range can be
identified, assuming that the ion can actually generate such
loss. Then R(L0) is calculated using

R(L0) =

35∑
Z=1

∫ EZ

L
+
0

EZ

L
−
0

dφ(Z,E)

dE
×AdE, (5)

where the contributions of the different ion species are
summed and the previously simulated differential flux dφ(Z,E)

dE

is used. Thea area of 1 cm of waveguide is considered, which
is A =1 cm×450 nm=4.5× 10−5 cm2. The cumulative OSET
rates calculated for the four different orbits are plotted in
Fig. 6(b-c). In Fig. 6(c), the fluxes that include the two solar
flare models listed in Table II are shown. The worst-case solar
flares are typically used to define an upper bound in a space
radiation analysis. Starting from Fig. 6(b), we can observe that
all OSET higher than 1% (0.02 dB) have a rate lower than
1× 10−6 s−1, for all four orbits. This result strongly suggests
that OSET will not be disruptive for the optical transmission
in the waveguide. GEO and Galileo orbits suffer from higher
radiation levels compared to LEO orbits, with LEO-ISS having
the lowest rates. However, it is important to notice that in
Section II-A we considered 1 mm Al shielding for all orbits
in order to make a direct comparison. In practice, payloads on
high altitude orbits such as GEO and Galileo have a thicker
shielding and thus a lower rate than shown here. The worst
case solar flare scenario in Fig. 6(c) shows an increase in rate
of about three orders of magnitude. Nevertheless, the OSET
rates are still lower than one per hour in almost all data points.
A sudden drop at about 5.75% (0.26 dB) can be seen in both
Fig. 6(b) and Fig. 6(c): this corresponds to the drop in RA
at Z > 26 [15]. This confirms the robustness of Si photonic
waveguides even during the worst-case scenario of a solar flare
event.

Finally, it is interesting to discuss the relationship between
the heavy ion LET and the induced loss. Previous studies
have shown through simulation that 1 − T ∼ eb×LET [20],
where b was a fitting parameter. Fig. 7(a) shows the sim-
ulated ion strikes with energies between 0.63 MeV/amu -
6.3 MeV/amu, where L = 1 − T is plotted against the
calculated LET and Q0. The data points are grouped for
the different energies per amu, because we expect the carrier
distributions to be similar within each set, as previously shown
in Fig. 4(a-b) and discussed in [27]. It is clear from Fig. 7(a)
that there is no one-to-one relationship between 1 − T and
LET, contrary to what was shown in [20]. Instead, for any
LET, i.e. for the same amount of generated charge Q0, the
resulting loss depends on the ion energy. The result in [20] was
concluded from a limited set of ion tracks, while in this work a
larger set of simulations was used. From Fig. 7(a), we can also
see that the energies close the Bragg peak (0.63 MeV/amu,
1 MeV/amu, and 1.6 MeV/amu) give the fastest increase in
loss. Beyond this point, the higher the energy, the slower
the increase. To further investigate this behavior, the carrier
distributions with LET ≈ 30 MeVcm2mg−1 are compared
in Fig. 7(b), where the optical mode in the waveguide is
shown with a red line. These distributions are taken at z = 0,
meaning the waveguide cross-section at the impact location is
considered. The high energy ions have a distribution that is
concentrated in a small fraction of the optical power and that
has a rapid decay with radial distance from the impact site.
Instead, the lower energies have a slower decay. Therefore,
we can conclude that not only the total amount of generated
carriers plays an important role, but also their distribution
needs to be taken into account in the initial loss.

These results can be compared to SEE studies on elec-
tronics. Over the past two decades, several studies have
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Fig. 6. (a) Simulated excess loss L versus heavy ion atomic number and
energy. Cumulative OSET rates for different loss thresholds L0, (b) without
and (c) with solar flare. Thresholds of one per hour/day/year are indicated.

highlighted that LET on its own is not always an accurate
metric for predicting SEE [38]–[40]. With the miniaturization
and integration of electronics, the radial distribution of the
generated charges started to play an important role, as the
dimensions became comparable. We could make a similar con-
clusion for integrated photonics: the optical mode wavelength
in the considered Si photonic waveguide is λ = λ0/nSi =
1550/3.48 ≈ 445 nm, thus comparable to the length scales
of the ion track, typically few hundreds of nm. Therefore,
we could expect the radial distribution to play an important
role in integrated photonics as well, as shown in Fig. 7(a).
Nevertheless, this analysis is still limited by the simplifications
of an ion with a perpendicular trajectory striking in the center
of the waveguide, and by the simplification of only looking at
the initial OSET. To have a more conclusive picture about the
relationship between the LET and the OSET, one would need
to look at OSETs with same LET and different angles, and at
the time evolution of OSETs with the same LET. For instance,
the same Q0 might result in the same loss once the initial EHP
distribution is smoothed out by ambipolar diffusion.

IV. CONCLUSIONS

In this work, a framework to simulate OSET rates and
magnitudes on Si photonic waveguides for specific satellite

(a)

(b)

Fig. 7. (a) 1 − T versus calculated LET and Q0 of the simulated ions in
the energy range of 0.63MeV/amu to 6.3MeV/amu. (b) Average charge
density distribution in the waveguide cross section for the ions with filled
circle in (a) (left y-axis), compared to the optical power of the fundamental
mode (red line, right y-axis). Each line is labeled with the ion energy and its
atomic number in paranthesis.

orbits was presented. Three open-source tools (OMERE [28],
Geant4 [29] and Meep [30]) were used, thus making this
approach widely available compared to the use of commercial
tools. With this combination, it was possible to investigate the
effects of heavy ions for a realistic radiation environment. This
can benefit the C-SWaP of optical communication payloads,
as the calculated OSETs can be used for a more accurate
link budget calculation. Furthermore, the modular approach
of the simulations makes it easy to evaluate the effect on
other satellite orbits, or to investigate other photonic devices,
since only the relevant simulation step needs to be re-run (see
Fig. 2).

To present the framework, we first simulated four typical
satellite orbits in OMERE, and obtained differential fluxes
for a wide range of atomic numbers and energies. Only the
elements with atomic number Z < 35 were considered for
the following steps, due to the interactions with heavier ions
being so rare that their impact on the results is negligible.
Then, realistic carrier distributions were generated with a
Geant4 simulation. The distributions were then converted
into changes of material properties using the Drude model
[20], and 3D FDTD simulations were used to compute the
power loss through the waveguide. Finally, OSET rates and
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magnitudes were calculated. The results showed that power
losses above 6.5% are highly unlikely for the considered
satellite orbits and a vertical ion strike. Therefore, OSETs in
Si photonic waveguides do not appear to be a concern for
silicon photonics-based OSL communication. Furthermore, the
role of LET for OSET was investigated. We showed that the
same LET, corresponding to the same Q0, can lead to very
different losses, thus indicating that this metric alone might
not be accurate enough for studying radiation effects on a
photonic device. The importance of considering the overlap
of the carrier distribution with the optical mode was also
discussed.

The next steps are to investigate angled trajectories, to
understand the effects of a trajectory that has a longer path
through the waveguide, and to include the time evolution of
the losses. For instance, it would important to understand how
the losses are evolving in time when the carriers are both
absorbed and diffused. After that, other important photonic
devices could be simulated, such as multimode interferometers
(MMIs), and directional couplers. Intuitively, we expect that in
devices where the optical mode is broadened, such as MMIs,
the effect of heavy ion will be reduced due to less overlap
with the carrier distributions. Other steps include testing more
computationally efficient approaches. For example, perturba-
tion theory could be used instead of FDTD simulations [22],
or the Z2 scaling of the carrier distribution could be used
to reduce the number of Geant4 simulations required [27].
Finally. the framework could be integrated with OSET time
domain descriptions [21], [22] starting from the calculated Q0.
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