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Abstract—Intraoperative ultrasound imaging is used to facil-
itate safe brain tumour resection. However, due to challenges
with image interpretation and the physical scanning, this tool
has yet to achieve widespread adoption in neurosurgery. In this
paper, we introduce the components and workflow of a novel,
versatile robotic platform for intraoperative ultrasound tissue
scanning in neurosurgery. An RGB-D camera attached to the
robotic arm allows for automatic object localisation with ArUco
markers, and 3D surface reconstruction as a triangular mesh
using the ImFusion Suite software solution. Impedance controlled
guidance of the US probe along arbitrary surfaces, represented
as a mesh, enables collaborative US scanning, i.e., autonomous,
teleoperated and hands-on guided data acquisition. A preliminary
experiment evaluates the suitability of the conceptual workflow
and system components for probe landing on a custom-made soft-
tissue phantom. Further assessment in future experiments will
be necessary to prove the effectiveness of the presented platform.

Index Terms—Medical Robotics, Intraoperative Ultrasound,
Medical Imaging, Impedance Control, Neurosurgery.

I. INTRODUCTION

BRAIN tumours cause more deaths than any other cancer
for adults under the age of 40 [1]. Complete resection

of cancerous tissue is one of the main treatments for brain
tumours [2]. There is evidence that increasing the extent of tu-
mour resection substantially improves overall and progression-
free survival [3]. To facilitate maximal safe brain tumour
resection, real-time intraoperative imaging tools are vital for
identification of residual pathological tissue and intraoperative
replanning [4]. Intraoperative Ultrasound (iUS) is an estab-
lished tool for tissue characterisation [5]. Unlike alternative
tools, which require an extensive disruption of the surgical
workflow [6], ultrasound (US) can be used with minimal
interruption to the workflow and provides real-time imaging.
What restrains iUS from widespread adoption is the difficulty
in capturing and interpreting the data. Obtaining high quality
images requires experienced personnel and is a strenuous
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Fig. 1. Experimental setup showing the robotic arm holding US probe and
camera next to the US machine, scanning a brain phantom. A SpaceMouse®

can be used to telemanipulate the US probe. DLR/Alexandra Beier (CC BY-NC-ND 3.0)

workload (both physically and cognitively) to the operator.
Accuracy, reproducibility and standardisation are necessary
to establish iUS in neurosurgery [7]. Robotic iUS scanning
can assist neurosurgeons in capturing US data, reducing the
workload and achieving high reproducibility - while helping
with the shortage of sonographers and neuroradiologists.

Various research groups work on the development of robotic
US systems (RUS) [8]. Most solutions deploy a Cartesian
impedance controller with direct force control along three-
dimensional (3D) surfaces, as e.g., in [9]. Many investigate
different approaches to visual servoing based on US data for
image quality optimisation [10], interaction force adjustment
[11], or automated US scanning of the thyroid [12]. Usu-
ally, purely autonomous execution is considered, and external
imaging and tracking systems are used for registration and
surface reconstruction. To the best of our knowledge, none of
these works focus on iUS tissue scanning in brain surgery. The
delicacy of scanning brain tissue poses major challenges which
are not common in other medical applications. The tissue’s
very low stiffness requires low interaction forces. Even probe
guidance without tissue contact can be necessary, using a coat
of saline to achieve acoustic coupling - leaving direct force
control impracticable to apply. Besides, purely autonomous
robotic US data acquisition might not be desirable, making
telemanipulation or hands-on guidance important alternatives.
Furthermore, robotic solutions requiring the presence of ex-
ternal imaging and tracking have a larger hardware footprint
and require longer installation times for, e.g. preoperative
calibration, and thus complicate their integration into the OR.
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Fig. 2. Workflow for our iUS tissue scanning platform. (1) Automatic detection of the object’s location using ArUco markers; (2) RGB-D reconstruction
(with ImFusion) of phantom surface with a stereo camera results in a triangular mesh; (3) Incorporation of mesh geometry into the real-time control loop;
(4) US probe guidance for contact establishment and tissue scanning. Note that the upper half of the brain being fully exposed in this image is merely for
the purpose of visualisation. In reality, the craniotomy will be much smaller.
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(a) Mechanical tool interface. (b) Brain phantom.

Fig. 3. (a) Frames: {B} robot base, {C} camera, {P} US probe, {O} object.
(b) Custom-made brain phantom with sample US image.

In this work we propose a robotic iUS scanning platform,
presenting an exemplary medical workflow for autonomous,
teleoperated or hands-on guided brain tissue scanning. A
custom-made mechanical interface to US transducer and stereo
camera alleviates the need for external tracking. Deploying
the impedance controller presented in [13] enables guidance
of an US probe in different control modes, achieving passive
interaction dynamics not requiring direct force control. By in-
corporating the tissue surface directly into the real-time control
loop, setup and integration of the platform is straightforward.

II. METHODS

The workflow of the presented robotic iUS tissue scanning
platform is depicted in Fig. 2. This section introduces the
individual components and their role within the system.

A. Hardware Integration

We designed a 3D printable mechanical interface between
robot, camera and US probe. Fig. 3a shows a model of a
robotic arm with the tool interface attached to its end-effector.
Here,

TXY =

[
RXY pXY
01×3 1

]
∈ SE(3) (1)

is a homogeneous transformation of frame {Y} with respect
to frame {X}. RXY ∈ SO(3) is the corresponding rotation
matrix, pXY ∈ R3 is the position vector between both frames.
Performing an accurate hand-eye calibration following [14],

and computing the forward kinematics mapping provides the
camera’s intrinsic parameters and the homogeneous transfor-
mation matrix TBC (base frame {B}, camera frame {C}). The
transformation TBP (US probe frame {P}) originates from
the CAD model of the tool interface and can be used without
the need of an external tracking system. As we do not extract
features from the US images in this work, but merely control
the tip of the US transducer, no additional hand-eye calibration
is necessary for this sensor.

Given this, we calculate TPO using the relation (see Fig. 3a)

TPO = T−1
BPTBO = T−1

BPTBCTCO. (2)

Identification of the object pose relative to the camera TCO is
explained in Sec. II-C.

B. Soft-Tissue-Mimicking Brain Phantom
The custom-made soft-tissue phantom depicted in Fig. 3b

uses GELITA® GELATINE Type Ballistic 3 as basis. To mimic
the properties of brain tissue and to increase durability, the
phantom contains water, glycerine, and gelatine at a ratio of
45:45:10. Inspired by [15], we placed different objects arbitrar-
ily inside the phantom, including olives, grapes, blueberries,
and screws. This ensures the presence of various features
within the US recordings of the phantom, replicating the
inhomogeneity of real tissue.

C. Localisation and Surface Reconstruction
For localisation of the phantom within the robot’s

workspace, four ArUco markers are first manually placed
around the object (cmp. Figs. 1,2). Positioning the RGB-D
camera above the area of interest, such that all markers are
visible within the image, initialises the automatic localisation
and reconstruction routine. Using the OpenCV [16] ArUco
library, the four fiducial markers are identified. Based on these
points, a plane - defined by a centre point and normal vector -
containing the phantom is calculated. The robot automatically
aligns the camera such that it’s z-axis points towards the
plane’s centre at an angle of 45 ◦ and a distance of 30 cm. The
RGB-D camera is then rotated around the centre point/normal
- capturing the phantom at multiple views. Using the image
and depth stream, the RGB-D reconstruction algorithm from
the ImFusion Suite software solution by ImFusion GmbH
reconstructs a 3D triangular mesh of the phantom surface. In
doing so, we obtain object geometry and pose (TCO).
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D. Collaborative Robotic Tissue Scanning

The impedance controller introduced in previous work by
Dyck et al. [13] enables collaborative robotic US scanning.
The recovered 3D morphological structure (cmp. Sec. II-C),
representing the anatomical surface as a triangular mesh, is
utilised to define surface-specific coordinates. These coordi-
nates are the distance d ∈ R between transducer and surface,
as well as three orientational coordinates ϵ ∈ R3×1, aligning
the US probe axis with the surface normal. Two additional
two-dimensional (2D) coordinates (s1, s2) ∈ X ⊂ R2 describe
the planar representation of the anatomical surface. Stacking
all these coordinates in a vector ρ = (s1, s2, d, ϵ1, ϵ2, ϵ3)

T ∈
R6×1, the joint torques are calculated according to the unified
impedance control framework [17]

τ = JT
ρ (q)[Kρ(ρd − ρ(q)) +Dρ(q)(ρ̇d − ρ̇)]. (3)

Here, q ∈ R7x1 are the generalised configuration coordinates
of the robot, (ρd, ρ̇d) are the desired position and velocity,
Jρ ∈ R6×6 represents the Jacobian matrix mapping joint
velocities q̇ to velocities ρ̇. Kρ and Dρ(q) are the positive-
definite and symmetric stiffness and damping matrices, respec-
tively. Controlling the coordinate d allows to realise different
scenarios of probe-tissue interaction, such as (1) d > 0:
contact avoidance with a safety margin for, e.g., contact-
free US scanning, (2) d = 0: contact establishment, or (3)
d < 0: adjustment of the penetration depth to improve imaging
quality. The capability of the controller to continuously adjust
the penetration depth and interaction dynamics constitutes
a unique feature, especially relevant for scanning of inho-
mogeneous, low stiffness tissue. Passivity and stability are
guaranteed by the implicit properties of impedance control
during interaction and on contact loss.

Scanning trajectories along the surface can be planned in
the 2D parameter domain X and automatically executed. As
shown in Fig. 4, if desired, teleoperated and hands-on guided
US scanning can be used instead. Teleoperation opens the
possibility for the scan to be performed by a remote expert.
The operator can use any (at least) 2D input device, to modify
the desired position (s1,d, s2,d) of the probe on the tissue (cmp.
Fig. 4a). A monitor displaying, both the original surface and its
parametrised representation facilitates intuitive teleoperation.
Utilising only the coordinates p = (d, ϵ) ∈ R4×1 and setting
the impedance in (s1, s2) to zero, allows the clinician to
guide the US transducer along the surface (see Fig. 4b),
to, e.g., spontaneously revisit certain anatomical structures
during surgery. In both cases, the controller is taking care of
maintaining the specified distance and orientation.

E. Workflow

The workflow depicted in Fig. 2 can be summarised as fol-
lows. A manual, rough initialisation positions the end-effector
above the object of interest. Following the object localisation
using ArUco markers, the robot executes a rotational motion
around the transducer axis, while the stereo camera records im-
ages of the target tissue surface and the RGB-D reconstruction
algorithm from the ImFusion Suite performs the 3D surface
reconstruction (see Sec. II-C). The resulting mesh and its pose

ρd(t) =


s1,d(t)

s2,d(t)

dd
ϵd



(a) Teleoperation.

pd =

[
dd
ϵd

]

(b) Hands-on guidance.

Fig. 4. Collaborative robotic tissue scanning controller.

relative to the robot are passed to the controller to calculate
the set of surface-specific coordinates (see Sec. II-D). The
forward kinematics function x = fkin(q) provides Cartesian
coordinates x ∈ R6×1 of the end effector, together with the
geometrical Jacobian Jx ∈ R6×7. Left-multiplication of Jx

with the Jacobian Jρx ∈ R6x6 derived in [13] gives Jρ

required in (3). The robot is landing the US transducer onto the
tissue surface and initiates scanning trajectory execution with
passive interaction dynamics, providing the option to change
from autonomous execution to teleoperated, or hands-on probe
guidance.

III. EXPERIMENTAL SETUP AND RESULTS

The experimental setup can be seen in Fig. 1. We use the
DLR MIRO surgical robotic arm [18], a seven degrees of
freedom (DoF) robot arm developed specifically for medical
applications. Redundant sensing results in high accuracy and
safety, while the internal torque sensors provide an immediate
interface to directly command joint torques. Attached is an
Intel® RealSense™ Depth Camera D435i, and a GE 12L-RS
linear US probe. The US transducer is connected to a GE
LOGIQ e US machine. An ATI Mini45 F/T-sensor measures six
DoF interaction forces during scanning. The robot is controlled
at a frequency of 3 kHz, with the impedance controller (3)
running on a realtime computing host.

We perform one experiment to validate the presented work-
flow, and evaluate the suitability of its individual components
for robot-guided probe landing on a soft-tissue phantom.
Qualtitative results of the automatic marker detection and 3D
surface reconstruction can be seen in Fig. 2. Fig. 5 depicts the
force measured between the US probe and phantom during
robot-guided contact establishment. The US probe is aligned
normal to the surface (εd = 03×1), the setpoint for the distance
coordinate (dd) continuously decreases (increasing penetration
depth). As expected, Fig. 5 shows that the force along the
probe axis is continuously increasing. The US images in Fig. 5
were recorded during the experiment and show different stages
of contact establishment - ranging from loose contact on the
left to improved probe-tissue coupling on the right. These
results are of merely qualitative nature, as interaction force
and image quality highly depend on various factors, such as
controller and object stiffnesses, and echogenic characteristics
of the phantom. Nonetheless, this first preliminary experiment
indicates the suitability of the proposed workflow and control
approach for robotic probe landing. Particularly, the contin-
uous adjustment of the penetration depth (and interaction
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Fig. 5. Interaction force between US transducer and brain phantom during
contact establishment. The US images below were recorded during the
interaction and show qualitatively different stages of US contact.

dynamics) can be used to achieve different stages of probe-
tissue coupling at low interaction force (< 1N).

IV. DISCUSSION AND CONCLUSION

This paper presented initial results from a novel robotic
platform for iUS tissue scanning. The system integrates ob-
ject localisation and reconstruction with novel robot control
components, intended for application in neurosurgery for brain
tumour resection guidance. Relying on surface representa-
tion as triangular meshes, the deployed impedance controller
enables easy integration of the imaging component. A first
preliminary experiment demonstrates the possibility to contin-
uously adjust the penetration depth by controlling the distance
between probe and tissue, indicating its suitability for iUS
scanning of soft brain tissue. In contrast to other systems, high
performance force control at low forces and the challenging
choice of the desired force profile to establish desired probe-
tissue coupling is not required for the proposed controller. Fur-
thermore, the control concept makes the system collaborative,
showing in its theoretical capability to execute autonomous,
teleoperated or hands-on tissue scanning. However, the sig-
nificance of the experimental validation remains limited, as it
does not evaluate the system’s capability of maintaining certain
interaction dynamics while scanning along the tissue. To prove
the effectiveness of the presented methods, further assessment
and additional experiments will be necessary.

Future work will involve research towards a visual servoing
concept, to control the US probe in a way that optimises
data quality, by integrating a novel solution for iUS quality
assessment [19]. Furthermore, we are planning to enhance our
platform to be capable of autonomously guiding the US probe
to provide optimised intraoperative tissue characterisation,
assisting surgeons in achieving maximal safe tumour resection.
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