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Abstract: Applying deep learning detection methods to sonar imagery is a challenging task
due to the complexity of the image itself as well as the limited amount of available data. In
this work, we analyze one-step and two-step setups for detection multiple different objects in
sidescan sonar images. The one-step setup and the first step in the two-step setup uses standard
deep learning models, like YOLOVS, to either directly locate and classify the objects or to serve
as a snippet extractor. In the second step these extracted snippets are further classified by a
convolutional neural network. Furthermore, we investigate a setup in which the detected objects
from the one-step approach are filtered by another CNN to reduce false alarms. Finally, we
compare the performance of multiple deep learning detectors to a classical two-step approach
using template matching combined with a CNN. Our results show that both two-step setups
generate less false alarms. Furthermore, all deep learning models outperform the template
matching approach.
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1. INTRODUCTION

While the past years have shown that deep learning methods like convolutional neural net-
works (CNN) can achieve excellent results in classifying sonar images [1], less research has
been done regarding the deep learning based detection of objects in sonar images [2]. In classi-
cal automatic target recognition [3], first regions of interest are localized inside the sonar image.
The corresponding snippets are then filtered to reduce false alarms. Finally, a classification is
carried out to distinguish different objects. In contrast to this, deep learning based detectors
directly combine the localization and classification into a single model. However, modern deep
learning detectors rely on large training datasets, which is a critical aspect, regarding sonar im-
agery, as training data in this context is scarce. Splitting the detection task into localization
and classification results in two models which need to be trained on less complex subtasks. It
is expected, that this complexity reduction is beneficial when training deep learning models in
use-cases with scarce data.

In this work, we analyze different one-step and two-step detection setups, as shown in Fig-
ure 1. More precisely, we use the deep learning methods YOLOV3 [4], YOLOvVS8 [5] and Cen-
terNet2 [6] to detect and classify different objects in sidescan sonar images in a singe step.
Furthermore, for our two-step approach, these models are trained to detect all objects as gen-
eral targets. In the second step a CNN is used to carried out the classification. Another two-step
setup uses a binary classifier CNN to filter false alarms from the one-step detectors. Our results
show that the two-step setup generates less false alarms at the cost of a slightly lower maximum
true positive rate. Furthermore, we compare the deep learning based detection to a classical
template matching approach [7] and show that all evaluated deep learning models outperform
the combination of template matching and CNN.

2. METHODS AND MATERIALS

2.1. DETECTION METHODS

As mentioned before, we investigate the three deep learning detectors YOLOv3, YOLOvV8
and CenterNet2 as well as a template matching approach. YOLOvV3 is a common one-stage
deep learning detector which was already found to be suitable for detecting objects in sonar
images [8]. For a given input image, YOLOv3 predicts the location, size and class of present
objects. The predicted class of the object is the result from multiplying an objectness score
with a class probability. The location and size are expressed in terms of a rectangular bounding
box, which is regressed relative to so-called anchors or bounding box priors. Because multiple
anchors are considered, non-maximum suppression is applied to the predicted bounding boxes
to remove multiple detections of the same object. The backbone network of YOLOvV3, which
extracts features from the input image, is the CNN Darknet-53. Feature maps from different
depth of Darknet-53 are used to detect objects at different scales which has shown to improve
the detection of smaller objects [4].

Several extensions and updates of the YOLO architecture were proposed during the past few
years. Very recently, YOLOvVS was published by Ultralytics [5]. It builds on the CSPDarknet-53
backbone introduced in YOLOv4 [9]. In contrast to most previous YOLO versions, YOLOv8
directly predicts a class without an objectness score. Furthermore, the bounding box is predicted
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Figure 1: Experimental setups. (a) The detector (DET) localizes and classifies different objects
in a waterfall image. (b) The detector is only used for localization (LOC) while a CNN
classifies the extracted snippets in a subsequent step (CLS). (c) The detector is used
as in (a) and another CNN carries out a binary classification (FLT) to reduce the
number of false alarms by filtering background snippets.

as the distance from a fixed anchor point to each side of the bounding box. This anchor-free
detection eliminates the need for filtering the bounding boxes by non-maximum suppression.
For a more detailed overview about the evolution of the YOLO architectures see [10].

CenterNet2 is a so-called probabilistic two-stage detector. Here a one-stage detector is used
as the region proposal network. Rather than producing a large number of proposals to ensure
a high recall, the aim of the first stage is to generate boxes with a high objectness score, i.e., a
high likelihood that the box contains an object. The subsequent second stage then performs the
final bounding box regression and classification. This approach is very similar to our two-step
setup, however, here we use this two-stage detector as the first step in our setup. CenterNet2
uses CenterNet [11] as the first-stage detector and Cascade-RCNN [12] in the second stage.
Unlike YOLOVS, the detection of CenterNet is based on keypoints instead of anchor points.
These keypoints are predicted by the network and determine the center of the object, from
which subsequently the width and height of the box is predicted.

Finally, to be able to compare the deep learning based detection to a classical approach, we
implement a template matcher [7]. Correlating a template with the input sonar image generates
a heatmap in which high values indicate the presence of an object. After thresholding this
heatmap a fixed size bounding box, which size is defined by the size of the template, is used for
locating the object. In total 25 templates are generated covering different object shapes, sizes,
rotations and shadow length.
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Figure 2: Architecture of the classifier CNN. |C| is set to 5 for the multi-class and to 2 for binary
classification.

2.2. CLASSIFICATION METHODS

In our two-step approach we use a CNN to classify the regions of interest from the first
localization step. The CNN, which we introduced in a previous work [13], follows the concep-
tual approach that the number of kernels are doubled once the dimension of the feature map is
halved [14]. Figure 2 shows the architecture of this CNN. When used for multi-class classifi-
cation the number of neurons in the output layer is set to the number of detectable classes (here
|C| = 5). For the binary classification between general targets and false alarms another CNN
with the same structure but two output neurons is trained, instead.

2.3. SIDESCAN SONAR DATASET

We need two datasets in this work: a detection and a classification dataset. In general we
use sidescan sonar data presented and described in detail in our previous work [8, 13]. Gray-
scaled waterfall images with a resolution of 10 cm in along and in across track direction are
formed from the raw sonar data. An example is shown in Figure 3a. In these waterfall images
we labeled objects from the four classes Tire, Rock, Cylinder and Wreck with manually defined
bounding boxes tightly enclosing the object highlight and acoustic shadow (see Figure 3b). The
detection dataset consists of the whole waterfall images as input and the bounding box coordi-
nates and class labels as target variables. For the classification dataset the snippets defined by
the bounding boxes are extracted from the waterfall image. In addition, random background
snippets are selected to form the fifth class, which we refer to as Background. The final clas-
sification dataset consists of the extracted snippets as input and the class labels as the target
variable (see Figure 3c¢).

Images from the classes Tire, Cylinder and Wreck are very limited. Thus, the training and test
split for both datasets is done such that these classes are nearly split 50:50. However, multiple
images of the same objects, e.g., from different viewing angels, exist in the dataset. We split the
data such that images from the same object are either in the training or test set. Additionally,
if multiple objects are in the same waterfall image, their associated snippets are all assigned to
either the training or test set. This way we ensure that the same objects are used for training and
testing in the detection and in the classification task. These restrictions result in the number of
samples in the training and test set for each class reported in Table 1.
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Figure 3: (a) Example of a waterfall image. (b) Waterfall image labeled for detection. (c)
Extracted snippets and corresponding class labels for classification.

Table 1: Overview about the datasets. Waterfall images are used for detection. Snippets from
the classes Tire, Rock, Cylinder, Wreck and Background are used for classification.

Number of
Dataset | waterfall images tires rocks cylinders wrecks background
Training 769 24 2288 15 10 1390
Test 128 12 167 22 10 719

3. EXPERIMENTAL SETUP

Three different detection setups are analyzed in this work, as previously illustrated in Fig-
ure 1. First, as in standard deep learning detection, one model is used to localize and classify
objects in the sonar image. In the experiments, the general block DET in Figure 1 is substituted
by each of the three deep learning models YOLOv3, YOLOvS and CenterNet2. Secondly, the
detector is only used for localizing objects (LOC) in the image. Here both conventional, i.e.
template matching, as well as deep learning based detectors are used. When training the deep
learning detectors in this setup, all objects are considered as a single general class 7arget. In the
following, these models are named YOLOv3-L, YOLOvV8-L and CenterNet2-L. The snippets
extracted by the predicted bounding boxes are classified in the next step by a CNN (CLS). This
CNN is trained on snippets from the classification training dataset (see Table 1). Finally, the
third setup extends the first one by adding another CNN which carries out a binary classification
between Target and Background (FLT). Similar to the LOC training, when training this CNN
all object classes are combined into 7arget. Detected objects from the first step are filtered if
the CNN in the second step classifies the snippet as Background. Otherwise, the class predicted
by the detector is assigned to the snippet.

Following common practice, all deep learning detectors, also if used for localization only,
are pre-trained on the MS COCO dataset. When trained on the sonar data, the images from the
port-side sonar are flipped such that the shadow of an object always lies on the right side of the
object which enforces invariance to this variability. During training, the dataset is augmented
using horizontal flipping only, since vertical flipping would cause the shadow to lie on the left
side of the object again. We use YOLOVS and CenterNet2 in their standard configuration and
YOLOV3 as described in our previous research [8]. All detectors are trained for 100 epochs on
the waterfall images. We found that due to the limited amount of training data the detection score
of multiple true objects is very small. Thus, at inference, we set the detection threshold to 0.0
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Method TPR,,.. | False alarms @ T'PR,,,, | False alarms @ T'P R=0.9
YOLOvV3 1.000 196.814 159.543
YOLOVS 0.957 196.884 168.907
CenterNet2 0.934 196.922 93.233
YOLOvV3-L+CNN 0.900 12.636 12.636
YOLOvV8-L+CNN 0.934 57.333 47.372
CenterNet2-L+CNN 0.853 22.961 -
TM+CNN 0.616 31.295 -
YOLOvV3+CNN 0.981 56.744 47.566
YOLOvV8+CNN 0.938 55.372 42.310
CenterNet2+CNN 0.863 45.628 -

Table 2: Maximum true positive rate and number of false alarms for the methods with d=20 px.

and limit the number of detections to 200 to ensure a high recall. The multi-class and binary
classifier CNNs are trained for 100 epochs with the Adam optimizer. The initial learning rate
is set to 0.0001 and reduced to 0.00001 after the first 50 epochs. According to [15] horizontal
flipping, cropping and the addition of Gaussian noise is used for augmentation.

The detection performance in all setups is compared by means of ROC-like curves. Note
that for detection the false positive rate cannot be calculated because there are no true negative
cases. Thus, we display the average number of false alarms per image on the abscissa and refer
to these curves as ROC-like. The curves are generated by varying the detection threshold for
the confidence score of the detectors and counting the number of true positive detections and
false alarms in all test images. Since the template matcher only predicts bounding boxes of
fixed sizes, not only the intersection over union (IoU) is considered to determine true positive
detections but also the pixel-wise Euclidean distance d between the center pixel of the true and
predicted bounding box.

4. RESULTS

Figure 4 displays the ROC-like curves for the three setups described above. As expected,
adding the binary classifier CNN to the deep learning detectors reduces the false alarm rate.
An even lower false alarm rate is achieved if the detectors are only used for localization and
the CNN classifies the snippets. Only for YOLOvS the performance of YOLOvS-L+CNN and
YOLOvV8+CNN is similar. For all deep learning detectors, the maximum true positive rate
(T'PR,,42) 1s lower in both two-step setups than in the one-step approach. Table 2 lists T'P R, 4.,
the false alarm rate corresponding to this value as well as the false alarm rate for a true positive
rate of 0.9. Here the true positives are determined using d = 20 px. Interestingly, YOLOV3 is
the only model achieving a true positive rate of 1. In addition, YOLOv3-L+CNN is the method
with the lowest false alarm rate at a high true positive rate. This result surprises since YOLOvS
and CenterNet2 outperform YOLOv3 on standard computer vision benchmarks like MS COCO.

Comparing the individual detectors, CenterNet2 performs best in the one-step setting for low
true positive rates but lacks the capability to detect all targets. Looking at the distance-based
true positive measure, when comparing YOLOvV3 and YOLOVS, a turning point can be seen in
all three setups, before which YOLOVS8 achieve better results. However, YOLOVS struggles to
detect all objects leading to a flattening of the ROC-like curve and finally a better performance
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Figure 4: ROC-like curves with (a) loU=0.5 and (b) d=20 px.

of YOLOV3. Nevertheless, when the [oU is used to determine a true positive detection YOLOvVS
is the best detector in the two-step setups. This indicates that the bounding boxes predicted by
YOLOVS fit better to the specific objects. Finally, all deep learning methods outperform the
template matcher in this setup by a large margin.

For a further inside into the detection performance, Figure 5 shows the detections of the in-
dividual methods in the two-step setup LOC+CLS for two example images. Here the detection
threshold is set to 0.1. The deep learning detectors clearly generate less false alarms than the
template matcher. Note however, that the detection threshold for the template matcher is re-
lated to the correlation and cannot directly be compared with the ones from the deep learning
models. YOLOV3 is not able to separate the two close rocks in the first example. YOLOv8 and
CenterNet2 both detect them as two objects but at the same time generate more false alarms.
For most false alarms of the deep learning models, a highlight-shadow structure, e.g., caused
by small hills, is visible and responsible for the detection. An additional fine-tuning of the
classifier CNN using such snippets as Background could reduce false alarms even further. The
template matcher itself is very active in areas containing objects and in darker regions of the
image. However, the placement and size of the bounding boxes is not accurate enough to ex-
tract snippets which can be properly classified by the CNN. Thus, many detections are filtered
out as background. A network which is more invariant to translations of the object inside the
snippet could increase the performance of this method.

5. SUMMARY

In this paper we have investigated one-step and two-step detection setups for detecting differ-
ent objects in sidescan sonar images. The deep learning detectors YOLOvV3, YOLOvS and Cen-
terNet2 were studied. All detectors achieved the highest true positive rate in the one-step setup,
however, at the cost of a high false alarm rate. With a two-step setup the number of false alarms
could be reduced by a large amount. The best performance is achieved with YOLOv3-L+CNN,
which generates 12.6 false alarms per image at a true positive rate of 90%. All deep learn-
ing models outperform a classical template matcher. Further analysis should consider more
sophisticated detection algorithms like the Mondrian-detector [16] or its updated version [17].
In addition, a broader comparison of different deep learning methods, also taking transformer
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Figure 5: Example detections. Bounding box color indicates object class as. green - rock, red
- cylinder, yellow - boat, white - ground truth

based approaches like DETR or SWIN into account, is a next step to find the method most suited
for analyzing sonar images. This becomes more relevant since our results show that newer and
larger deep learning models not necessary perform better on sonar images due to the limited
amount of available data.
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