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Abstract
In view of the increasing number of space objects, comprehensive high‐quality space
surveillance becomes ever more important. Radar is a powerful tool that, in addition to
detection and tracking of objects, also enables spatially high‐resolution imaging inde-
pendent of daylight and most weather conditions. Together with the technique of Inverse
Synthetic Aperture Radar (ISAR), very high‐resolution and distance‐independent two‐
dimensional images can be obtained. However, advanced high‐performance radar im-
aging of space objects is a complex and demanding task, touching many technological and
signal processing issues. Therefore, besides theoretical work, the Microwaves and Radar
Institute of German Aerospace Center (DLR) has developed and constructed an
experimental radar system called IoSiS (Imaging of Satellites in Space) for basic research
on new concepts for the acquisition of advanced high‐resolution radar image products of
objects in a low earth orbit. Based on pulse radar technology, which enables precise
calibration and error correction, IoSiS has imaged space objects with a spatial resolution
in the centimetre range, being novel in public perception and accessible literature. The
goal of this paper is therefore to communicate and illustrate comprehensively the tech-
nological steps for the construction and successful operation of advanced radar‐based
space surveillance. Besides the basic description of the IoSiS system design this paper
outlines primarily useful theory for ISAR imaging of objects in space, together with
relevant imaging parameters and main formulae. All relevant processing steps, necessary
for very high‐resolution imaging of satellites in practice, are introduced and verified by
simulation results. Finally, a unique measurement result demonstrates the practicability of
the introduced processing steps and error correction strategies.
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1 | INTRODUCTION

Today, around 65 years after the launch of Sputnik 1, a glo-
balised world without artificial satellites is no longer imagin-
able. The areas of application range from communication,
navigation, remote sensing and weather satellites to the outpost
of mankind on the International Space Station (ISS). Figure 1
shows the development of the number of objects classified by
type since the beginning of the space age [1]. Right from the
beginning, the number of functionless objects, that is, space

debris, exceeds the number of operating satellites, that is,
payloads. Additionally, within the last few years the number of
unidentified objects has increased drastically. As a side note,
the significantly higher number of smaller pieces of space
debris estimated from the European Space Agency are not
considered in the diagram shown. In addition, the rate of new
satellites or spacecraft each year remained constant over de-
cades until about 2010 [2]. Consequently, space situational
awareness (SSA) played a secondary role, being driven mostly
by military interest. Due to the start of the new millennium as
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well as the beginning of the New Space era, the number of
spacecraft and corresponding future space debris has increased
dramatically since about 2010. New Space is the epoch where
space technology is being heavily commercialised and has led
to the founding of many startups that offer numerous new
capabilities for spacecraft such as, payload, launch, operation
and applications.

As a consequence, in addition to the detection and orbit
determination, the detailed imaging of relevant space objects is
similarly in great demand for space‐using nations, because an
unforeseeable failure of any system or just parts of it is directly
associated with economic, financial and also qualitative losses.
In order to detect or verify changes such as mechanical damage
or deformation of a satellite system that could indicate a
possible system failure at an early stage, a situation assessment
can be performed using a highly resolved and detailed image of
the object under investigation. ISAR imaging can also support
the reentry event during deorbiting, where knowing the exact
condition of the target is critical [3].

Thus, the ability to generate radar images from satellites
with a very high spatial resolution can support the satellite
surveillance, ensuring a trouble‐free functioning of the oper-
ational satellite systems. Consequently, it is evident that, besides
the classical military branches, army, air force and navy, new
future battlefields will be or already have been built up in outer
space. This new and completely different situation of outer
space usage and corresponding harassment, either by space
debris or a multitude of unidentified objects, requires breaking
new technological ground for reliable and responsive SSA.

The USA operated its first radar for satellite imaging some
50 years ago [4, 5, 6]. Since then, the performance of these
imaging systems has increased with the technological progress.

An overview of existing space surveillance radars for
tracking and imaging can be found in [4, 7–14]. According to
the public available information the known satellite imaging
radars, like the HUSIR and TIRA systems as an example, use
large dish antennas in a monostatic imaging geometry [7, 8].

Both are very high‐performance radar systems with an imaging
and tracking capability. However, they have so far been limited
to a monostatic imaging geometry. Therefore, several years
ago, the German Aerospace Center (DLR) started compre-
hensive theoretical analyses and the construction of an
experimental radar system, called IoSiS—Imaging of Satellites
in Space [15–18]. The research focus here is on imaging, which
is why Imaging of Satellites in Space (IoSiS) does not yet have a
tracking capability. The research with IoSiS supports the
investigation of a future multifunctional radar‐based imaging
system with the idea of a new concept in satellite imaging. In
contrast to existing systems, the concept envisages the use of a
larger number of smaller, spatially distributed apertures that are
suitable for bi‐ and multistatic as well as true three‐dimensional
images. A similar approach, intended for a planetary radar,
using the concept of distributed antennas rather than a single
large monolithic antenna, is described in [19].

The actual IoSiS system is an X‐band radar providing a
theoretical spatial resolution of up to 35 mm. It offers two
receive channels by separated transmit and receive antennas
and provides various operational modes using basically a pulse
radar system architecture. This architecture enables the
implementation of flexible, as well as, precise calibration and
error correction procedures required for very high spatial
resolution image processing. Furthermore, this architecture,
together with fully digital signal generation, allows arbitrary
transmit signals, which is unique in the field of SSA regarding
publicly available information [4, 7–14].

The paper outlines in detail the following major topics:

� Basic signal theory,
� Processing steps,
� Design of a satellite imaging radar,
� Calibration procedure.

In addition, simulated imaging results with different spatial
resolutions are presented, illustrating the expected capability of

F I GURE 1 Number of regularly tracked space objects [1].
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the IoSiS imaging radar system, which then are verified by a
measurement result of a real space object. In this way, the
present work describes a working and validated way to develop
and implement a radar for high performance imaging of low
earth orbit (LEO) objects that can achieve centimetre‐scale
resolution.

2 | SIGNAL THEORY

This section derives a model of the measurement process and
fundamental equations for spatial resolution and unambiguous
range. Finally, the data processing method for high‐resolution
images is outlined [20, 21]. The described model assumes a
non‐manoeuvring/stable satellite, moving on a known trajec-
tory. This is the case for most operational satellites, including
the ISS, which are stabilised using control moment gyroscopes
[22]. If the intrinsic motion is not known in advance, further
algorithms have to be applied [23].

2.1 | Measurement model

A fixed ground‐based radar system collects the data coherently
along the satellite path in an ISAR geometry as depicted in
Figure 2. For a point target p at a far‐field distance r = |r| on
the satellite we can determine the relation between the received
electromagnetic field vector Er and the transmitted field vector
Et. The point target is described by the scattering matrix S

which depicts the relation between the scattered field vector
Eref and incident field vector Ein. With the wavenumber
k = 2πλ−1 the received radar data matrix for a single point
target p can be expressed as

M P r 0; kð Þ ¼ Sðr ; kÞ
e−j2kr

r2
; ð1Þ

such that the received electric field yields

E r ¼M P r 0; kð ÞE t: ð2Þ

The radar data MP depends on the relative satellite position
and the frequency which are indicated by r0 and k, respectively.
Here r0 is the distance vector between the radar system and the
centre of the satellite like indicated in Figure 2.

Especially in the case of ground‐based imaging of satellites,
this distance is considerably larger than the dimension of the
target. Hence, we can apply a far‐field approximation and can
express the distance r by the scalar product re0, where e0 is the
unit vector in direction of r0.

This corresponds to a Taylor series expansion with
termination according to the linear term [24]. If we additionally
neglect the electromagnetic interaction between different point
scatterers of the whole satellite, the radar data for stot point
targets can be expressed as

M r 0; kð Þ ¼
Xstot

n¼0
S r n; kð Þ

e−j2krne0

r2n
: ð3Þ

F I GURE 2 Inverse synthetic aperture radar
imaging geometry of a ground‐based satellite
imaging radar system.
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In the next step the vector rn which represents the distance
between the sensor and the nth point scatterer location can be
expressed with rn ¼ r 0 − r 0n corresponding to Figure 2. With
e0r0 = r0 we can write:

M r 0; kð Þ ¼
e−j2kr0

r20

Xstot

n¼0
S r 0n; e0; k
� �

ej2kr
0
ne0 : ð4Þ

here the phase term e−j2kr0 is independent from the point
scatterer locations and constitutes a phase offset for all scat-
terers in the target scene. However, considering IoSiS with a
ground‐based radar system the distance |r0| varies depending
on the current satellite position. This translational motion dr0/
dt is the same for every point target and gives each scatterer
the same Doppler shift. Hence this phase offset is not useful
for the ISAR imaging process and has to be corrected later in
the image processing procedure [25].

For the representation of the measurement data in the
spatial frequency domain we substitute p = 2ke0 and with
p = 4πf/c we get:

M r 0;pð Þ ¼
e−jpr0

r20

Xstot

n¼0
S r 0n; e0; p
� �

ejpr 0n : ð5Þ

This representation of the measurement data in the spatial
frequency domain is illustrated in Figure 3. In the case of the
radar measurement bandwidth B, the corresponding spatial
frequency is Δp = 4πB/c0. The radar centre frequency fc is
represented by pc = 4πfc/c0. Assuming Δp and pc along with the
azimuth integration angle ΔφAz, the measured radar data
represent a sector of an annulus. The integration angle ΔφAz,
determining the azimuth resolution, is determined through the

angular change of the line of sight between the radar and the
target satellite which in turn is represented by the vector r0. This,
together with Figure 3, shows that the measured data M can be
expressed using the dependencies ΔφAz and p, which allows us
to write

M ¼
U φAz;1; p1
� �

⋯ U φAz;1; pl
� �

⋮ ⋱ ⋮
U φAz;m; p1
� �

⋯ U φAz;m; pl
� �

2

4

3

5; ð6Þ

with

U φAz;m; pl
� �

¼
e−jplr0

r20

Xstot

n¼0
S r 0n;φAz;m; pl
� �

ejr
0
np: ð7Þ

The summation still represents the superposition of stot
single point scatterers. The matrix in Equation (6) represents
the imaging aperture in the spatial frequency domain which is
defined by the radar system bandwidth in range direction and
by the integration angle in azimuth direction.

2.2 | Spatial resolution and unambiguous
range

The arrangement of the ISAR measurement data in the spatial
frequency domain, described by Equation (5), is illustrated in
Figure 3 along with its projection in the pxpy plane. By pro-
jection of the spatial frequency spectrum the pxpy plane is
chosen as focal plane. In satellite imaging, it can be beneficial
to choose a focal plane dependent on the three‐dimensional
structure and orientation of the imaged satellite instead of

F I GURE 3 Arrangement of the inverse
synthetic aperture radar measurement data in the
spatial frequency domain together with the
projection in the px‐py plane resulting in a sector of
an annulus.
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choosing the slant range as focal plane. Otherwise distortions
could degrade the radar image. But, according to the illustrated
projection, the spatial frequency bandwidth Δp is clinched to
Δp

0

with the relation Δp0 = Δp ∙ sinθF. This results in a
degradation of the spatial resolution in the final radar image by
a factor 1/sinθF.

The angular step size dφAz is the sample interval of the
spatial azimuth frequency and is determined by the pulse
repetition frequency (PRF) of the radar system, in conjunction
with the angular velocity of the satellite. By considering the
orbital dynamics of the satellite's trajectory relative to the radar
position, it follows that the angular sampling interval is not
constant due to the changing angular speed. The highest angular
speed and thus the largest values for dφAz arises at zenith, that is,
at an elevation angle of 90°. However, high elevation passes of
satellites in the vicinity of the zenith are the exception rather
than the rule.

Using the representation of the radar data in the spatial
frequency domain, we can derive the achievable spatial reso-
lution in azimuth direction. This resolution is determined by
the spatial frequency bandwidth ΔpAz which can be estimated
for small azimuth angles [26]:

ΔpAz ¼ 2pc · sin
ΔφAz

2

� �

: ð8Þ

Applying the general relation between the spatial resolution
and the bandwidth Δr = c0/2B we can express the azimuth
resolution as

∆rAz ¼
c0
2B
¼
4π
c0

c0
2ΔpAz

¼
c0

4 · fc · sin ΔφAz
2

� �: ð9Þ

The azimuth resolution depends on the radar centre fre-
quency fc as well as the synthesis angle ΔφAz in azimuth direc-
tion. As seen from Equation (9), the higher the radar frequency,
the better the achievable azimuth resolution, assuming a con-
stant angle ΔφAz. This can be explained by the fact that at higher
transmit frequencies, and the associated smaller wavelengths, a
faster phase change in the azimuth signal can be achieved which
results in a higher azimuth bandwidth and a higher azimuth
resolution. It is well known that in an ISAR system a larger
azimuth angle results in a better azimuth resolution when it is
assumed that the individual scattering centres provide a
measurable amplitude contribution over the entire angular
range under consideration. However, this is not the case with
real target objects in connection with very large angular ranges.
That is why the azimuth resolution is constrained to certain
limits given by the angular‐restricted backscatter properties of
the satellite. In principle, this problem can be counteracted by
increasing the radar transmit frequency to achieve a high azi-
muth resolution at smaller synthesis angles. But now, further
restrictions have to be considered such as high atmospheric
attenuation or more difficult transmit power generation at high
frequencies for instance.

In addition to the spatial resolution, the scene width is of
particular interest in both, range and azimuth direction, for
which an unambiguous image is guaranteed. In azimuth direc-
tion this unambiguous range is determined by the width of the
sampling interval dφAz. To illustrate this, consider a remote
sensing SAR satellite for earth observation. Here, we have to
choose the length of the unambiguous range according to the
foot print of the antenna beam on the earth's surface. Thus, the
necessary unambiguous range depends mainly on the radar an-
tenna characteristics in this case. For the reverse case of ground‐
based satellite imaging the necessary unambiguous range
depends only on the size of the satellite since it can be assumed
that only reflections from the satellite structure contribute to the
received signal because the background is empty space. If we use
the sampling interval dφAz in Equation (9) instead of the syn-
thesis angle ΔφAz, the unambiguous range in azimuth direction
can be expressed as

AAz ¼
c0

4 · fc · sin dφAz
2

� �: ð10Þ

With the pulse repetition interval (PRI) and the angular
velocity ωAz of the satellite, with respect to the radar system,
the sampling interval can be determined and expressed as
dφAz ¼ ωAz · PRI. Thus, the PRI has to be high enough to
guarantee a sufficient unambiguous range in azimuth direction.

As the centre frequency increases, the unambiguous range
consequently decreases. Thus, in order for the unambiguous
range to remain constant, the spatial frequency spectrum must
be sampled more finely. This can be explained by the fact that
the higher frequency and the associated faster phase change in
the azimuth direction also result in higher spatial frequencies
which, according to the Nyquist theorem, must be sampled at a
correspondingly higher rate.

2.3 | Image formation

Equation (5) shows the basic Fourier relationship between the
data in the image domain and the data measured in the spatial
frequency domain. However, since the measurement data in
the ISAR case are arranged on a polar grid, they cannot simply
be mapped into the image domain using a fast Fourier trans-
formation, since this would require a rectangular sampling grid.
The Range‐Doppler algorithm approximates this polar grid for
small azimuth observation angles by just assuming a Cartesian
grid. It is well known, that this is no longer valid for increasing
observation angles and would lead to defocusing effects in the
ISAR image and hence to a degradation of the azimuth
resolution.

The correlation method [21] represents the most exact
solution of the back calculation between the measured raw
radar data M, described in Equation (6), and the complex
reflectivity distribution S (r0) in the target area, and can
expressed as:

ANGER ET AL. - 5
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S r 0ð Þ ¼
XnAz

m¼1
r20
Xnp

l¼1

ejplr0 ½M �m;l e
−jplΔr

� �
( )

; ð11Þ

and ∆r = |r0|−|r| = r0−r according to Figure 2. Furthermore
nAz = ΔφAz/dφAz is the total number of samples in azimuth
direction and np is the number of spatial frequencies used. The
image generation or focussing of each pixel is carried out by the
coherent summation of the raw radar data for each individual
pixel, where every image pixel depends on each complex sam-
pling point in the spatial frequency range. Using the coordinates
of the position vector of each pixel, there are four loops for the
direct implementation of this image reconstruction method and
thus a considerable computational effort is required. Since the
computational effort can only be reduced at the expense of the
accuracy in image generation, that is, certain approximations, an
acceptable compromise has to be found.

The back‐projection algorithm (BP) for ISAR image
reconstruction represents such an approximation of the corre-
lation method [27]. However, the BP allows the result of the
correlation method to be approximated with any degree of ac-
curacy by variable adjustment of the number of image pixels and
therefore of the computational effort. The BP is based on the
Fourier transform projection theorem, which states that the
Fourier spectrum Fp( fx) of a two‐dimensional function f (x,y)
projected on the x axis is equal to the intersection of the two‐
dimensional Fourier transform F ( fx,fy)⊷f (x,y), along the x
axis. Here the x axis is arbitrarily chosen as the projection line.

Applying this theorem to the special case of a radar system
that illuminates a scene in defined angular steps results in a
range profile that corresponds to the projection of a two‐
dimensional function (target area) onto the projection line
defined by the viewing angle of the radar system.

The BP now solves the image generation described by
Equation (11) in two steps. In the first step, the inner sum-
mation gives the projected two‐dimensional target area in the
form of the one‐dimensional, angle‐dependent range profile Η
(φAz,Δr). The mth range profile can be expressed as

Η φAz;m;Δr
� �

¼ r20
Xnp

l¼1

ej pl−pcð Þr0 ½M �m;le
−j pl−pcð ÞΔr: ð12Þ

In case of using a frequency modulated pulse radar, the
measurement data is sampled directly in the time domain, thus
the range profiles are already available at the output of the
matched filter in the image domain. But in this case, the signal
still has to be corrected with the complex phase term ejpr0 in the
spatial frequency range. This phase term performs the range
correction corresponding to the mean distance |r0| to the
satellite at every single azimuth position, and centres the range
profiles in the image domain around the image coordinate zero.
In this way the distance to the centre of the space object, which
varies in range across the synthetic aperture (SA), will be
compensated.

In the second step, the available range profiles are coher-
ently projected onto a given two‐dimensional grid and summed
up. The coordinates of each individual pixel in this grid are
defined by r0 = [xn, ym]. The plane in which this grid is placed is

called the focus plane. A target scene, in this case the satellite
structure, consisting of scattering centres arranged in three‐
dimensional space is thus projected onto this two‐dimensional
target grid. This superposition of all range profiles results in
the focussing of the ISAR image in the azimuth direction.
Equation (13) describes the coherent projection of the single
range profiles onto the grid to obtain the two‐dimensional
reflectivity map S (r0) of the satellite.

S xn; ymð Þ ¼
XnAz

m¼1
ejpcr0Η φAz;m;Δr

� �
e−jpcΔr: ð13Þ

The phase term e−jpc∆r corrects the phase information of
the single range profiles depending on the centre frequency and
the spatial position of the sensor relative to the corresponding
image pixel. The second phase term e−jpcr0 compensated the
mean phase shift of the radar to the centre of the satellite. The
phase terms are within the summation because r0 and Δr both
depend on the azimuth angle φAz (The distance |r0| to the
satellite varies along the SA). Both terms together ensure the
coherent summation of the range profiles on the image grid.
The extent and number of points of the grid can be selected on
demand. However, the number of points per area segment
should be sufficiently larger than the number of resolution cells
in this area segment. Experience has shown, that four image
pixels per resolution cell result in proper imaging quality.

3 | OPERATIONAL PARAMETERS

In the following, the fundamental radar parameters PRF, un-
ambiguous range and spatial azimuth resolution are determined.

A basic requirement for proper ISAR imaging is sufficiently
high sampling of the target area in the azimuth direction in order
to obtain an adequate large unambiguous range and thus avoid
aliasing effects in the azimuth direction. The necessary size of
the unambiguous range in azimuth direction can be determined
in remote sensing, such as radar earth observation for instance,
based on the area that is illuminated by the antenna footprint.
For an antenna pointing to the sky, it can be assumed that only
the object to be imaged is within the antenna main beam.
Therefore, no reflections from the environment or background
are present which could interfere with the radar image in case of
insufficient sampling in azimuth direction. As a result, the
necessary size of the azimuth unambiguous range depends only
on the size of the space object. The unambiguous range can be
determined using the angle increment and the transmission
frequency. Thus, at a given transmission frequency, the PRF
together with the angular velocity of the space object determines
the unambiguous cross range that can be achieved. Since the
orbital velocity and thus also the angular velocity is given, the
PRF has to be selected depending on the size of the space object.
Following this approach, we assumed that the corresponding
space object does not exhibit any significant self‐rotation but
remains aligned with the centre of gravity of the earth (e.g.
attitude control). In the case of self‐rotation, the PRF may have
to be selected to be larger because of the higher angular velocity.
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The angular velocity as a function of the elevation angle for
different orbital heights of the space object is illustrated in
Figure 4. The angular velocity is depicted for a satellite pass with
a maximum elevation angle of 90° (zenith pass), as well as for a
satellite pass with amaximum elevation angle of 50°. The highest
angular velocities occur at high elevation passes. However, the
angular velocity decreases as the orbital height increases or the
elevation angle decreases, respectively. Considering a zenith
pass, the angular velocity is just above 1°/s at an orbital altitude
of 400 km, and reduces to 0.15°/s at an orbital altitude of
2000 km. The decrease is due to the fact that, on the one hand,
the orbital speed of a space object decreases with increasing
orbital height, and on the other hand, the space object has to
travel a larger distance at higher orbital heights for the same
azimuth angle [28].

Since a direct overflight through the zenith rarely occurs in
practice, the angular velocities for a typical overflight with a
maximum elevation angle of 50° for different orbit heights are
also shown for comparison.

In this case, the angular velocity decreases as well, as the
orbit height increases. Compared to the zenith pass, however,
the maximum angular velocity at an orbit altitude of 400 km is
somewhat lower at 0.8°/s. Since the orbital height of the ma-
jority of the satellites orbiting the earth is more than 400 km, the
upper limit of the angular velocity and the unambiguous range
can be determined depending on the PRF of the radar system.

Figure 5 shows the unambiguous range for maximum
values of the angular velocity (taken from Figure 4 at an

elevation angle of 90°) as a function of the PRF for different
orbital heights and a centre frequency of the radar system of
11 GHz (X band). Corresponding to the decreasing angular
velocity, the unambiguous range increases using a constant
PRF together with an increasing orbital height. At a PRF of
50 Hz for instance, the unambiguous range is 38 m at an
orbital height of 400 km, and increases to about 260 m at an
orbital height of 2000 km.

Considering the extent of satellites currently orbiting Earth
in LEO, these sizes of the unambiguous range would be suf-
ficient, with the exception of the ISS. Even with the knowledge
that the current trend is towards smaller satellites (small, micro,
nanosatellites), these values would be sufficient. However, with
regard to the imaging of the ISS, which has a very low orbital
altitude with a zenith distance of about 400 km, a higher PRF is
necessary in X band. The dimensions of the ISS are approxi-
mately 110 � 90 m, which is currently by far the largest object
in LEO.

Based on a transmit frequency of 11 GHz, PRF values of
around 200 Hz are necessary for the ISS, which leads to an
unambiguous range of around 150 m. Thus, in the following, a
PRF in the range of 200 Hz is selected for both the simulations
and the measurements described later. It should also be noted
that when choosing the PRF, the achievable signal‐to‐noise
ratio (SNR) also plays a non‐negligible role, since the
coherent integration over the pulses, in which a scattering
centre still makes a significant contribution, produces gain in
the SNR.

F I GURE 4 Angular velocity in azimuth direction as function of the
antenna elevation angle for different orbital heights for a satellite pass with
a maximum elevation angle of 50° (blue) and for a pass with a maximum
elevation angle of 90° (Zenith, cyan).

F I GURE 5 Azimuth unambiguous range for different orbit heights as
function of the pulse repetition frequency.
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The course of the phase history seen across the range
profiles can also be better resolved at higher pulse repetition
frequencies, which is very helpful in anticipation of necessary
error corrections. Therefore, it generally makes more sense to
choose a large as possible PRF. However, often the PRF is
limited by hardware constraints. For instance, In the case of
IoSiS, the maxim achievable data rate of the analogue‐to‐digital
converters together with the timing unit used limits the PRF to
about 200 Hz.

A fundamental system parameter of an imaging radar
system is the used frequency range. Depending on the area of
application of the imaging radar system, there are criteria that
limit the selection of a suitable frequency range. Considering
radar remote sensing, these areas are the transmission win-
dows, where the attenuation of the atmosphere shows local
minima [29]. Although higher frequencies involve higher signal
attenuation there are also advantages in the use of higher radar
transmit frequencies. One of the key benefits associated with
ISAR at higher frequencies is the reduction of the necessary
azimuth integration angle for high‐resolution imaging.
Furthermore, the X band, in which IoSiS works, is not suitable
for long‐term operational use due to the multiple occupancy of
the frequency band by communication and other radar sys-
tems. Thus, in parallel with the experiments in X band, theo-
retical investigations on three further suitable frequency bands
were also made. Figure 6 shows the unambiguous range for all
four assumed radar transmit frequencies (11 GHz/X band,
35 GHz/Ka band, 96 GHz/W band, 142 GHz/D band) as a
function of the PRF.

In accordance with the smaller wavelength at higher fre-
quencies and the associated requirement for finer sampling, the
unambiguous range decreases with the pulse frequency
remaining the same, while the centre frequency of the radar
increases at the same time.

However, it can be observed that at all assumed radar
centre frequencies for a PRF of 200 Hz, an unambiguous range
of around 10 m can be achieved. With the exception of the ISS,
this is sufficient for imaging most satellites in LEO.

The theoretically achievable spatial resolution in azimuth
direction is depicted in Figure 7 as a function of the integration
angle for different radar centre frequencies. Also shown is the
equivalent system bandwidth that is necessary to obtain the
same spatial resolution in range direction. The two image quality
parameters, range and azimuth resolution, are considered
together here, since it is convenient for better image interpre-
tation that these two system parameters are approximately the
same size. According to (9) the azimuth resolution improves
linearly as the radar centre frequency increases. An important
requirement for achieving the specific azimuth resolution is, that
the individual scattering centres make a significant contribution
over the whole angular range. Thus, scattering centres which
have strong angle‐dependent radar cross‐section (RCS), cannot
be focused with the theoretical maximum spatial resolution.
Considering a scatterer whose angularly limited backscatter
behaviour allows an integration angle of 4°, for instance, a radar
centre frequency of 11 GHz can achieve a maximum resolution

F I GURE 6 Azimuth unambiguous range for different radar centre
frequencies as function of the pulse repetition frequency.

F I GURE 7 Spatial azimuth resolution as function of the integration
angle for different radar centre frequencies. In addition, the equivalent
bandwidth is depicted, being required to achieve a quadratic resolution cell.
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in the azimuth direction of 20 cm. At 80 GHz this maximum
achievable resolution is already 2.7 cm.

In terms of azimuth resolution, this represents a significant
advantage of high radar centre frequencies over lower fre-
quencies in several respects. On the one hand, scattering
centres whose backscatter behaviour is angularly limited, can
also be imaged with the highest resolution. On the other hand,
whenever a satellite is imaged using a large azimuth angle
range, not only one ISAR image with high spatial resolution
can be obtained, but several. This allows the generation of
ISAR movies. This time series imaging may allow the extrac-
tion of more information about an unknown object. For
example, an unnatural movement (such as a tumble) of the
whole object or part of it, provided that this unknown intrinsic
movement is not too fast and still allows the image to be
focused. Moreover, time series imaging in the azimuth direc-
tion is beneficial to capture not only the azimuth resolution but
also as many scattering centres of the space object as possible,
which increases the information content of the radar image.

4 | THE IoSiS RADAR SYSTEM

For the validation of the theoretical results and the experimental
investigation of new radar imaging concepts, an experimental
radar systemwas developed and constructed at the DLR satellite
ground station inWeilheim, Germany [15, 20, 30] (see Figure 8).

4.1 | System design

The stationary ground‐based radar system uses a steerable
antenna to track a space object during its orbital pass. How-
ever, if a tracking radar is not available, the orbit of the object
of interest must be predicted before each measurement. Firstly,
a large azimuth integration angle, that is, a large SA, is desirable
to get a high azimuth resolution. Secondly, this range of

observation angle provides as much coherently integrated radar
backscatter as possible from the space object, which would not
be available for small angle ranges.

Figure 9 shows a sketch of the main components of IoSiS.
It consists of a steerable reflector antenna system with a 9 m
diameter transmit (Tx) antenna in a Cassegrain configuration
and two separated directly fed receiving (Rx) antennas together
with the radar electronics in a close‐by container. Both receive
antennas have a diameter of 1.8 m. So far, the measurement
results discussed in this paper are based on only one receiving
channel. The second receive antenna or channel, respectively, is
planned for future multi‐channel imaging studies.

In present implementation of the IoSiS system, the DLR
advanced multi‐purpose X‐band radar system GigaRad is used
[31, 32]. The Tx channel of the radar is connected to a high‐
power amplifier (HPA) located on the rear side of the main
dish, which itself feeds the feed horn via rectangular waveguide.
Thus, the Cassegrain antenna configuration allows a short and
low loss connection between the HPA and the antenna feed.
The Rx antennas are connected via low‐noise amplification and
optical cabling to both Rx channels of GigaRad. Table 1 shows
basic system parameters of the IoSiS radar as used for ISAR
imaging operation. Here the maximum possible instantaneous
bandwidth allows range resolution up to 35 mm. Presently the
PRF is limited to 200 Hz. However, a new timing unit, currently
under development, will enable a varying PRF with more than
one travelling pulse per round trip time and hence an increased
PRF.

4.2 | Calibration procedure

In order to achieve the nominal performance of the imaging
system in terms of spatial resolution as well as radiometric

F I GURE 9 The imaging of satellites in space system with its 9 m
transmit antenna and two 1.8 m receive antennas. The main radar
electronics is located in a nearby container.

F I GURE 8 Photograph of the experimental imaging of satellites in
space radar system (IoSiS), installed at Weilheim facilities of DLR, Germany.
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sensitivity (SNR), the correction of the non‐ideal system
transfer function is necessary.

The determination and correction of the system transfer
function is carried out in two steps for the IoSiS system. First,
the system transfer function of the radar electronics is deter-
mined on its own. To achieve this, a calibration network is
implemented allowing the acquisition of calibration pulses
before and after the measurement. With Ht( f ) as the transfer
function of the transmit path, Hr( f ) for the receiving path and
Hcal( f ) for the calibration path, the received signal results in.

ScRað f Þ ¼ Sref · Ht · Hr · Hcal: ð14Þ

Here SRef is the reference signal, being for instance a chirp
signal. Now we can determine the calibration filter function to
mitigate the influence of the transmit and receive path of the
radar, being

Crað f Þ ¼ Ht · Hrð Þ
−1
¼

Sref · Hcal

Scra
: ð15Þ

If the calibration path Hcal is sufficiently characterised in
advance it can be mitigated.

In a second step the influence of the antenna system,
including the feed network, is considered based on a calibration
measurement using a ground‐based reference target like a
corner reflector. This measurement is done only once, because it
can be assumed that the antenna transfer function remains
constant over time. With Htant and Hrant being the transfer
function of the transmit and receive antenna components,
respectively, we get

Scantð f Þ ¼ Sref · Ht · Htant · Htarget · Hfs · Hrant · Hr: ð16Þ

here Htarget is the transfer function of the reference target used
and Hfs from free space. With the calibration filter Cra of the
radar we get the calibration function for the antenna system,

Cantð f Þ ¼ Htant · Hrantð Þ
−1
¼

Sref · Hfs · Htarget

Scant · Cra
: ð17Þ

Htarget and Hfs can be modelled and thus both can be
sufficiently mitigated. Sref and Cra are well known and Scant is
determined from the calibration measurement. Finally, with the
radar transmit signal St we can describe the calibrated receive
signal in time domain after the pulse compression by

ssatðtÞ ¼
Z ∞

−∞
CraCantSrS∗

t ð f Þe
j2πf tdf ð18Þ

5 | SIMULATION RESULTS

In the following section, the theoretical performance of the
imaging system, based on the parameters determined in the
previous sections, is illustrated using simulation results. With
respect to experimental measurements of the ISS as later
described, prior simulation results for the imaging process are
useful. The orbit and radar parameters of the simulation results
are listed in Table 2. The orbital height was set to 400 km,
being a typical average height for the ISS. Furthermore, the
orbit was assumed to be circular, having thus a numerical ec-
centricity of zero. Using the orbital height together with the
mean equatorial radius, one obtains the semi‐major axis of the
orbit. For the calculation of the orbital velocity the earth was
assumed as point mass [33].

The maximum elevation angle of the ISS pass selected for
the simulation is 51.1°. The equivalent imaging geometry
resulting from the orbital parameters is shown in Figure 10. For
clarity, the relative motion between the ISS and the radar system
was converted into an equivalent movement of the radar system
with a fixed ISS. Thus, the ISS is fixed in the origin of the co-
ordinate system and the radar system moves along the space
object on an equivalent path that corresponds to the relative
motion of the real imaging geometry. The equivalent path of the
radar system shows a slight curvature that is caused by the
quadratic range migration of the ISS during the pass.

The vectors x
⇀
and y

⇀
in Figure 10 define the selected focal

plane, which was chosen according to the alignment of the ISSTABLE 1 Imaging of satellites in space imaging parameters.

Parameter Value

Radar type Pulse radar

Frequency band X band

Centre frequency 10.2 GHz

Bandwidth ≤4.4 GHz

Transmit signal Arbitrary

Pulse length ≤50 µs

Pulse repetition frequency ≤200 Hz

Pulse power at HPA output 8 kW

Transmit antenna diameter 9 m

Receive antenna I diameter 1.8 m

Receive antenna II diameter 1.8 m

TABLE 2 Simulation parameters.

Parameter Value

Orbital height 400 km

Eccentricity 0

Elevation angle (max.) 51.1°

Frequency band X band

Bandwidth 400 MHz/4.4 GHz

Azimuth integration angle 3°/23°

Pulse length 30 µs

Pulse repetition frequency 200 Hz

Signal type Up‐chirp

10 - ANGER ET AL.
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on its orbit in such a way that as many expected scattering
centres as possible are within or, at least at a small distance from
this plane. This minimises distortions in the subsequent radar
image as well as defocusing due to the limited depth of focus
that occurs with nonlinear sensor paths. [34].

Due to the orbit parameters, on which the imaging simu-
lation is based, and the pass with a maximum elevation angle of
51.1°, an angle of incidence on the selected focal plane of about
θF = 39° is obtained. As described in Section 2 this results in a
degradation of the spatial resolution in the final radar image by
the factor 1/sin θF = 1.59 in range direction.

In the imaging geometry depicted, two smaller synthetic
apertures of different lengths with an integration angle of
φAz = 3° and φAz = 23° are highlighted.

Based on X band this corresponds to a spatial azimuth
resolution of 40 and 4 cm, respectively. The shown segment of
the ISS pass is within the range with an elevation angle greater
than 37°, which would allow a very large SA and corresponds
to an observation angle of 78°. The start of the SA is marked in
green for all three specified integration angles; the end of the
SA is marked in red.

The reflectivity map of the ISS used for the simulations is
shown in Figure 11. The map was calculated on the basis of the
3D model also shown in Figure 11 (top) and is based on the
mapping geometry described previously. The reflectivity map
was calculated with a software tool developed in house, which
enables the reflectivity determination of complex objects [36,
37], together with the 3D model of the ISS provided in [35].

The reflectivity map in Figure 11 bottom shows all scat-
tering centres that appear within an integration angle of 23° of
the corresponding SA in Figure 10. The reflectivity map was
calculated for a frequency of 11 GHz, with a spatial sampling of
the 3D model of 3 cm in all three spatial directions. Further-
more, when calculating the reflectivity map, all parts were
assumed to be metallic. This simplified assumption of the im-
aging parameters and object properties (monochromatic and
metallic surfaces) for determining the Reflectivity map was
necessary to approximately determine the backscatter

properties of such a large and, at the same time, complex object
over a large angular range. When calculating the scattering ef-
fects, a distinction is made between the number of reflections on
the object. These are colour coded in the illustration. The
varying amplitude of the individual scattering centres is taken
into account by the number of scattering centres at a spatial
point and is therefore not recognisable in this representation.
This only becomes apparent in the final radar image through
superposition of the scattering centres during the ISAR image
simulation. Due to the consideration of multiple reflections,
individual scattering centres are also outside the structure of the
ISS. As expected, most of the scatterers are located along the
main truss segment of the ISS where a variety of modules and
complex components are mounted.

The simulated ISAR images, which were processed based
on the back‐projection algorithm are shown in Figures 12 and
13 for two resolution cells of different sizes. The results show
an ideal imaging simulation in which no external error in-
fluences, like atmospheric effects and errors in the orbit
determination for instance, have any effect on the imaging
process. With a bandwidth of 400 MHz and an integration
angle of 3°, the size of the resolution cell is about 40 cm in
both azimuth and range direction. The imaging geometry
corresponds to section ➀ from the large SA shown in
Figure 10. Due to the size of the ISS, the structure of the space
station can be clearly seen even at this relatively low spatial
resolution.

At the main truss segment, standing vertically in the image,
on which a large number of individual additions are mounted,
the overlapping of many individual scattering centres occurs.
Thus, hardly any assignable details are recognisable in this area.

The lattice structure that is located between the solar col-
lectors is recognisable, which indicates the alignment of the
solar collectors. The solar collectors themselves are not visible,
since they were aligned in such a way that they reflect the entire
incident signal at a different angle and thus do not show any
significant backscatter behaviour in this monostatic imaging
geometry.

F I GURE 1 0 Illustration of different lengths of
the synthetic aperture (SA) along the equivalent
sensor path, resulting in an integration angle of 3° ➀,
23° ➁, and for the complete length of the
international space station (ISS) path seen from
imaging of satellites in space system (IoSiS) 78°➂.
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If now the spatial resolution is improved to about 3.5 cm,
the structure is reproduced in extremely great detail. In this
range of spatial resolution, single scattering centres with very
strong radar backscatter cross‐sections occur. This results in a
significant increase in the dynamic range of the radar image. To
maintain the ability to display scatter centres of lower ampli-
tude in this ISAR image, the dynamic range in Figure 13 was
adjusted accordingly. The imaging geometry corresponds to
section ➁ from the large SA shown in Figure 10. The edges of
the solar collectors on both sides of the station are clearly
visible. Due to the alignment in connection with the projection
onto the image plane, however, the solar collectors are slightly
distorted and thus they appear smaller than they actually are.

An enlarged illustration of the highlighted (dashed rect-
angle) module is depicted in Figures 14 and 15. In the low‐
resolution image (40 cm) only the contour of the module
and the solar panels are recognisable. On the high‐resolution
image (3.5 cm), details on the cylindrical module and even
the individual sections of the solar modules can be seen. On
the far right of the two images, other structures of the ISS can

be seen that do not belong to the rear module. The compar-
ison shows how important the resolution is for a proper
evaluation of the satellite structures. A resolution in the lower
centimetre range and even below is absolutely necessary.

6 | EXPERIMENTAL RESULTS

6.1 | Processing steps

To obtain a well‐focused ISAR image, a couple of subsequent
signal processing steps have to be carried out as indicated in
Figure 16. Due to the large range migration of a passing satellite,
the receive window of length 5 km has to be shifted successively
to the actual radar distance to the satellite. In this way, a large
range area can be covered with a small receive window, leading to
considerably reduced amount of sampled data. During a typical
satellite pass roughly 130 receive windows are required with an
overlap of 1.5 km for two adjacent windows. Hence the first
processing steps are the allocation of the pulses to their

F I GURE 1 1 3D CAD model for the
computation of the ideal reflectivity map of the
international space station (ISS) (top) [35]. Colour
coded reflectivity map of the ISS (down).
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corresponding receive window and a basic range correction.
Additionally, errors, based onmeteorological parameters such as
the influence of the troposphere, leading to a frequency inde-
pendent range error, and the ionosphere, leading to a frequency
dependent range error, are approximatively compensated [29,
38, 39]. Considering nearly circular orbits (Eccentricity ≈ 0) at
orbital altitudes between 400 and 1500 km above the earth
surface, the corresponding orbital velocities are between about
7.67 km/s and 7.15 km/s [40]. These high orbital speeds result
in a considerable Doppler shift and hence produce a significant
range cell migration, resulting in defocusing of the range profiles
in high‐resolution radar, if not compensated. However, by
mitigating the known Doppler shift this degrading effect can be
eliminated. The Doppler shift must be calculated and consid-
ered for each individual frequency in the signal spectrum and not
only for the centre frequency.

Next the non‐ideal frequency transfer function of the
whole radar system is compensated in two steps (see also
Section 4.2). First this is done for Tx and Rx antennas by using
calibration measurements from a reference target like a trihe-
dral reflector with a well‐known response. Then the transfer
function of the radar electronics itself is corrected using a
special calibration procedure. This procedure is carried out

F I GURE 1 2 Simulation result of the international space station (ISS)
using an integration angle of 3° (corresponds to ➀ in Figure 10) and a
bandwidth of 400 MHz. The corresponding spatial resolution is 40 cm.

F I GURE 1 3 Simulation result of the international space station using
an integration angle of 23° (corresponds to ➁ in Figure 10) and a
bandwidth of 4.4 GHz. The corresponding spatial resolution is 3.5 cm.

F I GURE 1 4 Enlarged illustration of the Zvesda module with a spatial
resolution of 40 cm.
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shortly before and after each ISAR measurement using a well‐
known line segment as calibration path. Since for the Tx signal
a linearly frequency‐modulated pulse (LFM chirp) is usually
used, the next processing step is a pulse compression, focus-
sing the range profiles in range direction.

However, at the end of the previous processing procedure,
often a range migration can be identified. This range error
mainly is caused by residual errors of orbit prediction and can
be in the order of several hundred metres. At the time of this
writing, IoSiS does not have the possibility to auto track a
space object. Thus, the knowledge of the satellite paths is
crucial in order to obtain the trajectory information required
for the ISAR processing. Presently the necessary orbit pre-
dictions are performed using publicly available Two‐Line‐
Element (TLE) data, which only allow predictions within a
specific accuracy. In addition, small parts of the residual range
errors can also be caused by limited compensation of atmo-
spheric range delay. As a consequence, an additional mitigation
of the residual range error has to be performed. This is done
by extracting a robust point target in the focused range pro-
files, which can be extracted over a sufficiently wide range of
azimuth angles. Using this, a first linear range correction is
carried out and afterwards, if necessary, an additional quadratic
correction is applied.

It is foreseen that this residual range error will be mitigated
by a dedicated autofocus algorithm [41]. Finally, for ISAR
processing a back‐projection algorithm is applied [27].

6.2 | Measurement result I

Figure 17 shows an image of the ISS obtained with the
currently highest possible bandwidth of 2.8 GHz, which was
used for experimental purposes and corresponds to a theo-
retical range resolution of 5.4 cm [20]. The previously
described maximum bandwidth of 4.4 GHz could not be fully
utilised due to possible interference with neighbouring
communication systems. However, note that IoSiS is allowed
to operate such large bandwidth by given licence for experi-
mental operation of German frequency regulation authority.
Further measurement parameters are listed in Table 3.

For image formation a classic back‐projection of the in-
dividual range profiles onto a Cartesian grid was used. The
focal plane was placed in the main plane of the ISS. In this way
distortions in the subsequent radar image as well as defocusing
caused by the limited depth of focus are minimised [34].
Fortunately, the solar panels were also aligned with the focal
plane during the measurement. This is not always necessarily
the case, since they are always tracked by the incident sunlight
and thus use a different position depending on the position of

F I GURE 1 5 Enlarged illustration of the Zvesda module with a spatial
resolution of 3.5 cm.

F I GURE 1 6 Signal processing steps for the imaging of satellites in
space basic inverse synthetic aperture radar processor.
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the sun. In the azimuth direction, 9000 available range profiles
were used for focussing, which in this case corresponds to an
integration angle of 28° or, equivalently, a theoretical azimuth
resolution of 2.8 cm. However, this resolution can only be
achieved if a scattering centre makes a significant contribution
to amplitude and phase over this large angular range.

Thus, with regard to the spatial resolution that can be
achieved in the azimuth direction, the size of the resolution cell
can no longer be inferred directly from the angle width at these
large integration angles. Here the decisive advantage of the
large integration angle is not so much the spatial resolution
achieved, but rather the appearance of as many scattering
centres as possible. The large integration angle has the positive
effect that more scattering centres become visible for an image
acquisition than with smaller integration angles.

Like the simulation results have already shown, a few
robust scattering centres have a significantly larger amplitude
than the rest of the structure. Therefore, the depicted ISAR
image is normalised to −30 dB. Otherwise, the strong robust
scattering centres would severely limit the visibility of low‐
intensity scattering.

F I GURE 1 7 Measured inverse synthetic
aperture radar image of the international space
station using a bandwidth of 2.8 GHz and an
azimuth integration angle of 28°, resulting in a range
resolution of 5.4 cm and a theoretical azimuth
resolution of 2.8 cm. The image was focused in a
pre‐defined focal plane using a back‐projection
algorithm. The focal plane was chosen according to
the alignment of the main ISS truss segment. With a
mean incident angle of 65° the focal plane range
resolution is approximately 6 cm [20].

TABLE 3 Measurement parameters.

Parameter Value

Radar location (lat/long) 47.8809/11.0818 deg

Object (Cospar ID) ISS (1998‐067A)

Frequency band X band

Bandwidth 2.8 GHz

Azimuth integration angle 28 deg

Pulse length 32 µs

Pulse repetition frequency 190 Hz

Azimuth sampling interval (min.) 0.0048 deg

Unambiguous range (azimuth) 160 m

Signal type Up‐chirp

Range (min./max.) 605/709 km

Number of pulses 9000

Spectrum weighting (range) Rectangular

Spectrum weighting (azimuth) Rectangular
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A large number of details can be seen in the central area of
the space station due to the high spatial resolution and the
large integration angle. The 17 m long mobile robot arm (➊)
with a diameter of 38 cm for transporting payloads shows a
conspicuous backscatter behaviour. Even though the robot
arm is made of carbon fibre reinforced epoxy resin, a non‐
metal, and a cover of an aramid fibre layer for protection, it
exhibits a significant backscatter amplitude. Furthermore, the
heat radiators (➋) can be identified in the radar image, which
consist of several unfolded surfaces. The edges of the indi-
vidual surface elements are clearly visible in the image. The
area of the KIBO module (➌) also shows a high level of detail.
In addition to the cylindrical module, the outer platform can
also be seen here and the individual experimental canisters
mounted on it are clearly resolved. The eight large 35‐m solar
panels are visible and show no significant azimuth distortion,
suggesting they were positioned in the focal plane region. In
the range direction, on the other hand, a clear compression can
be seen (most clearly on the solar panel at the top right ➍).
This shows that the surface normal of the focal plane and the
solar panels were not parallel during acquisition.

An enlarged view of the rear ISS module is depicted in
Figure 18 in comparison to the 3D model. As already seen in
the simulations, the high spatial resolution allows a detailed
analysis of the structure. For example, the solar modules and
even the subsections of the modules are resolved. On the far
right of the image are other structures of the ISS that do not
belong to the module.

6.3 | Point spread function analysis

In order to verify the achieved spatial resolution, robust scat-
terers has been analysed. The ISAR image analysis of the ISS has
shown that the structure of the ISS contains several parts which
act as strong robust scatterers. After the image processing the
peak amplitudes of these scatterers are up to 40 dB higher than
the average amplitude of the other parts of the structure. The
location of two of these robust scatterers is marked with ➎ and
➏ in Figure 17. This section is shown enlarged in Figures 19 and
20, with an appropriate adjusted dynamic range. The image
shows the well‐focused robust scatterer. The residual structure
around the scatterer cannot be identified because the amplitude
is mainly 30 dB lower with respect to the peak amplitude of the
robust scatterers. Figure 21 shows the corresponding range and
azimuth profiles, respectively. No weighting was applied in the
frequency domain. In the focal plane range the half power beam
width (HPBW) of both point spread functions is 6.8 cm
and corresponds nearly to the theoretical value. It must be
mentioned, that the focal plane range resolution is slightly worse
than the slant range resolution due to the projection angle be-
tween the radar line of sight and the focal plane. The peak
sidelobe ratio (PSLR) is not perfectly symmetrical indicating a
residual phase error or an influence of the adjacent scatterers.
Nevertheless, the PSLR is near the theoretical value of 13.3 dB.

The integrated sidelobe ratio (ISLR) defines ratio the between
the energy in the sidelobes and the energy in the main lobe.

In azimuth direction the HPBW and spatial resolution is
3.5 cm, respectively. This demonstrates that nearly the very high
theoretical resolution of 2.8 cm can be achieved and indicates
that the robust scatterers exhibit a low angle dependent RCS.
However, investigations of the range profiles have shown that
the RCS of both scatterers is not visible over the full integration
angle of 28°. As a result, the theoretical resolution values are
reduced as mentioned above. The large integration angle leads
to a very high side lobe suppression and thus to a good ISLR

F I GURE 1 8 Enlarged illustration of the Zvesda module ❼.
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value. A slight asymmetry can be seen in the PSLR, indicating a
non‐ideal phase response, which could be due to the influence
of the neighbouring scatterers. But this is acceptable given the
large integration angle.

This analysis of the point spread function is not ideal due
to the surrounding scatterers in the background and because
the true structure of the point target is not known. However,
the analysis shows that the expected very high spatial resolu-
tion is achieved with the presented radar system. In order to do
a more precise evaluation of the achievable spatial resolution
and further image parameters a completely isolated angle in-
dependent well‐known target should be used.

Nevertheless, this measurement result shows impressively
the successive development and implementation of processing

and error correction steps being necessary to achieve a very
high‐quality image in both range and azimuth direction.

6.4 | Measurement result II

A further measurement result is illustrated in Figure 22. It
shows the ISS from a different perspective than the image
shown in Figure 17. In particular, the solar arrays are rotated so
that they do not appear in the ISAR image. Only the structure
at the end of each solar panel can be identified, which makes it
possible to determine the position of the panel. The image was
processed using 6400 pulses, which, based on the geometry of
the measurement, corresponds to an integration angle of 22.2°.
The comparison with the image in Figure 17 shows that the
angle of incidence and the resulting perspective can have a
significant effect on the radar image. As a result, different
perspectives show different parts of the object.

An enlarged view of the front part of the ISS is shown in
Figure 23. For the purpose of comparison, a 3D CAD model

F I GURE 1 9 Isolated image section of a robust scatterer of the
international space station (ISS) inverse synthetic aperture radar (ISAR)
image for verification of the achieved spatial resolution.

F I GURE 2 0 Isolated image section of a robust scatterer of the
international space station (ISS) inverse synthetic aperture radar (ISAR)
image for verification of the achieved spatial resolution.

F I GURE 2 1 Range and azimuth profile of two isolated robust
scatterers shown in Figures 19 and 20. The half‐power beam width
(HPBW) is 6.8 cm in the focal plane range and 3.5 cm in azimuth direction.
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of this section is also shown in the illustration [35]. The section
contains a cylindrical module of 11 m in length with an
attached exposed facility for experiments. The radar image
shows that the module appears to have small structures on the
cylindrical surface that are parallel to the longitudinal axis of
the module. These structures scatter the incident field and lead
to a plastic impression of the tube in the radar image. In the
upper part of the image, strong reflections from other cylin-
drical modules can be seen, arranged almost perpendicular to
the radar's line of sight. The exposed facility shows strong
backscattering behaviour in the lower part of the image. The
radar image shows that the exposed facility is made up of a
complex structure that differs from the CAD model. In
addition, the radar image makes it possible to identify the
various smaller containers that are used for the experiments.
As indicated by the orange rectangle, it is easy to see that the
lower left slot was obviously fitted with a container during the
measurement, whereas the CAD model does not show this
container.

7 | CONCLUSION

In order to address the future demands of high‐performance
space surveillance, DLR is performing theoretical in-
vestigations on advanced radar technology and has additionally
constructed an experimental satellite imaging radar called IoSiS.
As research with IoSiS is focused on developing new imaging
concepts and improving image quality, IoSiS is designed as a
pure imaging radar and does not have a tracking capability. This
paper is therefore intended to comprehensively communicate
and illustrate the technological steps necessary for the devel-
opment and successful operation of advanced radar‐based sat-
ellite imaging system. The processing steps and error correction

F I GURE 2 2 Measured inverse synthetic aperture radar (ISAR) image
of the international space station (ISS).

F I GURE 2 3 Enlarged illustration of the image section highlighted in
Figure 22 in comparison with the 3D CAD model of this section of the
international space station (ISS).
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strategies developed and presented enable very high‐quality
imaging of objects in space, which in turn enables detailed
analysis of their structure. Based on a modelled reflectivity
distribution of the ISS, simulated results of the IoSiS system
simulator software show the potential of such a radar system,
mainly expressed by the high spatial resolution according to its
actually used system bandwidth of 2.8 GHz. Further investi-
gation results show that even higher frequencies in the
millimetre‐wave domain are attractive for future high‐
performance imaging of LEO objects.

The shown measurement results of the ISS demonstrates
the very high performance of the developed experimental radar
system and proves the introduced and successfully imple-
mented error strategies to be correct and efficient.

The executed and ongoing research supports the investi-
gation on an intended future multifunctional radar‐based sat-
ellite imaging system using a new imaging concept with
distributed apertures. For this reason, the present IoSiS system
has been implemented as a multi‐channel radar system, that is,
one transmission channel connected to a larger main dish and
two receive channels using two separated smaller receive an-
tennas, being suitable for both bi‐ and multi‐static imaging in
future. However, the configuration presently acts as a quasi
mono‐static radar system, but it shall serve as a basis for
further research on the new concept.
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