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Exact continuum representation of long-range interacting systems and emerging exotic
phases in unconventional superconductors
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Continuum limits are a powerful tool in the study of many-body systems, yet their validity is often unclear
when long-range interactions are present. In this paper, we rigorously address this issue and put forth an exact
representation of long-range interacting lattices that separates the model into a term describing its continuous
analog, the integral contribution, and a term that fully resolves the microstructure, the lattice contribution. For
any system dimension, for any lattice, for any power-law interaction, and for linear, nonlinear, and multiatomic
lattices, we show that the lattice contribution can be described by a differential operator based on the multi-
dimensional generalization of the Riemann zeta function, namely, the Epstein zeta function. We employ our
representation in Fourier space to solve the important problem of long-range interacting unconventional super-
conductors. We derive a generalized Bardeen-Cooper-Schrieffer gap equation and find emerging exotic phases
in two-dimensional superconductors with topological phase transitions. Finally, we utilize nonequilibrium Higgs
spectroscopy to analyze the impact of long-range interactions on the collective excitations of the condensate. We
show that the interactions can be used to fine tune the Higgs mode’s stability, ranging from exponential decay
of the oscillation amplitude up to complete stabilization. By providing a unifying framework for long-range
interactions on a lattice, both classical and quantum, our research can guide the search for exotic phases of
matter across different fields.
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I. INTRODUCTION

Long-range interactions are ubiquitous in nature across all
scales. Such interactions are of fundamental importance in all
of physics, e.g., long-range Coulomb interactions leading to
the formation of Bose–Einstein condensates in cold atoms [1],
the speed of correlation propagation in long-range interacting
Ising systems in trapped ion quantum simulations [2], dipolar
interactions between spins in spin-ice materials [3], and other
phenomena in nanoscale systems [4]. They are the driver
behind the formation of complex structures, from the quarks
that form the atomic nucleus over the microscopic formation
of solids and molecules based on atoms and ions to galaxy
patterns spanning billions of light years.

Modeling and predicting the emergent dynamics of sys-
tems that are subject to such long-range interactions requires
the computation of the interaction energy. For many-body
systems on lattices, this task becomes a problem for numer-
ical approaches, as the computational effort scales directly
with the number of particles involved, making calculations
for macroscopic systems, e.g., N = 1023 atoms, impossible.

*buchheit@num.uni-sb.de

Published by the American Physical Society under the terms of the
Creative Commons Attribution 4.0 International license. Further
distribution of this work must maintain attribution to the author(s)
and the published article’s title, journal citation, and DOI.

In special cases, tricks like Ewald summation [5] or the
reorganization of the sum [6–8] yield converging alterna-
tive formulations of the original lattice sum. However, in
the general case, these methods are not applicable and give
limited information about the important analytic properties
of the sum. One approach to solve this problem is the con-
tinuum limit, in which the lattice spacing is taken to zero,
and sums can be replaced by computable integrals. In the
context of quantum mechanical systems, this procedure corre-
sponds to identifying the effective field theory that describes
the low energy excitation spectrum of the lattice system [9].
Also, the inverse task, i.e., deriving a lattice theory from
a field theory, is of practical relevance for strongly inter-
acting lattice gauge theories in high energy physics [10].
While the continuum limit is a powerful tool in theoretical
physics, it must be yielded with caution in systems with
long-range interactions, e.g., that decay as a power law with
distance. When applying continuum renormalization schemes
in such systems, it is typically observed that the long-range
interaction leads to divergences in the resulting flow equa-
tions [11]. This requires a change in the applied methods
or even presents a fundamental hurdle that prohibits the use
of the continuum limit [12]. In many cases, artificial cutoff
energies need to be introduced that have to be justified in
hindsight.

The goal of this paper is to address this issue by fun-
damentally changing our understanding of how discrete and
continuous systems with long-range interactions are related.
In contrast to standard continuum approximations, we put
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forth a continuum representation of the discrete lattice that
is exact, systematic, and parameter free. We show that the
discrete lattice problem can be separated into a term that
describes its continuous analog, the continuum contribution,
and a term that includes all information about the microstruc-
ture, the lattice contribution, hence demonstrating equivalence
between lattice and continuum. To this end, we apply the re-
cently developed singular Euler-Maclaurin (SEM) expansion
[13–15], which generalizes the 300-year old Euler-Maclaurin
summation formula, and extend it to nonlinear and mul-
tiatomic systems. The singular lattice sum is expressed in
terms of an integral and a lattice contribution described by
a differential operator, both of which are efficiently com-
putable. Performing a scaling analysis, we determine the
circumstances under which the lattice contribution is of par-
ticular relevance. Among others, we show that the correction
becomes quasi-scale-invariant and hence remains important at
all scales if the interaction exponent is equal to the system
dimension.

Our continuum representation yields an efficient numerical
method and an analytic toolset for simulating and under-
standing long-range interacting systems. We demonstrate the
performance of this method by investigating three highly
important yet highly challenging physical examples: In ex-
ample 1, we study dipolar interactions of Skyrmions in a
two-dimensional (2D) spin lattice. Example 2 shows that our
method readily extends to nonlinear systems. Here we study
the full nonlinear Coulomb forces in an ion chain with topo-
logical defects. Our method yields a nonlinear sine-Gordon
model with long-range interactions, where we obtain ana-
lytical results for the lattice contribution. In example 3, we
analyze spin waves in a three-dimensional pyrochlore lattice
with dipole interactions, which are notoriously difficult to
compute [16]. In all cases, our method proves to be both
highly accurate and fast, whereas the continuum approxima-
tion fails either on a quantitative (examples 1 and 2) or even
on a qualitative level (example 3).

In the second part of this paper, we apply our represen-
tation in Fourier space to quantum lattices and solve the
important problem of understanding long-range interactions
in unconventional superconductors. Starting from a single
band model with long-range density-density interactions,
we derive a generalization of the Bardeen-Cooper-Schrieffer
(BCS) gap equation for triplet superconductors that is valid
for general power-law electron-electron interactions and ex-
actly describes the full microstructure of the material within
the mean-field approximation. We solve the generalized gap
equation for two-dimensional superconductors, determine the
ground state, and show that additional exotic phases emerge in
the phase diagram due to the long-range interaction, one being
topologically nontrivial. We then evaluate the nonequilibrium
dynamics of the condensate after a sudden quench and the
impact of the long-range interactions on the properties of
the arising Higgs oscillations. Here, the decay of the Higgs
mode’s amplitude can be either accelerated or completely
avoided depending on the range of the interaction.

Our paper showcases the emergence of exotic phases of
quantum matter under the influence of long-range interac-
tions. It will serve as a valuable compass, directing and
informing current theoretical and experimental endeavors in

unconventional superconductors [17], light-induced phases
[18], heterostructures [19], quantum spin liquids [20], and
nonequilibrium collective modes [21].

We provide the full implementation of the three benchmark
examples as well as the data analysis for the long-range super-
conductor in MATHEMATICA in the Supplemental Material [22]
and on GitHub [23].

This paper is structured as follows: In Sec. II, we derive
the representation and apply it to the study of Skyrmions.
Section III subsequently generalizes our representation to
nonlinear systems illustrated by the analysis of defects in
an ion chain. In Sec. IV, we extend the method to mul-
tiatomic lattices with an application to spin waves in a
three-dimensional pyrochlore lattice. Finally, we solve the
problem of long-range interacting unconventional supercon-
ductors in Sec. V. We draw our conclusions and offer an
outlook into further applications and extensions of our paper
in Sec. VI.

II. REPRESENTATION FOR LINEAR SYSTEMS

We consider a lattice � = A�Z
d in d dimensions of identi-

cal discrete constituents in the most general sense, be it atoms,
molecules, spins, or states, where the columns of the regular
matrix A� ∈ Rd×d are the lattice vectors. We will refer to
these discrete constituents as atoms in the following. These
atoms shall interact via a long-range power-law potential

s(y) = |y|−ν

with arbitrary exponent ν ∈ C. Our goal is now to find a con-
tinuum representation of this discrete long-range interacting
system that captures the effect of its inherent discreteness.

A. The singular Euler-Maclaurin expansion

We start by computing the interaction energy U of a test
particle at position x ∈ Rd with all atoms of the lattice inside
a (typically unbounded) region �. It reads

U (x) =
∑

y∈�∩�

′ gy

|y − x|ν .

Here the primed sum excludes the self-energy term y = x in
case the test particle belongs to the lattice. The placeholder
gy describes the state of the lattice atom at position y. For
example, gy could be a displacement from an equilibrium
position in an atomic crystal, or in the case of spins, a scalar
product of spin orientations gy = Sx · Sy. If the quantity gy

varies sufficiently slowly in y, then it is natural to replace
the discrete values by their interpolation gy → g(y), with g
smooth and sufficiently band limited (its Fourier transform is
concentrated in the first Brillouin zone), and subsequently try
to approximate the discrete lattice sum by a related integral.
Care has to be taken, as the singularity is not necessarily
integrable; hence a regularization is required. One possibility
is to remove an ε ball around x from integration, which corre-
sponds to a standard ultraviolet cutoff [24]. We then have

U (x) = Iε(x) + Zε(x) (1)
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with

Iε(x) = 1

V�

∫
�\Bε (x)

g(y)

|y − x|ν dy,

with V� = | det A�| the volume of the elementary lattice cell
and Zε the lattice contribution [25]. Another option is to use
the Hadamard regularization (see Appendix A), in which case

U (x) = I (x) + Z (x), (2)

where

I (x) = 1

V�

=
∫

�

g(y)

|y − x|ν dy

with the lattice contribution Z . Neglecting the lattice con-
tribution leads to the standard integral approximation often
used in condensed matter physics (see, e.g., Ref. [11]). The
Hadamard integral, denoted by the dashed integral sign, is
the natural extension of the standard Lebesgue integral to
functions with power-law singularities [26]. If the function
remains integrable, then the Hadamard integral coincides with
the integral’s usual definition. For nonintegrable power-law
singularities with Re(ν) � d , the Hadamard integral forms the
analytic continuation in the exponent ν.

The goal of this paper is to quantify the lattice contribution
Z (respectively, Zε) in all generality for any number of spatial
dimensions and any lattice. We will show that it is possible to
cast the lattice contributions in terms of derivatives of g:

Z (x) = Dg(x)

with D a differential operator of infinite order that can be
suitably truncated and whose coefficients can be efficiently
computed.

Our analysis will reveal that this correction is highly rel-
evant in many physical systems of interest, even if a slowly
varying g suggests that a continuum approximation is appro-
priate. The lattice contribution becomes particularly important
if the interaction exponent ν approaches the system dimension
d . In this paper, we demonstrate that in this regime, our contin-
uum representation offers qualitative insights that the standard
integral approximation cannot provide, as it either becomes ill
defined or exhibits uncontrollable errors.

For clarity of presentation, we focus on Z and show how to
obtain Zε later on. We set out by writing Z as the difference
between a discrete and a continuous system:

Z (x) =
∑

y∈�∩�

′
fx(y) − 1

V�

=
∫

�

fx(y) dy =
∑∫

y∈�,�

fx(y),

with fx(y) = g(y)/|y − x|ν . As such differences will reappear
often in our considerations, it is useful to introduce the corre-
sponding operator on the right-hand side, which is called the
sum integral [14]. In this paper, we focus on the case of an in-
finite lattice � = Rd to avoid additional geometry-dependent
contributions due to boundaries. The inclusion of boundary
effects is planned for a forthcoming publication.

We now show that the lattice contribution can be written
in terms of a differential operator, which acts on the smooth
function g only, and whose coefficients include the interaction
potential and the lattice structure. The following steps are
based on the key idea of restricting the range of the interaction

potential s by introducing an exponentially decaying cutoff
function e−β|y|2 , β > 0. Physically, the range of the long-range
interaction is restricted to a length scale 1/

√
β, rendering it

effectively short ranged. Subsequently, the original true long-
range interaction is restored by taking the limit β → 0 outside
of sum and integral:

Z (x) = lim
β→0

∑∫
y∈Rd ,�

e−β|y|2 g(y)

|y − x|ν .

This procedure avoids divergent terms later on and guarantees
convergence of the arising Dirichlet series. Indeed, for g = P a
polynomial of arbitrary degree, a key result of Ref. [14] shows
that

lim
β→0

∑∫
y∈Rd ,�

e−β|y|2 P(y)

|y − x|ν =
∑
y∈�

′ P(y)

|y − x|ν , (3)

if the Dirichlet series converges a priori without β regular-
ization. If the regularization is required, then the sum integral
creates the meromorphic continuation of the right-hand side
in ν.

With this result and for g sufficiently differentiable, we can
now expand g in a Taylor series around x of order 2� + 1.
The cutoff function allows us to exchange the sum due to
the Taylor series with the sum integral and the β limit [27],
resulting in a representation of the lattice contribution in terms
of derivatives of g:

Z (x) = Dg(x) = D(�)g(x) + O(��+1g), (4)

with D a differential operator of infinite order, D(�) its
truncation up to order 2� + 1, and � the Laplacian. The
representation of the lattice contribution in Eq. (4) is called
the SEM expansion, a full derivation of which is provided in
Refs. [13–15]. For � = Rd the SEM operator D(�) takes the
particularly simple form

D(�) =
2�+1∑
k=0

1

k!

∑
y∈(�−x)

′ (y · ∇)k

|y|ν , (5)

where the lattice sums are to be understood in the sense of
Eq. (3), i.e., the lattice sum is replaced by the value of the
meromorphic continuation if it does not converge in the clas-
sical sense. In the following, we show how the coefficients
of this operator can be efficiently evaluated for lattices in
arbitrary dimensions.

B. Representation in terms of Epstein zeta

We demonstrate that the operator coefficients can be ob-
tained from an efficiently computable generalization of the
Riemann zeta function to higher dimensions, the Epstein zeta
function Z�,ν for the lattice � and the exponent ν. It reads
[28–30]

Z�,ν

∣∣∣∣xy
∣∣∣∣ =

∑
z∈�

′ e−2π iy·z

|z − x|ν .

The Epstein zeta function has been used, among others,
by Emersleben in the study of ionic crystal potentials in
Refs. [31,32]. The function is smooth in y outside points of
the reciprocal lattice �∗ = (A−1

� )TZd where it exhibits sin-
gularities that are described by the Fourier transform of the
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interaction s(y) = |y|−ν . We subsequently subtract the singu-
larity at y = 0 and define the regularized function:

Z reg
�,ν

∣∣∣∣xy
∣∣∣∣ = e2π ix·yZ�,ν

∣∣∣∣xy
∣∣∣∣ − ŝ(y)

V�

. (6)

Here the Fourier transform of the interaction reads

ŝ(y) = πν−d/2 
[(d − ν)/2]


(ν/2)
|y|ν−d (7)

(see, e.g., Ref. [26], p. 349). The function Z reg
�,ν is analytic in y

around zero and allows us to compute analytic continuations
of lattice sums by means of derivatives in y, namely,

∑
z∈(�−x)

′ P(z)

|z|ν = P

(
i∇y

2π

)
Z reg

�,ν

∣∣∣∣xy
∣∣∣∣
∣∣∣∣∣
y=0

.

In particular, Z reg
�,ν reduces to Z�,ν for y = 0. These lattice

sums define the coefficients of the SEM operator in Eq. (5).
The infinite order SEM operator hence can be cast as

Dg(x) = Z reg
�,ν

∣∣∣∣ x
i∇
2π

∣∣∣∣ g(x), (8)

in the sense of a Taylor expansion of Z reg
�,ν in its second

argument around zero, and where the gradient only acts on
g. In this way, derivatives of the interaction potential s are
avoided, which rapidly increase in size with the derivative
order, and which would result in the divergence of the standard
Euler-Maclaurin summation formula [33]. The infinite order
SEM expansion of the potential energy U then yields the
continuum representation of the discrete lattice

U (x) = 1

V�

=
∫
Rd

g(y)

|y − x|ν dy + Z reg
�,ν

∣∣∣∣ x
i∇
2π

∣∣∣∣ g(x), (9)

and the SEM expansion of order � is obtained by replacing D
by D(�) with an error that scales as ��+1g. Note that Eq. (9)
is exact and involves no approximation. Here, the integral
models the interaction of the test particle with a continuum.
Hence, the inherent discreteness of the lattice is completely
captured by the second term. Among others, the distance of
the test particle to the nearest lattice atom is included in the
lattice contribution. This contribution becomes, among others,
particularly relevant if the test particle approaches a lattice
atom.

As there exist exponentially convergent series representa-
tions for Z�,ν [34], and hence for Z reg

�,ν , for any number of
space dimensions, the lattice contribution can be efficiently
computed. We provide an efficient implementation of Z reg

�,ν for
lattices in an arbitrary number of space dimensions along with
this paper [23].

C. Alternative regularizations of the interaction

So far, we have investigated the lattice contribution Z
where the integral has been made well defined by means of
the Hadamard regularization. We now investigate alternative
regularizations where a short-range cutoff of the interaction is
applied. Here, the regularized interaction sε coincides with s
outside of an ε ball,

sε(y) = s(y), |y| � ε,

and the interaction is replaced by an arbitrary integrable func-
tion for |y| < ε. Then the corresponding lattice contribution
Zε reads

Zε(x) = Z reg
�,ν,ε

∣∣∣∣ x
i∇
2π

∣∣∣∣ (10)

where the function Z reg
�,ν,ε is obtained by replacing ŝ by ŝε in

Eq. (6). For the special case of a hard cutoff, where sε = 0
inside the ε ball, we have

Z reg
�,ν,ε

∣∣∣∣xy
∣∣∣∣ = Z reg

�,ν

∣∣∣∣xy
∣∣∣∣ + 1

V�

=
∫

Bε

e−2π iy·z

|z|ν dz.

The Hadamard integral on the right can be expanded in the
following way:

ωd

V�

∞∑
k=0

(1/2)k

(2k)!(d/2)k

ε2k+d−ν

2k + d − ν
(2π iy)2k, (11)

with ωd the surface area of the sphere in d dimensions and
where (x)k is the Pochhammer symbol. Note that for any sε,
the new function Z reg

�,ν,ε is entire in ν. Thus formula (10) holds
for all interaction exponents.

D. Quasi-scale-invariant lattice contributions

After having shown how to describe the lattice contribution
in the most general way by means of the SEM expansion, we
discuss under which circumstances it is relevant. To this end,
we first fix the position x of the test particle in space. We then
perform a scale transformation of g around x, setting

gλ(y) = g[x + (y − x)/λ]

with a scaling factor λ > 1. The rescaled function gλ now
varies at a characteristic length scale proportional to λ, its
bandwidth scales as λ−1, and it coincides with g at the position
of the test particle x. We now define the potential energy under
scale transformation Uλ by the replacement g → gλ:

Uλ(x) =
∑
y∈�

′ gλ(y)

|y − x|ν .

Subsequently, we can choose between two options for using
the SEM in order to divide Uλ into a term that describes
the continuum approximation of the system and a part that
describes the lattice contribution, namely, Eqs. (1) and (2).
We can either exclude an ε ball from integration, or we can
make use of the Hadamard regularization. We first discuss the
Hadamard regularization where

Uλ(x) = I[gλ](x) + Z[gλ](x).

The scaling of the Hadamard integral with λ then follows as

I[gλ](x) = λd−νI (x),

and a Taylor expansion in the lattice contribution yields

Z[gλ](x) = Z�,ν

∣∣∣∣x0
∣∣∣∣g(x) + O(λ−1).

The potential energy thus obeys the scaling law

Uλ(x) = λd−νI (x) + Z�,ν

∣∣∣∣x0
∣∣∣∣g(x) + O(λ−1).
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We conclude that for strong long-range interactions with
Re(ν) < d , the integral scales as λd−ν and hence dominates
the lattice contribution that converges to a constant for λ →
∞. In this case, the lattice contribution remains relevant for
systems with mesoscopic λ, or if high precision is required.
On the other hand, for Re(ν) > d , the lattice contribution is
the dominating quantity, and the interaction is thus effectively
short ranged. Note that the scaling observed here cannot be
removed by standard techniques for systems with superexten-
sive energies such as Kac rescaling. The quantities considered
here are intensive and hence well defined in the thermody-
namic limit of infinite particles.

We now investigate the scaling in case the ε cutoff is used:

Uλ(x) = Iε[gλ](x) + Zε[gλ](x).

The integral can then be rewritten as

Iε[gλ](x) = λd−νIε/λ(x).

We subsequently divide the integration region into the cases
|y − x| > ε and ε/λ < |y − x| < ε:

Iε/λ(x) = Iε(x) + 1

V�

∫
ε/λ<|y|<ε

g(y + x)

|y|ν dy.

We then find after expanding g on the right-hand side around
x and using Eq. (11) that

Iε[gλ](x) = λd−νIε(x)

+ ωd

V�

∞∑
k=0

(1/2)k

(2k)!(d/2)k

εd+2k−ν

λ2k

× λd+2k−ν − 1

(d + 2k) − ν
�kg(x),

where, in case that ν = 2k + d , we note that

lim
ν→2k+d

λd+2k−ν − 1

(d + 2k) − ν
= log λ.

Hence, we obtain the scaling

Iε[gλ](x) =
{
O(λd−ν ) + O(λ0), ν 	= d,

O(λ0) + O(log λ), ν = d.

The lattice contribution for finite ε yields

Zε[gλ](x) = Z reg
�,ν,ε

∣∣∣∣ x
i∇

2πλ

∣∣∣∣g(x).

As in the case of the Hadamard regularization, the integral
dominates for Re(ν) < d (strong long-range interactions). In
contrast to that, for Re(ν) > d , both continuum and lattice
contribution include scale-invariant terms. Hence both remain
relevant. In the limiting case ν = d , the continuum contri-
bution scales as log λ and is hence of the same order of
magnitude as the lattice contribution, even in the case of
macroscopic λ. In this highly relevant scenario, the lattice
contribution needs to be taken into account at all scales, even
in the thermodynamic limit, in order to obtain results that are
qualitatively reliable. We call these lattice contributions quasi-
scale-invariant as the error of the continuum approximation

FIG. 1. (a) 2D spin lattice with two Néel Skyrmions. The
Skyrmions have identical domain wall width λ = 5, have radius
26/5 λ, and are separated by 15 λ. (b) Potential energy U for a central
spin Sc = e3 as a function of x1 for x2 = 0. The exact energies (blue
dots) are compared to the integral approximation with ε = 1 (black
line) and the SEM expansion (red line).

only decreases logarithmically with the scale λ and cannot be
assumed small even at macroscopic scales.

E. Example 1: Skyrmions in a spin lattice

In order to illustrate the performance of our method,
we now study dipolar interactions in a d = 2 spin lattice
with two interacting Skyrmions. In recent years, the study
of Skyrmions, topologically protected quasiparticles in spin
lattices, has gained significant attention (see the reviews in
Refs. [35–37]). As stable Skyrmions at room temperature have
been observed [38–40], and as methods for creating, deleting,
and manipulating them have been developed [41–43], they are
considered as promising candidates for storing and manip-
ulating information in novel spintronics devices [35,44,45].
Recently, a Skyrmion Hall effect has been observed [39,46],
offering a new way for manipulating these quasiparticles.
Skyrmions have been proposed as a platform for neuromor-
phic computing [47] and as qubits for quantum computing
[48]. Quantum effects in Skyrmion systems have been in-
vestigated [49,50]. Recently, it has been conjectured that the
long-range dipole interaction is relevant for a correct quanti-
tative description of their behavior [51–53].

In the following example, we consider a d = 2 model of
two Néel Skyrmions in a square lattice of dipolar interacting
classical Heisenberg spins [see Fig. 1(a)]. The Skyrmions
have a domain wall width λ = 5, their core has a radius of
26/5 λ, and they are separated by a distance 15 λ, where the
parameters for the Skyrmions, as well as their profile, have
been taken from Ref. [54]. We denote the spin orientation at
lattice site y as S(y) with |S(y)| = 1. After aligning a central
spin S(x) → Sc = e3 at lattice site x, we aim at computing the
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interaction energy

U (x) = Sc · H (x)

with the surrounding spins. The central spin obeys the equa-
tions of motion

∂Sc

∂t
= Sc × H (x).

Both equations follow from the effective field H (x), whose
continuum representation is given by

H (x) = 1

V�

=
∫
R2

S(x + y)|y|2 − 3y[S(x + y) · y]

|y|5 dy

+ ZH (x).

Here ZH (x) denotes the lattice contribution that reads in lead-
ing order

Z�,ν

∣∣∣∣00
∣∣∣∣S(x) + 3{[S(x) · ∇y]∇y} Z reg

�,ν+2

∣∣∣∣ 0
y

2π

∣∣∣∣
∣∣∣∣∣
y=0

,

with ν = 3. We display the potential energy U (x) for x2 = 0
as a function of x1 in Fig. 1(b): The blue dots display the
energies obtained by exact summation, and the black curve
shows the standard integral approximation Iε(x) for ε = 1.
The red line displays the SEM expansion taking into account
derivatives of S up to second order. We observe that the
potential energy remains constant both in the center of the
two Skyrmions as well as in the far exterior of the domain.
Large variations in the potential energy are observed at the
boundaries of the Skyrmions. While the integral approxima-
tion (black) reproduces the correct qualitative behavior of U , it
severely fails quantitatively. By including the SEM correction,
this significant error is corrected, and the result is visually in-
distinguishable from the exact value. The SEM approximation
thus provides a precision comparable with exact summation
but at the numerical cost of the integral approximation.

III. NONLINEAR SYSTEMS

In the previous section, we have considered, in all gener-
ality, systems whose potential energy scales linearly with the
function g. In many systems of interest, nonlinear effects are
of high relevance and need to be considered. In this section,
we hence generalize our representation to nonlinear particle
interactions.

A. Derivation of the representation

We compute the interaction energy U (x) of a test particle
at position x with the particles of a distorted lattice with
positions r(x) = x + u(x) and the resulting force on the test
particle F(x). The nonlinear potential energy of the particle at
reference position x due to its interaction with the particles of
the lattice reads

U (x) =
∑
y∈�

′ |r(y) − r(x)|−ν .

In order to use the SEM expansion for finding a continuum
representation, we first factorize the summand function as

|y − x|−νg(y) with

g(y) =
∣∣∣∣ r(y) − r(x)

|y − x|
∣∣∣∣
−ν

.

Due to the nonlinearity, the arising function g has an essential
singularity at position x. However, if we fix an arbitrary direc-
tion y 	= 0, then g(x + hy) remains smooth in h ∈ R. Hence,
albeit the essential singularity of g at x, we can still perform a
Taylor expansion in h. In close analogy to the derivation of the
SEM expansion from the previous section, the SEM operator
then reads

D(�)g(x) =
2�+1∑
k=0

1

k!

∑
y∈(�−x)

′ 1

|y|ν
∂k

∂hk
g(x + hy)

∣∣∣∣∣
h=0

.

For the lowest-order contribution, we find that

1

|y|ν g(x + hy)

∣∣∣∣
h=0

= |Dyr(x)|−ν,

with the directional derivative Dy = y · ∇. Thus the contin-
uum representation of the potential energy reads

U (x) = 1

V�

=
∫
Rd

|r(y) − r(x)|−ν dy + ZU (x),

with the lowest-order lattice contribution

ZU (x) ≈ Z�(x),ν

∣∣∣∣x0
∣∣∣∣. (12)

Here �(x) = ∇r(x)T � denotes the locally distorted lattice at
the position of the test particle x, where [∇r(x)]i j = ∂x j ri(x).
The corresponding force F on the test particle then follows as

F(x) ≈ 1

V�

=
∫
Rd

(−ν)
r(y) − r(x)

|r(y) − r(x)|−(ν+2)
dy + ZF (x),

with the lattice contribution

ZF =
∑
y∈�

′ 1

2
Dy

∂

∂ (Dyr)
|Dyr|−ν, (13)

and remaining corrections that scale as fourth derivatives of r.
After expanding the summand function as follows,

Dy
∂

∂ (Dyr)
|Dyr|−ν = −νDy

Dyr
|Dyr|ν+2

= −ν
D2

yr

|Dyr|ν+2
+ ν(ν + 2)

Dyr(Dyr · D2
yr)

|Dyr|ν+4
,

(14)

we see that the resulting Dirichlet series can again be written
in terms of higher-order derivatives of r where the coefficients
are Epstein zeta functions that include the locally distorted
lattice.

We conclude that, due to the nonlinearity, the effect of the
lattice distortion enters in the lattice sums for the lattice con-
tribution. From the scaling argument in Sec. II D, we observe
that both for the potential energy and for the forces, the lattice
contribution becomes particularly relevant in the limit ν → d ,
where the pole of the zeta function cancels with the pole of
the Hadamard integral.
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B. Example 2: Nonlinear Coulomb forces in ion chains

In the following example, we study long-range forces in
one-dimensional crystals with long-range interactions, in par-
ticular, ion chains. Chains of trapped ions have been a central
object of study in the past years, as they are one of the main
candidates for qubits in a scalable quantum computer [55–60];
recently an ion trap quantum computer with 21 qubits has
been realized [56]. Furthermore, ion crystals can be used as
quantum simulators for condensed matter systems, for in-
stance, for lattice gauge theories [61,62]. Long-range interac-
tions between spins of atomic ions can be generated by means
of optical dipole forces, where the resulting system can be de-
scribed by a sine-Gordon model with long-range interactions
[11]. When superimposing an additional periodic corrugation
potential onto the ion crystal, the resulting system can be used
as a quantum simulator for friction on the nanoscale [63–65].
Recently, quantum effects in the associated Aubry transition
have been investigated [66]. Long-range interactions, either
due to the Coulomb repulsion or optically induced spin-spin
interactions, play an important role in ion chains [11,67]. In
particular, the correct description of the Coulomb repulsion in
a continuum treatment is a challenging task, as the discrete-
ness of the lattice is relevant at all scales [12].

We now show how to rigorously include the lattice con-
tribution in the study of the nonlinear long-range forces in
a one-dimensional crystal. We analyze the forces that arise
in defects in an infinite one-dimensional long-range interact-
ing crystal in a sinusoidal substrate potential Vsub(r) = κ[1 −
cos(2πr)], with κ > 0 the substrate amplitude. In particular,
we focus on the case of an ion chain, where the particles
interact via the Coulomb repulsion, i.e., ν = 1. The potential
energy and the resulting force on the particle at position x due
to the long-range interaction then read

U (x) =
∑
y∈�

′ |r(y) − r(x)|−ν, (15a)

F (x) =
∑
y∈�

′
(−ν)

r(y) − r(x)

|r(y) − r(x)|−(ν+2)
. (15b)

For � = Z and x ∈ �, the lowest-order lattice contributions
from Eqs. (12) and (13) take the particularly simple form

ZU (x) ≈ 2ζ (ν)s[a(x)], (16a)

ZF (x) ≈ ζ (ν)s′′[a(x)]r′′(x), (16b)

with the locally modified lattice constant a(x) = r′(x). Here
a(x) appears in both corrections; in the case of the energy,
it appears as an argument in the interaction s and, for the
force, as an argument to the elastic constant K ∝ s′′. The result
for the lattice contribution obtained from a linearization of
the forces is recovered if we set a(x) = 1 and neglect the
result of the modification of the lattice constant on s and K .
The equations of motion in the lowest-order SEM expansion
(including the substrate potential) then correspond to a sine-
Gordon model with nonlinear long-range interactions:

∂2r(x)

∂t2
= 1

V�

=
∫
R

(−ν)
r(y) − r(x)

|r(y) − r(x)|−(ν+2)
dy

+ ζ (ν)s′′[r′(x)]r′′(x) + 2πκ sin[2πr(x)], (17)

FIG. 2. Nonlinear forces in a one-dimensional Coulomb crystal
with a breather excitation (bound state of a kink and an antikink)
for a kink width λ = 5 and a kink separation of 5λ. The blue
dots show the exact forces, the black line displays the continuum
approximation with ε = 1, and the red line shows the lowest-
order nonlinear SEM. The asymmetry in the forces is due to the
nonlinear interaction. The integral approximation is found to be im-
precise, whereas the lowest-order nonlinear SEM yields an excellent
approximation.

where we take the limit ν → 1 to recover the Coulomb in-
teraction. As the defect, we choose a breather excitation, a
bound kink-antikink pair with individual kink widths λ = 5
and a kink-antikink separation 5λ, where the kink profile
is modeled via an integral over a normalized Lorentzian.
In Fig. 2, we display the Coulomb forces [in units of
s′′(1)] obtained from exact summation (blue), the contin-
uum approximation for ε = 1, and the lowest-order SEM
with the lattice contribution in Eq. (16b). We find that all
three computations yield the correct qualitative force be-
havior. The particles in the chain are drawn towards the
kink on the left, as it describes a delocalized particle-hole,
whereas the antikink on the right describes an excess par-
ticle in the chain, from which the remaining particles are
repelled. However, the integral approximation severely under-
estimates the absolute value of the forces. On the other hand,
the lowest-order nonlinear SEM correction offers a highly
precise approximation to the force sum, which is visually
indistinguishable from the exact result and can be efficiently
computed.

IV. MULTIATOMIC LATTICES

Previously, we have studied lattices with a single atom per
unit cell. In the following, we generalize our representation
and consider an n-atomic and �-periodic lattice L:

L =
n∑

j=1

(� + d j ),

where d j , j = 1, . . . , n are the positions of the atoms in-
side the unit cell. Hence, the n-atomic lattice L consists of
n sublattices, where each may consist of its own atomic
species, whose properties are described by different functions
g j , j = 1, . . . , n.
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A. Derivation of the representation

For simplicity, we focus on linear systems in the following;
the nonlinear case can, however, be treated in close analogy.
We consider the interaction energy U (x) of a test particle at
position x with the multiatomic lattice L:

U (x) =
n∑

j=1

∑
y∈(�+d j )

′ g j (y)

|y − x|ν .

In case that x ∈ L, the corresponding self-energy term is ex-
cluded. Now, we apply the SEM expansion in Eq. (9) for the
monoatomic lattice �, such that

U (x) =
n∑

j=1

(
1

V�

=
∫
Rd

g j (y)

|y − x|ν dy + Z reg
�,ν

∣∣∣∣x − d j
i∇
2π

∣∣∣∣ g j (x)

)

follows as the direct generalization of the corresponding U (x)
in the monoatomic case. We point out that the continuum ap-
proximation does not include the positions of the particles in
the unit cell. It rather describes the interaction of a test particle
immersed in n different continua with different properties.
The discrete structure of the lattice, the positions of the atoms
in the unit cell d j , and, in particular, the distance of the test
particle to its nearest neighbor, are fully encoded in the first
argument of the Epstein zeta function that describes the lattice
contribution.

A particularly simple case arises when all the particles in
the lattice are identical and hence g j = g. Then,

U (x) = n

V�

=
∫
Rd

g(y)

|y − x|ν dy +
n∑

j=1

Z reg
�,ν

∣∣∣∣x − d j
i∇
2π

∣∣∣∣g(x). (18)

Here, only a single integral needs to be computed, and the n
differential operators reduce to a single differential operator
acting on g. This situation appears, among others, in the case
of carbon atoms in diamond.

B. Example 3: Spin wave in a 3D pyrochlore lattice

As an example of the relevance of the lattice contribution
in a multiatomic system, we now consider a spin wave in a
three-dimensional Heisenberg spin lattice with dipolar long-
range interactions. The identical spins shall be arranged in the
pyrochlore crystal structure that exhibits n = 4 atoms per unit
cell. The lattice can be understood in terms of corner-sharing
tetrahedra (see Fig. 3), where each corner is occupied by a par-
ticle. Details on the crystal structure are given in Appendix C.

More than 20 years ago, spin ice, a magnetic analog to
water ice, was found in ferromagnetic pyrochlore materials
[68,69]. These systems are well described by classical spins
with strong Ising anisotropy [16,70] but with long-range dipo-
lar interactions, which play an important role in the origin
of the spin ice formation [71,72]. The discovery of magnetic
monopoles has brought spin ice to the attention of a wide
community [3,73–76], in which the dipole-dipole interaction
translates into an effective Coulomb interaction between mag-
netic monopoles [77]. This has also been the starting point for
many more investigations in such emergent systems, such as
artificial spin ice [78], quantum spin ice [79], monopole shot
noise [80], as well as recently engineering emergent quantum
electrodynamics [81] in spin ice materials.

FIG. 3. Pyrochlore lattice with n = 4 atoms per elementary lat-
tice cell (green parallelepiped). The atoms are placed at the corners
of the tetrahedra.

In the following, we focus on the classical model and
study the full long-range ferromagnetic dipole interaction. We
compute the forces that are exerted by a spin wave on a test
spin. We consider a spherical spin wave centered at x = 0 with
angular momentum axis e3, wavelength λ, and amplitude θ .
The spin vector S(x) can be modeled as

S(x) =

⎛
⎜⎝sin[θ (x)] cos(2π |x|/λ)

sin[θ (x)] sin(2π |x|/λ)
cos[θ (x)]

⎞
⎟⎠,

where the amplitude θ shall decay as

θ (x) = θ0e−|x|2/γ 2
.

For our paper, we make the parameter choice λ = 10, γ =
2.5 λ, and θ0 = 3/10. The spin wave is displayed in Fig. 4,
where we show a slice of the pyrochlore lattice around x3 = 0.
We now determine the interaction of the full lattice with a test
spin Sc = e3 positioned at x. The total dipole force reads

F(x) =
n∑

j=1

∑
y∈(�+d j−x)

′ g(y + x)

|y|5 ,

where

g(y + x) = Sc × {S(y + x)|y|2 − 3y[S(y + x) · y]}.
We now position the spin at

x = x0 + x
a1

|a1| ,

with x/|a1| an integer, such that x0 describes the position of
the test spin in the elementary lattice cell. In the following, we
position the test particle in the center of the elementary lattice
cell x0 = (a1 + a2 + a3)/2. We now approximate the dipole
in-teraction of the lattice with the test particle by means of the
SEM expansion from Eq. (18). Note that here only x0 enters as
an argument to the Epstein zeta function due to � periodicity.
We display the e2 component of the force as a function of x in
Fig. 4(b). The exact forces (blue) are precisely reproduced by
the SEM expansion (red). The integral approximation (black)
with ε = |a1| = 2, however, fails in describing the quanti-
tative and qualitative behavior. The same holds true if we
increase the wavelength to the macroscopic value λ = 105

in Fig. 4(c). In this case, exact summation is not available

043065-8



EXACT CONTINUUM REPRESENTATION OF LONG-RANGE … PHYSICAL REVIEW RESEARCH 5, 043065 (2023)

FIG. 4. (a) Spherical spin wave with origin at x = 0, wavelength
λ = 10, and amplitude θ = 3/10 in a three-dimensional pyrochlore
lattice; a slice through one elementary lattice cell around x3 = 0
is shown. (b) Dipole force along e2 on a test spin Sc = e3 posi-
tioned at x0 + xa1/|a1| with the position in the elementary lattice
cell x0 = (a1 + a2 + a3)/2 and the lattice vector a1 = −(1,

√
3, 0)

for λ = 10. The SEM expansion (red), including up to fourth-order
derivatives, faithfully reproduces the sum (blue), whereas the integral
approximation (black) with ε = |a1| fails. (c) Dipole force as in panel
(b) for a macroscopic wavelength λ = 105 where exact summation
becomes impossible. The results in panel (c) are symmetric around
x = 0 in contrast to panel (b) due to |x0| � λ.

anymore as the required summation task becomes impossible,
even on specialized hardware. The scaling of the remainder
of the SEM expansion, however, guarantees that the expan-
sion error falls off polynomially as λ increases, such that, in
particular for large λ, the SEM result is equivalent to exact
summation for all practical purposes. The force resembles the
rescaled result for the smaller wavelength in Fig. 4(b), where,
however, now the result is symmetric in x as |x0| � λ. Hence,

the SEM expansion offers a powerful tool for describing the
long-range dipole interaction in three-dimensional lattices.

In Appendix D, we show that our representation also al-
lows for the computation of the analytic quantum spin wave
dispersion relation in multiatomic lattices in arbitrary dimen-
sions. Here, we demonstrate that, depending on the system
dimension and the exponent of the interaction, anomalous
dispersion can occur, where the spin wave energy in the large
wavelength limit does not obey a |k|2 scaling anymore, which
significantly changes the behavior of the system and general-
izes recent results in one and two dimensions [82–84].

V. UNCONVENTIONAL SUPERCONDUCTIVITY
IN LONG-RANGE INTERACTING SYSTEMS

Superconductivity is a key macroscopic quantum phe-
nomenon in condensed matter physics. Recently, long-range
interactions have become a focus in the field of superconduc-
tivity, as they can play an important role in various different
systems.

In angle-resolved photoemission experiments on
the one-dimensional cuprate material Ba2−xSrxCuO3+δ ,
spectroscopic signatures indicate a nonlocal superconducting
glue [17]. Phonon-mediated long-range interactions may play
a critical role in understanding the pairing mechanism in
these unconventional superconductors beyond pure electronic
correlations [85].

In addition to their potential role in high-temperature su-
perconductivity, long-range interactions can also be induced
in THz nanoplasmonic cavities, in which the electrons cou-
ple strongly to external laser photons, inducing long-range
density-density interactions that can be controlled by tuning
the laser field [18,20].

Effective long-range interactions can also emerge in super-
conducting heterostructures, such as magnetic nanowires and
islands. By carefully designing these structures, it is possible
to create new states of matter that exhibit unique properties
such as topological superconductivity [19]. They might also
have a strong effect on Majorana zero modes, relevant for
topological quantum computing platforms [86,87].

So far, most theoretical work on superconductivity has
focused on short-range interactions, with the BCS theory
being the most widely accepted approach for explaining su-
perconductivity in various materials. This also applies to many
unconventional superconducting states, such as those found in
the cuprates [88]. If retardation effects are important, then the
Eliashberg theory is required (see, e.g., Ref. [89]) to which
our representation can be applied as well. Given the potential
role of long-range interactions, a theoretical description taking
these interactions into account is necessary to understand the
underlying effects and the mechanisms of superconductivity
in many systems.

In this section, we use our continuum representation in
Fourier space to derive a generalized BCS theory that applies
to any algebraically decaying long-ranged electron-electron
interactions V (z) ∼ |z|−ν . This theory provides a description
of the superconductor that is, within the mean-field approxi-
mation, exact for all choices of ν, especially for ν ≈ d where
standard approaches break down. We derive a generalized gap
equation valid for singlet and triplet pairing and also the time
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evolution of the superconducting state to describe nonequilib-
rium Higgs oscillations.

We apply this approach to calculate the phase diagram
of a 2D BCS superconductor with long-range interactions
as a function of the long-range interaction strength, the on-
site interaction strength, and the decay exponent. We find a
rich phase diagram with unconventional s-, p-, and d-wave
pairings and quantum-critical, continuous phase transitions.
Our theory naturally avoids unphysical divergences occurring
within the continuum approximation at ν = d , allowing us to
make predictions for interactions with general ν that can be
created experimentally in THz cavities [18,20], guiding the
search for exotic phases of matter.

We also calculate nonequilibrium Higgs oscillations in
various phases, demonstrating the powerfulness of our ap-
proach for nonequilibrium dynamics. The Higgs mode is a
solid-state analog to the famous Higgs particle and has been
measured experimentally using intense terahertz pulses in
conventional s-wave superconductors [90–92]. Recent exper-
imental progress focused on Higgs modes in unconventional
superconductors and multiband superconductors [93–96] as
well as Higgs modes in light-induced superconductors [97,98]
with various theoretical predictions concerning classification
as well as nonequilibrium signals of Higgs modes [99–112].

A. Model introduction and continuum
representation in Fourier space

We assume that the electrons are tightly bound to the ions
on a lattice � with a Hamiltonian

H = H0 + Hint.

Here H0 describes hopping between neighboring lattice sites
at rate τ > 0 (h̄ = 1):

H0 = −τ

2

∑
σ

∑
x∈�

d∑
i=1

(c†
σ,xcσ,x+A�ei + H.c.),

with c†
σ,x and cσ,x the creation and annihilation operators for

an electron with spin σ ∈ {↑,↓} at lattice site x. Additionally,
we consider an isotropic electron-electron interaction,

Hint = 1

2

∑
σ,σ ′

∑
x,y∈�

c†
σ,xc†

σ ′,x−yVσσ ′ (y)cσ ′,x−ycσ,x,

with an on-site interaction

Vσσ ′ (0) = −Cσσ ′ � 0,

where Cσσ ′ ∝ δσ,−σ ′ , and a power-law long-range interaction

Vσσ ′ (y) = −Uσσ ′
1

|y|ν � 0, y 	= 0,

with constants Cσσ ′,Uσσ ′ � 0 corresponding to an attractive
potential. We then proceed by writing the operators in Fourier
space:

cσ,x = √
V�

∫
E∗

e2π ik·xcσ (k) dk,

with E∗ the first Brillouin zone. The Fourier transform diago-
nalizes the quadratic hopping Hamiltonian,

H0 =
∑

σ

∫
E∗

ξ (k)c†
σ (k)cσ (k) dk,

with the electron dispersion relation in the normal state:

ξ (k) = −τ

d∑
i=1

cos(k · A�ei ).

The singular interaction in real space is transformed into an in-
tegral over the Epstein zeta function in Fourier space, namely,

Hint = − V�

2

∑
σ,σ ′

∫
E∗

∫
E∗

=
∫

E∗

(
Cσσ ′ + Uσσ ′Z�,ν

∣∣∣∣0q
∣∣∣∣
)

× c†
σ (k + q)c†

σ ′ (k′ − q)cσ ′ (k′)cσ (k) dq dk dk′.

We now apply the following mean-field approximation,
replacing the product of the four operators above by

[c†
σ (k + q)c†

σ ′ (k′ − q) − 〈c†
σ (k + q)c†

σ ′ (k′ − q)〉]
× [cσ ′ (k′)cσ (k) − 〈cσ ′ (k′)cσ (k)〉] ≈ 0,

where 〈A〉 = 〈ψ |A|ψ〉 denotes the expectation value of an op-
erator A in the ground state |ψ〉. In the following, we assume
that the state has zero momentum,

〈cσ ′ (k′)cσ (k)〉 ≈ δ(k + k′)ασσ ′ (k),

with the correlation matrix α given by

ασσ ′ (k) =
∫

E∗
〈cσ ′ (k′)cσ (k)〉 dk′.

Noting that c†
σ,k is �∗ periodic in k, we can make the substitu-

tion k → k − q. This allows us to rewrite the full Hamiltonian
as

H =
∑

σ

∫
E∗

ξ (k)c†
σ (k)cσ (k) dk

− 1

2

∑
σ,σ ′

∫
E∗

(�σσ ′ (k)c†
σ (k)c†

σ ′ (−k) + H.c.) dk.

Here, �(k) ∈ C2×2 is the superconducting gap matrix:

�σσ ′ (k) = V� =
∫

E∗

(
Cσσ ′ + Uσσ ′Z�,ν

∣∣∣∣0q
∣∣∣∣
)

ασσ ′ (k − q) dq.

Note that the gap matrix depends on the correlation matrix α,
which is determined by the current state of the superconduc-
tor.

Any simple discretization of the above integral is bound to
lead to errors on a qualitative level due to the singularity of
the Epstein zeta function at q = 0. This problem is overcome
by using the continuum representation in Fourier space. To
this end, the zeta function is separated into the singular part at
q = 0 and the well-behaved regularized Epstein zeta function:

Z�,ν

∣∣∣∣0q
∣∣∣∣ = ŝν (q)

V�

+ Z reg
�,ν

∣∣∣∣0q
∣∣∣∣

with ŝν (q) ∝ |q|ν−d the Fourier transform on Rd of the in-
teraction [see Eq. (7)]. The splitting in continuum and lattice
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contributions then reads

�(k) = I�(k) + Z�(k),

with

I�(k) = =
∫

E∗
[Cσσ ′ + Uσσ ′ ŝν (q)]ασσ ′ (k − q) dq,

Z�(k) =V� =
∫

E∗

(
Cσσ ′ + Uσσ ′Z reg

�,ν

∣∣∣∣0q
∣∣∣∣
)

ασσ ′ (k − q) dq.

Subsequently, the smooth regularized Epstein zeta function
can be expanded in an absolutely convergent Taylor series
in q around 0, corresponding to the expansion of the lattice
contribution in terms of higher-order derivatives in real space.
Fourier space, however, offers the advantage that all orders
can be included simultaneously. A special quadrature must be
applied to integrate the singularity in the continuum contribu-
tion faithfully. This can, for instance, be achieved through a
Duffy transformation. More details on computational aspects
are given in Appendix F.

B. Generalized long-range BCS gap equation

We now determine the spectrum of H(k), diagonalize the
Hamiltonian, and determine the equation for the stationary su-
perconducting gap matrix. We first define an auxiliary vector
� that includes the fermionic operators:

�(k) = (c↑(k), c↓(k), c†
↑(−k), c†

↓(−k))T .

After removing a constant term and using that ξ (−k) = ξ (k),
we can cast the Hamiltonian in the form

H =
∫

E∗

1

2
�†(k)H(k)�(k) dk,

with

H(k) =
(

ξ (k)12 −�(k)
−�†(k) −ξ (k)12

)
, � =

(
�↑↑ �↑↓
�↓↑ �↓↓

)
.

The energy spectrum of the Hamiltonian includes four
branches ±E1(k) and ±E2(k), where E1 and E2 are the eigen-
values of the matrix operator

E [�] =
√

ξ 212 + �†�.

We subsequently determine the ground state of the su-
perconductor. To this end, we diagonalize the Hamiltonian
through a standard Bogoliubov transformation and determine
the ground state, details of which are given in Appendix E.
The ground state is then fully determined by the density ma-
trix ρ,

ρi, j (k) = 1

2
=
∫

E∗
〈ψBCS|�†

j (k′)�i(k)|ψBCS〉 dk′,

that includes all two-body correlations. In particular, we can
identify α(k)/2 as the 2 × 2 block matrix on its upper right.
The density matrix in the ground state reads

ρ = 1

4

(
12 − ξE [�†]−1 �E [�]−1

�†E [�†]−1 12 + ξE [�]−1

)

and hence we find for the correlation matrix α that

α[�] = 1
2�E [�]−1,

with the symmetry constraint

α[�](k) = −α[�]T (−k)

that is imposed by the fermionic anticommutation relations.
We arrive at the generalized BCS gap equation,

�σσ ′ (k) = V� =
∫

E∗

(
Cσσ ′ + Uσσ ′Z�,ν

∣∣∣∣0q
∣∣∣∣
)

ασσ ′[�](k − q)dq,

that is valid for any lattice, any power-law interaction, and
any space dimension. In the following, we focus on spin-
independent interactions Uσσ ′ = U0 � 0 and Cσσ ′ = C0 � 0,
where the generalized gap equation takes the form

�(k) = V� =
∫

E∗

(
C0 + U0Z�,ν

∣∣∣∣0q
∣∣∣∣
)(

1

2
�E [�]−1

)
(k − q)dq.

(19)

Among all solutions to the above gap equation, the solution
associated with the lowest energy forms the ground state. This
energy is found by collecting all constant energy contributions
in the above derivation. After inserting the stationary gap
equation above, the energy follows compactly as

EGS = N

2

∫
E∗

Tr

(
1

2
�E [�]−1�† + ξ12 − E [�]

)
(k) dk,

(20)
with N an extensive constant proportional to the number of
sites.

C. Nonequilibrium dynamics

We now determine the time evolution of the operators � in
the Heisenberg picture. The Heisenberg equations of motion
for the fermionic operators are given by

i
∂

∂t
�t (k) = [�t (k), Ht ] = Ht (k)�t (k).

As the Hamiltonian is bilinear in the creation and annihilation
operators, we can write �t = Ut�0, with the time evolution
operator Ut (k) ∈ C4×4 and U0(k) = 1 the identity matrix.
This implies for the time evolution of the density matrix that

ρt = Utρ0U
†
t ,

where αt/2 is the block on the upper right. The superconduct-
ing gap at time t follows from the correlation matrix as

�t (k) = V� =
∫

E∗

(
C0 + U0Z�,ν

∣∣∣∣0q
∣∣∣∣
)

αt (k − q)dq.

Finally, the time evolution operator itself obeys the nonlinear
differential equation

i
∂

∂t
Ut = H[�t ]Ut .

The numerical solution of the generalized BCS gap equa-
tion and the time evolution of the condensate is discussed in
Appendix F.

D. Pairing structure

In triplet systems, it is convenient to represent the
gap matrix � in the form introduced by Balian and
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FIG. 5. (a) Zero temperature phase diagram for a 2D superconductor, including both singlet and triplet pairing, with power-law electron-
electron interactions and lattice structure � = Z2 as a function of the interaction exponent ν and the interaction strength U0 for a fixed onsite
interaction C0 = 0.75. The dashed line represents the phase boundary for C0 = 0 where only the d-wave and chiral (d + p)-wave phases exist.
All transitions are continuous up to the transition between the phases d + s and d + p, which is of first order. (b) Gap matrix in the d + s phase
for ν = 2.01 and U0 = 0.6. (c) Gap matrix in the chiral d + p phase for ν = 2.01 and U0 = 0.8.

Werthamer [88,113],

� =
(−dx + idy dz + ψ

dz − ψ dx + idy

)
,

with d = (dx, dy, dz )T an odd function that describes the
triplet channel and ψ an even function associated with the
singlet channel. A numerical analysis of the solutions in (19)
and their energies in (20) shows that the gap matrix in the
ground state can be brought in the form

ψ ∈ R, id ∈ R3.

Hence d is purely imaginary if ψ is chosen as real [which is
possible due to U(1) symmetry of the gap function].

Under these conditions, the energy bands degenerate:

Ei =
√

ξ 2 + |ψ |2 + |d|2, i = 1, 2.

Furthermore, energy and gap equations are invariant under
real orthogonal transformations of d. For solutions with finite
d, we find that the pairing in the ground state is always such
that

dy(k1, k2) = −dx(k2, k1), dz = 0,

after a suitable orthogonal transformation. Regarding the sym-
metry properties of d, we have that

dx(k1, k2) ≈ i sin(2πk1)

and thus �†� is proportional to the identity matrix. The
associated pairing is called unitary [88].

E. Emergence of exotic long-range
induced superconducting phases

We now determine the phase diagram of a 2D supercon-
ductor on a square lattice � = Z2 with power-law long-range
interactions. In the following, we assume a spin-independent
interaction strength Uσσ ′ = U0 � 0 and same for the
onsite-interaction strength Cσσ ′ = C0 � 0. We vary the power
law’s interaction exponent ν and U0 for fixed values of the
onsite interaction C0. The arising phases and their transitions
are displayed in Fig. 5.

We first discuss the case of vanishing on-site interaction
C0 = 0, where only two phases (green and red) separated
by the dashed line occur. For the well-studied case of
nearest-neighbor interactions, ν → ∞, the ground state ex-
hibits d-wave symmetry [green, below dashed line, ψ (k) ∼
cos(2πk1) − cos(2πk2)]. In addition, the two degenerate en-
ergy bands Ei(k) exhibit nodes along the Fermi surface that
are energetically costly yet are unavoidable due to the sym-
metry prescribed by the d-wave solution.

The situation changes significantly when long-range inter-
actions are present. A quantum-critical transition (dashed line)
to a new phase (red, above dashed line) occurs for long-range
interaction with finite ν. To avoid the energetically costly band
nodes, a p-wave solution in the triplet channel accompanies
the d-wave solution in the singlet channel. The exotic phase
emerges purely due to the long-range interaction and is topo-
logically nontrivial. In the chiral phase, two degenerate bands
with Chern numbers ±1 appear, where the degeneracy can be
lifted by applying an arbitrarily small magnetic field.

Two additional phases emerge in the global phase dia-
gram if a nonzero on-site interaction is added (C0 = 0.75).
For vanishing U0, the case of pure on-site interaction, the
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superconductor assumes standard s-wave symmetry (blue,
ψ ∼ const). As U0 increases, a continuous transition to a
mixed state (yellow) occurs where a d-wave solution builds
up in the imaginary part of ψ in addition to the real-valued
s-wave solution [up to U(1) symmetry]. This solution again
avoids the nodes of the pure d-wave symmetry and adapts
itself to the long-range interaction. As the strength of the
long-range interaction increases, we find that the s-wave con-
tribution falls off while the d-wave contribution builds up.
Depending on the interaction exponent ν, two different tran-
sitions may take place: If ν is sufficiently small, a first-order
transition to the chiral (d + p)-wave phase (red) occurs. On
the other hand, if ν is sufficiently large, a continuous transition
to the nodal d-wave phase (green) takes place. Note that the
discontinuous transition between the d + s to d + p phases
can be avoided by first making a continuous transition to the
d-wave phase and another continuous transition to the chiral
d + p phase by suitably tuning U0 and ν.

When examining the gap solution as a function of k, we
find cusps when approaching the Fermi surface in all phases.
In the chiral phase d + p phase, the p-wave contribution ex-
hibits peaks at the former location of the d-wave nodes. This
fast variation of the solution along the Fermi surface becomes
more and more pronounced as the range of the interaction
and its strength increase. The cusps in the gap solution are
likely to alter the transport and thermodynamic properties of
the superconductor. Another publication will be devoted to
their study.

F. Tunable mode stability in nonequilibrium Higgs spectroscopy

After studying exotic emergent phases due to long-range
interactions in the last section, we now evaluate the impact
of these interactions on the dynamical properties of the su-
perconductor. In the following, we excite Higgs oscillations
of the condensate through a sudden quench and analyze the
arising nonequilibrium dynamics.

Detecting the faint signal of the Higgs mode in super-
conductors is a challenging experimental task, as the mode
does not couple linearly to electromagnetic fields. Neverthe-
less, Higgs spectroscopy holds large promise. It has been
recently shown that the spectrum of the Higgs mode can reveal
the symmetry properties of unconventional superconductors
[110], allowing for a deeper understanding of how exotic
superconductors acquire their properties.

We now perform a sudden quench in the s-wave phase with
C0 = 1.5 and U0 = 1, changing C0 → (1 − q)C0, U0 → (1 −
q)U0 with a quench parameter q = 10−2. We then determine
the time evolution of the condensate and evaluate the s-wave
order parameter �s defined as

�s = V�

∣∣∣∣
∫

E∗
�↑↓(k) dk

∣∣∣∣.
The resulting Higgs oscillations of �s are displayed in
Fig. 6(a) for ν = 1.61 (blue curve), ν = 2.01 (yellow), and
ν = 3.01 (red). Here we have centered the curves around the
mean value of the oscillation �∞. We find that, for ν = 3.01
and 2.01, the long-range interactions lead to a fast decay of the
amplitude a(t ) of the Higgs oscillation where both algebraic

FIG. 6. (a) Higgs oscillation of a 2D superconductor in the s-
wave phase for C0 = 1.5, U0 = 1 for the exponents ν = 1.61 (blue),
ν = 2.01 (yellow), and ν = 3.01 after suddenly reducing C0 and U0

by a quench factor (1 − q) with q = 10−2. The blue curve shows
Higgs stabilization due to long-range interactions, while the yellow
and red curves display exponential decay of the oscillation ampli-
tude. (b) Power spectrum of the Higgs oscillation with parameters
as in panel (a). (c) Higgs mode frequency in units of the minimum
dispersion relation after the quench Emin as a function of ν (red).
Above the gray line, the Higgs oscillation decays exponentially,
whereas below the line it is stabilized.

and exponential contributions are present, with

a(t ) ∼ t−αe−βt .

The black dashed curves in Fig. 6(a) display the corre-
sponding fits to the oscillation maxima. In contrast to the
standard t−1/2 decay [114], which we recover for U0 = 0, the
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long-range interaction can destabilize the Higgs mode. As the
range of the interaction is increased, the decay coefficient β

decreases monotonically. When ν becomes smaller than a cer-
tain threshold value νcrit , the long-range interactions stabilize
the Higgs mode as displayed in the blue curve for ν = 1.61.

In Fig. 6(b), we display the power spectrum of the oscil-
lation. Here the frequency is shown in units of 2Emin, where
Emin is the minimum quasiparticle dispersion relation

Emin = min
k

E (k)

and where 2Emin coincides with the Higgs oscillation fre-
quency for vanishing interaction (U0 = 0). The broadening of
the spectral peaks reflects the increasing damping of the Higgs
mode as ν increases.

Recently, it has been found that Higgs oscillations can be
stabilized by infinite-ranged interactions (ν = 0) [21], leaving
the question unanswered of what effect realistic interactions
with ν > 0 have on the Higgs mode’s decay. Using our
toolset, we find that with long-range interactions, the decay
of the Higgs mode can be tuned. For sufficiently large ν,
the decay of the Higgs mode is accelerated compared to
the well-known t−1/2 decay and includes both algebraic and
exponential contributions. Only below a certain value of ν

the Higgs mode becomes stable. The origin of the tunability
of the Higgs mode’s stability is explained in Fig. 6(c). We
show the Higgs frequency as a function of the interaction
exponent ν. Destabilization of the Higgs mode occurs as
soon as the Higgs mode’s frequency exceeds the minimum
frequency of the quasiparticle spectrum (gray line). The mode
is pushed into the quasiparticle spectrum in contrast to the
case of no long-range interaction (U0 = 0), where the Higgs
mode merely lies at its boundary. Being now placed inside
this spectrum, the coupling to the quasiparticles is enhanced,
which creates additional exponential damping. If ν is smaller
than the threshold value, the Higgs mode and quasiparticle
spectrum are pushed apart, and a gap opens between them.
This leads them to become decoupled, and hence the Higgs
mode remains stable.

VI. CONCLUSIONS AND PERSPECTIVES

Long-range interacting systems, both on a lattice and in
the continuum, are highly relevant as they transcend our un-
derstanding of short-range physics. Among others, it is well
known that these systems can exhibit nonlocal correlations
that can alter critical exponents continuously, driving the sys-
tem to completely novel phases with many open questions
[115–124]. They are actively being explored in experiment
[2,125–130] with potential applications in quantum comput-
ing and quantum simulation [61,131,132].

The problem of establishing the connection between the
long-range interacting lattice problem and the associated con-
tinuum field theory has so far only been approached for
specific systems, and the validity of this connection has
often remained questionable. Among others, arbitrary ultra-
violet cutoffs must be introduced to make the field theory
well defined, hence introducing free parameters in theory.
Furthermore, the continuum limit tends to break down in
the case where the interaction exponent matches the system

dimension, e.g., in long-range interacting quantum magnetic
systems, where new types of quantum phases and phase tran-
sitions have been conjectured [11].

This paper solves the above-mentioned problem and estab-
lishes the previously elusive connection for a very broad set
of physical systems. For any number of space dimensions,
for any lattice with any number of atoms per unit cell, for
any power-law interaction, and both for linear and nonlinear
systems, we provide an exact representation of long-range
interacting lattice problems in terms of their associated con-
tinuum theories and vice versa. This representation can then
either be used as an analytical tool or as a numerical method
aiming at advancing our understanding of the critical behavior
of both quantum and classical systems with long-range inter-
actions. Provided that the function g describing the properties
of the lattice, e.g., spin or particle displacement, varies suf-
ficiently slowly, the lattice problem can be separated into a
continuum contribution and a lattice contribution. The lattice
contribution can be written in terms of a differential operator
based on the Epstein zeta function, the generalization of the
Riemann zeta function to multidimensional oscillatory lattice
sums. Along with this paper, we provide an implementation of
Epstein zeta for arbitrary lattices in the Supplemental Material
[22] and on GitHub [23]. Using finite order approximations
to this differential operator, we can compute singular lattice
sums with excellent precision and at the numerical cost of an
integral approximation.

We benchmark our method, computing energies or forces
in three physical examples: studying Skyrmions in a 2D clas-
sical Heisenberg spin lattice with dipolar interactions, kinks in
an ion chain with the nonlinear Coulomb interaction, as well
as spin waves in a three-dimensional pyrochlore lattice with
dipole interactions. In all three cases, our representation yields
an excellent agreement with exact summation in contrast to
the standard integral approximation. We show that the lattice
contributions are needed to obtain reliable results, whereas, in
the case of the pyrochlore lattice, the continuum approxima-
tion even fails in reproducing the correct qualitative behavior.

As the key application of our method, we solve the im-
portant problem of understanding unconventional supercon-
ductors with long-range interactions. Using our representation
in Fourier space, we derive a generalized BCS equation for
the superconducting gap matrix that is valid for all power-law
interactions and both singlet and triplet pairing. The Epstein
zeta function, which encodes the information about the mi-
croscopic structure of the material, is of critical importance
here and enters as an integral kernel in the gap equation.
We demonstrate that including long-range interactions leads
to a rich phase diagram with unconventional s, d , d + s,
and d + p phases separated by quantum-critical continuous
transitions. In the d + s and d + p phases, the superconduc-
tor chooses an exotic pairing structure to avoid energetically
costly nodes in the quasiparticle dispersion relation. Here,
the d + p phase is topologically nontrivial. As the strength
and range of the long-range interaction increase, the super-
conducting gap forms sharp features along the Fermi surface.
The implication of these features on the physical properties of
the superconductor, such as transport properties, remains an
open question that will be answered in future publications. We
subsequently analyze the impact of long-range interactions
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on the nonequilibrium behavior of superconductors in the
s-wave phase by spectroscopy of Higgs oscillations after a
sudden quench. In contrast to previous works, we show that
the interactions can tune the decay behavior of the Higgs
mode’s amplitude. For interactions that fall off sufficiently
fast, the interactions lead to an exponential decay of the oscil-
lations, whereas sufficiently long-ranged interactions stabilize
the mode. This behavior arises from the Higgs mode either
being incorporated into the quasiparticle spectrum, increasing
their coupling, or being separated from it, removing their
coupling.

Applying the continuum representation and the SEM to
unconventional superconductivity opens up numerous possi-
bilities for further investigations. The properties of the arising
exotic phases and the impact of long-range interactions on
topological properties and edge states are particularly in-
teresting. Using our representation in real space will allow
investigating superconductors with impurities, vortices, or
boundaries. A noteworthy area of research is the study of Ma-
jorana modes in vortices and their interplay with long-range
interactions.

We have shown an example of Higgs spectroscopy with
realistic long-range interactions in the s-wave phase. Further
investigations will examine the nonequilibrium behavior of
the condensate’s oscillations in the exotic phases. Here, the
interplay between the different symmetries and their oscilla-
tion modes is of interest.

Looking further, we can use our representations on any
quantum system on a lattice within the mean-field approx-
imation. Direct applications to magnetic systems, where
long-range interactions can be created and tuned in tera-
hertz nanoplasmonic cavities, come to mind. We consider it
worthwhile to investigate the quantum critical behavior of
long-range Ising chains in a transverse field, especially when
the interaction exponent equals the system dimension where
new phases of matter are being expected but where standard
approaches reach their limits [11].

On the methodical side, different extensions of our repre-
sentation are possible. For finite systems, geometry-dependent
terms arise, which can be described within our method as well
[14]. These terms can be of relevance, e.g., in mesoscopic
systems or in quantum-Hall type topological materials that
can exhibit solitonlike edge states [133]. Finally, we aim to
combine the continuum representation in Fourier space with
diagrammatic methods, such as the T-matrix approach [134],
to investigate quantum systems beyond the mean-field approx-
imation.
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APPENDIX A: HADAMARD INTEGRAL

The Hadamard finite-part integral is the natural extension
of the standard integral to functions that exhibit noninte-
grable power-law singularities (see the original publication of
Hadamard [135] or Ref. [26]). Here, we follow the notation of
Ref. [15]. For

fx(y) = g(y)

|y − x|ν ,

with g sufficiently differentiable, the Hadamard integral of fx

over a domain � is defined by subtracting the Taylor series of
g up to order

kmax = �Re(ν) − d�,
with �x� the largest integer smaller than or equal to x. The
Hadamard integral reads

=
∫

�

fx(y) dy = lim
ε→0

( ∫
�\Bε (x)

fx(y) dy − (
Hν,εg

)
(x)

)
,

with the differential operator

Hν,ε =
kmax∑
k=0

1

k!

∫
Rd \Bε

(y · ∇)k

|y|ν dy, ν ∈ C \ (N + d ).

For Re(ν) < d , the Hadamard integral coincides with the
standard integral; otherwise, it forms its meromorphic con-
tinuation in ν. For the special cases ν ∈ (N + d ), we can
define the Hadamard integral uniquely up to derivatives of the
function g of order ν − d . We can choose

Hν,ε =
kmax−1∑

k=0

1

k!

∫
Rd \Bε

(y · ∇)k

|y|ν dy

+ 1

kmax!

∫
B1\Bε

(y · ∇)kmax

|y|ν dy.

Other choices for the Hadamard integral for these special
cases can be obtained by replacing the ball B1 with a suffi-
ciently regular neighborhood of y = 0.

APPENDIX B: NUMERICAL INTEGRATION

For the computation of the Hadamard integrals appear-
ing in this paper, we first use spherical coordinates to split
the integration over Rd into a nonsingular integral over the
unit sphere Sd−1 and a singular radial integral. The goal is
now to approximate the integral by a finite sum of suitably
weighted point evaluations of the integrand so that the error
falls off exponentially with the number of points. This par-
ticular choice of evaluation points and weights is called the
numerical integration (or quadrature) rule. In the following,
the desired convergence is achieved by combining trapezoidal
and Gauss quadrature rules [136]. The integral over the unit
sphere is computed by the trapezoidal rule for d = 2 and a
tensor product of trapezoidal and Gauss rules for d = 3. The
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radial integral is computed by a specialized Gauss quadrature.
For the general case of

=
∫ ∞

0
r−ν+d−1g(r) dr

with a quickly decaying function g, we first restrict the in-
tegration domain to the finite interval [0, R], assuming that
the integrand falls off fast enough such that the integral over
[R,∞) can be neglected. By the definition of the Hadamard
integral in Sec. A we can express the above integral as an
ordinary integral, provided we subtract the Taylor expansion
p of g with sufficiently high order:

I =
∫ R

0
r−ν+d−1[g(r) − p(r)] dr.

Now, g(r) − p(r) = rkmax+1h(r) with h(r) bounded as r → 0,
so I is an integral over h with integrable weight. After a
change of variables,

I = c
∫ 1

0
r−ν+d+kmax h(Rr) dr,

with c = R−ν+d+kmax+1. For the computation of this integral,
we employ the Gauss-Jacobi rules, exponentially convergent
quadrature rules for integrals of the form∫ 1

0
rα f (r) dr

with α > −1. The nodes r j and weights w j , j = 1, . . . , m, of
this scheme for fixed α can be efficiently precomputed and
stored. An implementation of the associated algorithm can
be found in our code, which is provided in the Supplemental
Material [22] and on our GitHub repository [23]. Choosing
α = −ν + d + kmax, the integral is computed via

I ≈ c
m∑

j=1

w jh(Rr j ) = c
m∑

j=1

w j

rkmax+1
j

[g(Rr j ) − p(Rr j )],

thus obtaining a quadrature rule for the Hadamard integral that
involves point evaluations of g and its derivatives.

APPENDIX C: PYROCHLORE LATTICE STRUCTURE

The lattice vectors of the pyrochlore lattice structure are
given by

a1 = −
⎛
⎝ 1√

3
0

⎞
⎠, a2 =

⎛
⎝ 1

−√
3

0

⎞
⎠, a3 =

⎛
⎝ 1

−2/
√

3
2
√

2/3

⎞
⎠,

and the positions of the n = 4 atoms in the elementary lattice
cell read d1 = 0:

d2 =
⎛
⎝−1

0
0

⎞
⎠, d3 = −

⎛
⎝ 1/2√

3/2
0

⎞
⎠, d4 = −

⎛
⎝ 1/2

1/(2
√

3)√
2/3

⎞
⎠

(see Ref. [137]).

APPENDIX D: ANOMALOUS QUANTUM
SPIN-WAVE DISPERSION

We now determine the quantum dispersion relation for
linear spin waves in an n-atomic lattice with ferromagnetic
long-range interactions. The system Hamiltonian reads

H = −J

2

n∑
i, j=1

′ ∑
x,y∈�

Sx,i · Sy, j

|(x + d i ) − (y + d j )|ν

with Sx,i the spin operator for the site x + d i. The scalar
product of the spin operators can be conveniently written in
the representation

Sx,i · Sy, j = Sz
x,iS

z
y, j + (S+

x,iS
−
y, j + S−

x,iS
+
y, j )/2,

with S+
x,i = Sx

x,i + iSy
x,i and S−

x,i = Sx
x,i − iSy

x,i. Under the stan-
dard Holstein-Primakoff transformation, the spin operators
are cast in terms of the bosonic creation and annihilation
operators a†

x,i and ax,i:

Sz
x,i = −S + a†

x,iax,i, S+
x,i = a†

x,i

√
2S − a†

x,iax,i,

S−
x,i = (S+

x,i )
†.

In the large S limit, restricting the Hilbert space to states where
〈a†

xax〉/S � 1, we can replace the Hamiltonian by

H = JS
n∑

i, j=1

∑
x,y∈�

′ a†
x,iax,i + a†

x,iax+y, j

|y − (d i − d j )|ν ,

where we have discarded the constant ground state energy.
Subsequently, we write the annihilation operators for each
sublattice in Fourier space:

ax,i = √
V�

∫
E∗

e2π ik·(x+d i )ak,i dk

with E∗ = (A−1
� )T [−1/2, 1/2]d the first Brillouin zone. Using

that

V�

∑
x∈�

e−2π ik·x = δk, k ∈ E∗,

with δk the Dirac delta distribution, we then find that

H =
∫

E∗

n∑
i, j=1

[B(k)]i, ja
†
k,iak, j dk

with the Hermitian matrix B(k) ∈ Rn×n:

[B(k)]i, j = JS

(
n∑

m=1

δi, jZ�,ν

∣∣∣∣d i − dm

0

∣∣∣∣
− e2π i(d i−d j )·kZ�,ν

∣∣∣∣d i − d j

k

∣∣∣∣
)

,

with δi, j the Kronecker delta. In an n-atomic lattice, the
spectrum of the Hamiltonian H then exhibits n bands, which
follow from the eigenvalues of B:

h̄ωi(k) = Eig[B(k)]i, i = 1, . . . , n,

with Eig the vector of eigenvalues and where h̄ωi are the band
energies. In the case of a monoatomic lattice, this reduces to
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the simple relation:

h̄ω(k) = JS

(
Z�,ν

∣∣∣∣00
∣∣∣∣ − Z�,ν

∣∣∣∣0k
∣∣∣∣
)

.

In the long-wavelength limit, we obtain

h̄ω(k) ≈ JS

(
− ŝ(k)

V�

− 1

2
(k · ∇y)2Z reg

�,ν

∣∣∣∣0y
∣∣∣∣
∣∣∣∣
y=0

)
,

with corrections of order O(k4). Here the typical O(k2) scal-
ing is observed in case that Re(ν) > d + 2. On the other hand,
for Re(ν) < d + 2, the Fourier transform of the interaction
[see Eq. (7)] dominates and we have

ω(k) ∼ |k|ν−d ,

leading to an anomalous dispersive behavior of the spin lattice
due to the long-range interaction. Our result can be applied to
lattices in any dimension and for any interaction exponent ν.
In particular, it generalizes results that have been previously
obtained for d = 1 in Ref. [82] where anomalous behavior
was predicted for an antiferromagnetic spin chain with long-
range interactions 1 < Re(ν) < 3 as well as similar results
in the long-range transverse Ising chain [84]. Furthermore, it
captures the linear scaling of the dispersion relation observed
in a d = 2 spin lattice with dipolar interactions in Ref. [83].

APPENDIX E: BOGOLIUBOV TRANSFORMATION

In this section, we provide details on the diagonalization
of the Hamiltonian in Sec. V B. Using the singular value
decomposition of �, namely,

� = U�V †,

with U,V ∈ C2×2 unitary and � = diag(σ1, σ2) the diagonal
matrix that contains the non-negative singular values σi of �,
we find the energy bands:

Ei(k) =
√

ξ 2(k) + σ 2
i (k).

From the gap matrix symmetry �(k) = −�T (−k), it follows
that σi and hence Ei are centrosymmetric:

σi(−k) = σi(k), Ei(k) = Ei(−k).

After setting

ui =
√

1

2

(
1 + ξ

Ei

)
, vi =

√
1

2

(
1 − ξ

Ei

)
,

and u = (u1, u2)T , v = (v1, v2)T , we find that the matrix

B = B0B1B2 =
(

U 0
0 V

)(
diag(u) −diag(v)

−diag(v) −diag(u)

)

×
(
12 0
0 U †(k)V ∗(−k)

)

diagonalizes H. Here the matrix B0 renders H block diagonal
and real,

B†
0HB0 =

(
ξ12 −�

−� −ξ12

)
,

the second matrix diagonalizes H, while the third matrix
ensures that γ only includes two fermionic operators γ1 and
γ2 where

γ (k) = (γ1(k), γ2(k), γ †
1 (−k), γ †

2 (−k))T = B†(k)�(k),

while leaving the diagonal form of H unchanged. The full
transformation reads

B†HB = diag(E1, E2,−E1,−E2).

The Hamiltonian then reads

H = 1

2

2∑
i=1

∫
E∗

Ei(k)γ †
i (k)γi(k)

− Ei(k)γi(−k)γ †
i (−k) dk.

After discarding a constant term, we hence find

H =
2∑

i=1

∫
E∗

Ei(k)γ †
i (k)γi(k) dk,

and the BCS ground state is the vacuum in the new operator
basis:

|ψBCS〉 = |vac〉.
After inserting the time evolution in the basis of the original
fermionic operators

�(k) = U (k)B(k)γ (k)

into the definition of the density matrix

ρi, j (k) = 1

2
=
∫

E∗
〈ψBCS|�†

j (k′)�i(k)|ψBCS〉 dk′

we find that

ρ(k, t ) = B(k)

(
0 0
0 12

)
B†(k),

where the above zeros denote the 2 × 2 zero matrix. Then

ρ = 1

2

(
Udiag(v)2U † Udiag(u)diag(v)V †

V †diag(u)diag(v)U V diag(u)2V †

)
.

After noting that

u2
i = 1

2
+ ξ

2Ei
, v2

i = 1

2
− ξ

2Ei
, uivi = σi

2Ei
,

the density matrix ρ follows as

1

4

⎛
⎜⎝12 − Udiag

(
ξ

E1
,

ξ

E2

)
U † Udiag

(
σ1
E1

, σ2
E2

)
V †

V diag
(

σ1
E1

, σ2
E2

)
U † 12 + V diag

(
ξ

E1
,

ξ

E2

)
V †

⎞
⎟⎠,

which can be brought in the compact form

ρ = 1

4

(
12 − ξE [�†]−1 �E [�]−1

�†E [�†]−1 12 + ξE [�]−1

)
.
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Collecting all constant energy contributions allows us to
compute the ground state energy as

EGS = N

2

∑
σσ ′

∫
E∗

V�

∫
E∗

(
Cσσ ′ + Uσσ ′Z�,ν

∣∣∣∣0q
∣∣∣∣
)

× ασσ ′ (k − q)α∗
σσ ′ (k) dq dk

+ N

2

∫
E∗

Tr
(
ξ12 − E [�]

)
(k) dk,

with N an extensive constant proportional to the number of
sites.

APPENDIX F: NUMERICAL SIMULATION OF
UNCONVENTIONAL SUPERCONDUCTORS

The numerical simulation of unconventional supercon-
ductors with long-range interactions poses several numerical
challenges whose solutions we shortly address here. First, the
computation of the gap � via (19) requires the computation of
the Epstein zeta function Z�,ν on a grid in momentum space.
To that end, we employ the representation of Z�,ν in Ref. [34]
as an exponentially fast converging series. This requires the
computation of the incomplete gamma function for which we
use the recently developed algorithm in Ref. [138].

Numerical integration of the singular continuum contri-
bution is performed by first dividing the Brillouin zone into
triangles. Using the nonlinear Duffy transform [139] we
change the domain of integration to the unit square [0, 1]2.
The typical power-law singularity√

k2
1 + k2

2

ν

factorizes under the Duffy transform k = (u, uv)T into a sin-
gular and an analytical part:√

k2
1 + k2

2

ν

= uα
√

1 + v2
α

.

For the integration of the singular part, we use the techniques
described in Appendix B. The regular part is integrated by an
exponentially convergent Gauß-Legendre rule.

In the case of the stationary gap equation, we observe
that for C0 = 0 a fixed-point iteration starting with a ran-
dom initial guess reliably converges to the ground state up
to machine precision. Bistability occurs for finite C0 close
to the first-order transition. Here the ground state is found
by comparing the energies of an s-wave-biased solution and
a d-wave-biased solution, choosing the one with the lowest
energy.

The result is validated by restarting the fixed-point iteration
with an initial guess biased towards s, p, or d symmetry and
comparing the computed ground state energies.

At every time step, the quasiparticle energy needs to be
computed at every grid point. For an efficient and stable com-
putation via the singular value decomposition of � we use the
specialized routine described in Ref. [140].

Finally, the numerical solution of the time evolution
equation requires that the propagator Ut remains unitary at
all time steps. Usual Runge-Kutta methods cannot guar-
antee this. Therefore, we use the Lie group methods of
Crouch and Grossman [141] that, by construction, guar-
antee that the numerical solution to the time evolution
equation will always be unitary. The second-order scheme
reads

Ut+δt = exp

{
−iδtH

[
exp

(
−i

δt

2
H[Ut ]

)
Ut

]}
Ut ,

where desired convergence is achieved by first making a pre-
diction for the time evolution operator at a half step δt/2
and then using this predictor to generate the full time step
δt . Higher-order methods up to order 5 are presented in
Refs. [142,143].
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