
Learning directly from HyPlant acquisitions
• Fully self-supervised 

network training 

• Architectural constraints: 
Pixel / patchwise prediction 

• Physically motivated loss  

• Four-stream atmosphere 
simulation
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Data set creation and emulator Conclusions

Deep Learning based SIF retrieval

Operationally efficient retrieval of sun-induced fluorescence (SIF) from 
remote sensing data requires exact atmospheric correction at low 
computational cost. Incomplete knowledge of the atmospheric state and 
surface conditions requires the formulation of the SIF retrieval as a 
parameter optimization. In the present contribution we investigate the use of 
a neural network to perform this optimization step. 

We show-case the possibility to tightly integrate a neural network with the 
domain knowledge of radiative transfer codes simulating observations of 
the airborne HyPlant instrument and the ISS-based DESIS spectrometer in a 
spectral window around the O2-A oxygen absorption band (740-780 nm). 

• Spectral Fitting Neural Network (SFMNN) 
outperforms state-of-the-art SFM  
(Cogliati et al. 2019) 

• Addresses topographic variation by  
locally fitting the atmosphere

Integration of self-supervised approach and emulation
• Supervised training highlights the simulation data quality (small domain gap) 

• Pixel-wise training limits decomposition capacity of network 

• Integrate SFMNN approach in two steps: 

1. Replace SFM-type simulation by emulator 

2. Semi-supervised training by inclusion of labels 

Supervised training on simulated DESIS spectra

• Simulation trained network can 
be applied to DESIS acquisitions 

• No reflectance correlation due 
to data generation setup 

• Comparison with quasi-
simultaneous HyPlant SFM 
product (Δt = 1h)

• Calibration necessary 
due to L1C processing 

• Multiple matching 
acquisitions allow a 
preliminary validation 

• 2023 campaign data 
will allow a thorough 
validation

13 parameters

Polynomial 4th degree as emulator is sufficient

We reach state-of-the-art SIF prediction performance on HyPlant 
acquisitions with a deep learning based, self-supervised approach.

A high quality simulation data set could be generated allowing the 
supervised training of a well performing DESIS SIF predictor.

A tight integration of the emulator with the principles of self-
supervised approach derived earlier is subject of further work.
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• Extensive sampling 
in parameter space 

• Emulation: basic 
regression problem
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