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Abstract

We present a holistic approach for high resolu-
tion image classification that won second place in the
ICCV/CVPPA2023 Deep Nutrient Deficiency Challenge1.
The approach consists of a full pipeline of: 1) data distribu-
tion analysis to check potential domain shift, 2) backbone
selection for a strong baseline model that scales up for high
resolution input, 3) transfer learning that utilizes published
pretrained models and continuous fine-tuning on small sub-
datasets, 4) data augmentation for the diversity of train-
ing data and to prevent overfitting, 5) test-time augmenta-
tion to improve the prediction’s robustness, and 6) ”data
soups” that conducts cross-fold model prediction average
for smoothened final test results.

1. Introduction
The CVPPA2023 ”Deep Nutrient Deficiency - Dikop-

shof - Winter Wheat and Winter Rye” challenge targets at
image classification to recognize 7 types of nutrient defi-
ciencies. The challenge dataset, DND-Diko-WWWR [9], is
a UAV-based RGB dataset that consists of 3,600 overhead
images (1024×1024 pixels) of winter wheat harvested in
2020 and winter rye harvested in 2021 (each 1,800 images).

The challenge is a standard image classification task, yet
there are several key points that have to be carefully consid-
ered during the preparation phase. First, the dataset size is
small, thus overfitting should be expected and avoided. Sec-
ond, the images have much bigger size than other common
datasets while the details are necessary for recognition, thus
baseline models have to be selected suitable for high resolu-
tion input. Third, the challenge consists of two sub-datasets
which have the same class distribution but have different
acquisition time and belong to different crop types.

Based on the above thoughts, we developed our solution
with a focus on pretrained backbone selection, strong aug-
mentations and inference post-processing. We first analysed

1https://cvppa2023.github.io/challenges

Rank User WW2020 WR2021 mAcc
1 UQ CV 94.0 93.2 93.6
2 botw 94.9 91.9 93.4
3 Meteor elf 94.9 91.7 93.3

Table 1: Top3 entries on the final leader board.

the data distribution between train/test, WW2020/WR2021
and different classes. This helps us shape the solution struc-
ture. Then, we decided on using Swin Transformer V2 [4]
as our baseline model, which was designed to fit high reso-
lution images. We initialize the model with ImageNet pre-
trained weights, and conduct a two-stage continuous fine-
tuning by first training WW2020 and WR2021 together and
then fine-tuning both subsets separately. We implemented
strong data augmentations to improve the model’s robust-
ness and generalizability. During inference, we used test-
time augmentation (TTA) and 5-fold ”data soups” (cross-
fold prediction average) to get a smoothened final results.

2. Methodology
2.1. Data distribution analysis

In the very first step, we conduct a preliminary dis-
tribution analysis of the challenge dataset. This includes
three parts: 1) train/test distribution, 2) class distribution, 3)
WW2020/WR2021 distribution.

The train/test distribution is important to determine if do-
main shift has to be considered in this challenge. By visual
check and a t-SNE [7] visualization of ImageNet-model en-
coded features, we assume the test set is a random subset of
the whole dataset and has a similar distribution as the train
set. As can be seen from Figure 1a and 1b, the distributions
of training and testing data have a strong overlap and can
not be easily separated. Therefore, we do not specifically
solve domain shift in our solution.

The class distribution is important to determine if the
dataset is balanced among different classes. We calculated
the number of images for each class in Table 2, which shows
that the dataset classes are well balanced and we do not need
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(a) WW2020 train/test distribution. (b) WR2021 train/test distribution. (c) WW2020/WR2021 distribution.

Figure 1: t-SNE visualization of the challenge datasets. We use ImageNet pretrained ResNet101 to encode 1D features
for each image, and then run t-SNE on the features for a rough estimation of the data distribution. The colors blue/orange
represent train/test data in (a) and (b), and WW2020/WR2021 data in (c).

to pay specific attention on the class unbalance.

unfertilized PKCa N KCa NP Ca NPK NPKCa NPKCa+m+s
WW2020 192 180 192 192 192 192 192
WR2021 192 180 192 192 192 192 192

Table 2: Number of images for each class.

The WW2020/WR2021 distribution helps to determine
if the two subsets differ from each other and separate train-
ing is necessary. By visual check of the two subsets and an-
other t-SNE visualization of ImageNet-model encoded fea-
tures, we found that they share some similar appearances
but the distributions still differ (Figure 1c). This indicates
that joint training only once would limit the performance,
and continuous fine-tuning is a better strategy by training
both data together and then fine-tuning separately. This is
important since the dataset size is small and training all data
together would enlarge the diversity of training data. In
addition, the color/texture distribution of WW2020 looks
more complex than WR2021, which may result in perfor-
mance gap between the two subsets.

2.2. High resolution model backbone

A strong baseline model is usually the key for a winning
solution in a challenge. Considering the high resolution in-
put and the importance of local details, we decided to use
Swin Transformer V2 [4] as our model backbone. SwinV2
scales up both capacity and resolution of the original Swin
Transformer [5], making it capable of training with very
high resolution images (up to 1536×1536).

The official SwinV2-small with window size 8 (we name
as SwinV2-s-w8) provided a decent baseline in the early
stage of the challenge. We observed that many entries at
that stage can not even beat this official baseline, which
strengthened our confidence in SwinV2 backbone. As
SwinV2-s-w8 was designed for small images, we further
extended the model capacity with SwinV2-base-w24 to
match the input resolution of 1024×1024.

2.3. Pretrained model and continuous fine-tuning

It has been widely proved in practice that pretrained
models help improve the efficiency and performance, even
when the pretraining domain differs from the target domain.
Especially when the model is big but the dataset is small,
a good pretrained model is essential for the generalizabil-
ity. In this challenge, we used the publicly available model
weights pretrained on ImageNet2.

In addition, though the two sub-datasets in this challenge
(WW2020 and WR2021) have different crop types and are
in different years, they have a roughly similar distribution as
discussed in Section 2.1. Therefore, we conduct continuous
fine-tuning to make the best use of all the data. Specifi-
cally, with the ImageNet pretrained weights, we first train
WW2020 and WR2021 together for 50 epochs, and then
fine-tune both subsets separately for another 50 epochs.

2.4. Data augmentation

Strong data augmentation plays another big role dur-
ing training as the dataset size is small and the training
data can be easily overfitted. Apart from commonly used
”ResizedCrop” and ”HorizontalFlip”, we added RandAug-
ment [3] and RandomErasing [12] to augment the input im-
ages. RandAugment is an automated data augmentation
method that reduces search space and eliminates a sepa-
rate proxy task compared to the first automatic augmen-
tation method AutoAugment [2]. Each time two policies
are randomly selected from the policy pool including ”Au-
toContrast”, ”Equalize”, ”Invert”, ”Rotate”, ”Posterize”,
”Solarize”, ”SolarizeAdd”, ”ColorTransform”, ”Contrast”,
”Brightness”, ”Sharpness”, ”Shear” and ”Translate”. Ran-
domErasing works by randomly selecting a small rectangle
region and erasing its pixels with random values.

Furthermore, we added CutMix [10] and MixUp [11] as
batch augmentations that produce inter-class samples. Cut-

2https://github.com/open-mmlab/mmpretrain/tree/
main/configs/swin_transformer_v2

https://github.com/open-mmlab/mmpretrain/tree/main/configs/swin_transformer_v2
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Figure 2: The main workflow of the proposed method. We first transfer ImagNet pre-trained Swin Transformer V2 to train
the full challenge data. Then, continuous 5-fold fine-tuning is performed on each subsets separately. In the testing stage, we
average model predictions from the 5-fold data soups.

Mix randomly cuts out portions of one image and places
them over another, and MixUp interpolates the pixel values
between two images. Both of these prevent the model from
overfitting the training distribution and improve the likeli-
hood that the model can generalize to out of distribution
examples.

2.5. Test-time augmentation

Test-time augmentation (TTA) is another useful strategy
of many challenge winners to improve the performance and
reliability of a trained model during the inference or testing
phase. TTA involves applying various data augmentation
techniques to the input data multiple times and aggregat-
ing the model’s predictions over these augmented inputs to
produce a final prediction. In this challenge, we used ”mul-
tiscale resize”, ”resized crop” and ”random flip” TTAs.

2.6. K-fold data soups

Last but not least, we introduce a ”data soups” strategy of
averaging K-fold model predictions for post-inference pro-
cessing. This is implemented by dividing the training data
into 5 folds, repeating 5 times training on 4 folds and vali-
dating on the remaining fold, inferencing the test data with
the 5 models from each fold, and averaging the test predic-
tions (the soup) for final results.

”data soups” helps prevent the model from overfitting
both a specific sub-training set and the full training data,
which is a potential issue for traditional ”cross-fold vali-
dation and then fine-tuning on all data” strategy. The idea
is inspired from ”model soups” [8], where the authors pro-
posed to average the weights of models trained with dif-
ferent hyperparameters. In our experiments, we observed

”data soups” more beneficial than ”model soups”.

3. Implementation details
We used the openmmlab’s toolbox mmpretrain [1] to run

the experiments, which is built based on Pytorch. Training
was distributed among 4 NVIDIA A100 GPUs and each run
took about 1.5 hours. We first trained both WW2020 and
WR2021, and then fine tuned each subset separately with
the same hyparameters. Implementation details of each sub-
set are described as follows.

Data We normalized the pixel values according to Ima-
geNet’s mean and standard deviation to better match pre-
trained weights. For training subset, we used RandomRe-
sizedCrop (scale 1024, crop ratio 0.4-1.6), RandomHor-
izontalFlip, RandAugment (’timm increasing’ policies, 2
policies at a time, magnitude level 9/10), and RandomEras-
ing (probability 0.25, area ratio 0.01-0.1). For validation
subset, we did not use data augmentations.

Model We used SwinV2-base-w24 initialized with Ima-
geNet pretrained weights. The drop path rate was set to 0.2.
We conducted CutMix (α = 0.8) and MixUp (α = 1.0)
for batch-wise augmentions, and a label smoothed cross en-
tropy loss [6].

Optimizer We used AdamW optimizer with learning rate
warming up to 1e-5 for 10 epochs, followed by CosineAn-
nealing decay. We set a total batch size 8 and train each run
for 50 epochs.

Inference We divided the training data into 5 folds,
trained 5 models, and inferenced the test data with each
model. We conducted TTA for each inference, including



backbone pretrain data augmentation test-time augmentation data soups WW2020 WR2021 mAcc
SwinV2-s-w8 ImageNet normal (resized crop 896, flip) - - 79.5 84.0 81.7

SwinV2-b-w16 ImageNet normal (resized crop 896, flip) - yes 88.2 90.4 89.3
SwinV2-b-w16 ImageNet + cont. FT normal (896), CutMix/MixUp flip yes 91.9 91.5 91.7
SwinV2-b-w16 ImageNet + cont. FT normal (1024), RandAug, erase, CutMix/MixUp multiscale, flip yes 93.4 91.7 92.5
SwinV2-b-w24 ImageNet + cont. FT normal (1024), RandAug, erase, CutMix/MixUp multiscale, flip, crop yes 94.9 91.9 93.4

Table 3: Milestone results during the development. cont. FT represents continuous fine-tuning.

multiscale resize (1024/1152/1280), random resized crop
(crop ratio 0.6-1.4), and random flip. The 5 set of prediction
scores were then averaged for final results.

4. Results and discussion
Our solution ranked second in the final leaderboard, with

a mean accuracy of 93.4% averaged between WW2020
(94.9%) and WR2021 (91.9%). Table 3 presents some mile-
stone test scores during the development. We observed that
the results of WW2020 are generally worse than WR2021
in the early stages while better in the late stages (similar for
other entries in the leaderboard). This interesting fact that
WW2020 benefits from strong augmentations (in our ex-
periments) potentially reflects our thoughts when analysing
the data distribution in Section 2.1. In addition, our val-
idation accuracies for WR2021 were almost 100% for all
folds, indicating the possibility of a slight domain shift be-
tween training and testing data, which, if solved, might fur-
ther boost the WR2021 performance.

5. Conclusion
In this report, we presented a holistic multi-step ap-

proach for high resolution image classification on small
datasets. By integrating pre-trained models, continuous
fine-tuning, data augmentation, test-time augmentation, and
”data soups” prediction average, we boost the test perfor-
mance upon a strong SwinV2 baseline model. Our solution
won the second place in the CVPPA2023 Deep Nutrient De-
ficiency Challenge, and we hope it could help further stud-
ies on computer vision for plant and crop applications.
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