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The Transient Evolution of Flow Due to the Excitation
Pulse in Oscillating Drop Experiments in Microgravity
Electromagnetic Levitation
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In oscillating drop experiments, surface oscillations in a molten sample are captured and
analyzed to determine the surface tension and viscosity of a melt without the need to contact the
liquid sample. In electromagnetic levitation, surface oscillations are initiated using an excitation
pulse in the electromagnetic field. The variation in the electromagnetic force field drives rapid
acceleration in the melt while also changing the flow pattern. During the quasi-static flow
conditions prior to the excitation pulse, the flow displays a ‘‘positioner-dominated’’ flow pattern
with 4 recirculation loops in the sample hemisphere. However, the accelerating flow of the
excitation pulse transitions into a ‘‘heater-dominated flow’’ pattern in which there are only 2
recirculation loops in the sample hemisphere. Following the excitation pulse, the flow rapidly
slows and quickly returns to the conditions present before the excitation pulse. For many
combinations of parameters, the transition in the flow pattern results in a very complicated
variation in velocity with time; that variation is the topic of this paper.
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I. INTRODUCTION

DURING casting and additive manufacturing, it is
essential that the fundamental properties of a melt are
understood. In the case of casting capillaries, the melt
must have a sufficiently low viscosity and surface tension
to enter and flow into the capillaries. Other applications
require information on the density and thermal expan-
sion of the melt to efficiently process material. However,
the high temperatures and high reactivity of many
metallic melts present unique challenges to measuring
such properties. Contactless processing is a set of
techniques in which a metallic sample is isolated from
the environment allowing such fundamental property
measurements to be taken.

Samples are processed using contactless processing
techniques such as electromagnetic levitation (EML) or
electrostatic levitation (ESL). The metallic samples are

then melted using either a laser, as is often the case in
ESL, or by applying the EML force field to the sample
to induce Joule heating. One such facility, the Interna-
tional Space Station Electromagnetic Levitator
(ISS-EML) described in Reference 1, further isolates
the sample by processing in reduced gravity and
significantly reducing the buoyancy forces acting on
the melt.
Various experiments in EML require an understand-

ing of the internal flow effects during measurements,[2,3]

however, in the vast majority of EML experiments, it is
not possible to directly measure the fluid flow in a
sample. Sensors that require contact with the melt would
be required to be chemically inert to the highly reactive
melt while also withstanding the high temperatures
necessary for metallic melts to be sustained in the liquid
state. Further the surface of the metallic melts are
opaque and featureless preventing particle-image-ve-
locimetry. Therefore, magnetohydrodynamic modeling
is the only technique that reliability provides insight into
the flow within the melt. Insight into the internal flow of
the drop requires magnetohydrodynamic models to link
the experimental conditions with the thermophysical
properties of the melt to calculate the forced flow within
the drop. The results presented here use such magneto-
hydrodynamic models to evaluate the transient effects of
excitation pulses, also commonly used during these
experiments.
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A. The Oscillating Drop Method

The oscillating drop method is an experimental
technique for containerless processing in which the
viscosity and surface tension of a melt are measured
without contacting the molten material. Once the
sample is melted at the desired temperature, the sample
is excited to induce surface oscillations in the melt. The
behavior of the surface oscillations is determined by the
properties of the sample including the radius of the
sample (R0), mass (m), and melt density (q). The surface
tension, (c), determines the frequency, (fl) of the
oscillations of mode (l) as described by Eq. [1].[3]

Meanwhile, the melt viscosity, (l) determines the
damping coefficient for the oscillations (sl), given by
Eq. [2].[4]

fl ¼
lðl� 1Þðlþ 2Þc

3pm

� �1=2

½1�

sl ¼
qR2

0

ðl� 1Þð2lþ 1Þl
½2�

The relationships derived by Rayleigh[3] and Lamb[4]

assume that the melt is a force-free inviscid liquid, that
the surface oscillations are very small compared to the
radius of the sample, and that fluid flow within the drop
is driven by the surface oscillations alone.
The model relating the oscillation behavior to the

viscosity and surface tension has been expanded to
encompass conditions like those in ESL and EML
experiments. Lamb’s work[4] provides for liquids with
small viscosity values, while Reid and Suryanarayna in
Reference 5 and 6 provide for melts with larger
viscosities. Additionally, the assumption of infinitesimal
oscillations has been shown to be satisfied when the
amplitudes of the oscillations are less than 1 pct of the
polar radius of the sample, while larger amplitude
oscillations can still be used by applying empirical
corrections.[7] Finally, flow within the drop is superim-
posed over any flow driven by the perturbations of the
surface oscillations.
In the case of laminar flow, the flow does not seem to

cause the momentum of the surface oscillations to be
redistributed enough to affect the measurement. How-
ever, when turbulence is present in the flow, the turbulent
viscosity redistributes the momentum the flow through
turbulent eddies. By redistributing the momentum of the
flow, the turbulent eddies effectively provide additional
damping to the surface oscillations. As a result, the
observed damping coefficient from Eq. [2] is the sum of
damping provided by both the turbulent viscosity, a
property of the flow, and the dynamic viscosity, a

Fig. 1—In simple cases, like this modeled set of conditions, the flow
smoothly accelerates and decelerates in response to the changes in
the magnetic field. This case is calculated for a 9 V excitation pulse
lasting 100 ms in an 8 mm sample with a viscosity of 10 mPa s and
conductivity of 5:4� 105 S/m (Color figure online).

Table I. Electrical Circuit Parameters for the ISS-EML
Levitation Coils

System Parameter System Value

Heater Circuit Frequency (xH) 2p� 372 kHz
Positioner Circuit Frequency (xPos) 2p� 148 kHz
Heater Circuit Capacitance (CH) 0:440� 10�6 F
Positioner Circuit Capacitance (CH) 2:50� 10�6 F

Table II. Approximate Median Property Values for
ISS-EML Experiments

Property Moderate Value

Sample Diameter 7.0 mm
Melt Conductivity 2.77E+6 S/m
Melt Density 6900 kg/m3

Melt Viscosity 10 mPa s
Pulse Height 6 V
Pulse Duration 0.2 s

Fig. 2—In many cases, the flow response to the changing
electromagnetic field is more complicated. While in stage I the flow
is initially simple, during stage II the response is more complicated.
The model plotted here has a melt viscosity of 10 mPa s and an
electrical conductivity of 2:77� 106 S/m. The other parameters of
this case are given in Table II (Color figure online).
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property of the melt. From this, it is recommended that
the flow be calculated and characterized for the experi-
mental conditions of any given study.[8]

B. Flow During Driven by Excitations

During EML experiments, the surface oscillations are
initialized by a brief spike in the force field which
squeezes the sample around its equator. While the flow
conditions during quasi-steady EML conditions have
been studied at length,[2,8–13] the flow response to
changing EML force fields has only recently been
analyzed[14,15] for high viscosity and low conductivity
melts such as Zr64Ni36 , which has viscosity of 42 m Pa s
and a conductivity of 7:27� 105 S/m.

Figure 1 demonstrates the simple transient flow response
patternof ahypothetical samplewith a viscosity of 10 mPa s
andconductivityof5:4� 105 S/m.The simpleflowresponse
in the case here is similar to the prior published results and

provides the basis for discussion of the various stages of
changes to the flow surrounding the excitation pulse. As in
the other simple flow cases, the flow velocity (plotted in
green) increases in response to a brief increase in the EML
field which is controlled by the voltages applied to the
levitation coils (plotted in red for the heater circuit and blue
for the positioner circuit) in a sample.
Prior to the applicationof the excitation pulse, shown as

stage I in Figure 1, the positioner field (which is propor-
tional to the applied positioner voltage, given in blue) is
increased to increase the stiffness of the magnetic field and
control themovement of the sample. The flow responds to
this change with a small increase in the velocity. The
excitation pulse is applied (which is proportional to the
applied heater voltage, given in red) and shown as stage II
in Figure 1 and the flow rapidly accelerates during this
period. Following the excitation pulse, the flow rapidly
decelerates in stage III. Finally, the positioner field is
reduced and the flow returns to the quasi-steady condi-
tions prior to the excitation pulse during stage IV.

Fig. 3—Steady state: the EML force field (left) used during stable flight of the sample is 5 V positioner and 0 V heater. The resulting stead-state
flow pattern (right) is positioner-dominated.

Fig. 4—Stage I: increased force field stiffness: a larger positioner field (left) is applied to stabilize the sample during the excitation pulse. It is
generated by applying 9.7 V positioner and 0V heater. The positioner-dominated flow (right) is accelerated by the stronger EML field. The polar
loop grows while the equatorial loop shrinks.
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While the flow’s response to the changing velocity in
Figure 1 is uncomplicated, other combinations of sam-
ple properties and excitation pulse parameters can result
in much more complicated flow behavior during both
acceleration and deceleration. Those more complicated
behaviors are the subject of the present work.

II. MODEL DETAILS

During electromagnetic processing, alternating cur-
rent from a high frequency power supply flows through
a coil system to produce a magnetic field. The magnetic

field, in turn, induces current within the sample and it is
through this current that the sample is heated, by Joule
heating, and supported, by Lorenz forces. Using the
method of mutual inductions described in Reference 16,
the applied forces and power are calculated as a
functions of the coil geometry, applied currents, sample
geometry, and sample properties.
The models here are calculating conditions present in

ISS-EML experiments; thusly, the SUPOS coil geome-
try[1] is used in these calculations. This facility utilizes
two superposed frequencies on the heater circuit and
positioner circuit allowing the electromagnetic fields to
be independently determined based on the control
voltage applied to the high frequency power supply.
The oscillating current traveling through the coils is
calculated for each of the circuits according to Eqs. [3]
and [4] at the given control voltage (CV) for the system
parameters. The parameters for the ISS-EML are given
in Table I. It is these currents that are the closest
physical parameter to the strengths of the magnetic
fields and induced currents. The magnetic model is used
to calculate the applied forces and power to each
discretized cell in conjunction with the surrounding cells
from both magnetic fields. As a result, the distribution
of the power and forces applied to the sample are
known.

IH, Osc ¼ xHCHð17:95xCVH þ 18:04ðVÞÞ ½3�

IPos, Osc ¼ xPosCPosð17:95xCVPos þ 18:04ðVÞÞ
½4�

The forces from the above magnetic model are then
coupled with a computational fluid dynamics solver to
evaluate the flow driven by the said forces. In the
computational fluid dynamics solver, the Navier–Stokes
equations are evaluated to calculate the flow resulting
from the sample geometry, melt properties, and forces
applied to the system. In the models presented here,
axial symmetry is used to reduce the computational
intensity of the models. Additionally, in microgravity
conditions, the molten sample is mirror-symmetric
about the equator so the computations can be further
reduced by cutting the axial hemisphere in half to give a
quarter drop. These reductions of the computation

Fig. 5—In this model, the excitation pulse begins at elapsed time
0.50 s and last from 0.2 s to end at elapsed time 0.70 s. During the
excitation pulse, the maximum velocity changes in a complicated
manner due to the change in flow pattern from heater-dominated to
positioner-dominated flow. (a) A more focused view of the
maximum velocityduring stage II shows the maximum velocity varies
during the excitation pulse in a complicated way. (b) By tracking the
velocity at different locations within the drop, the origin of the
complicated shape of the maximum velocity is revealed. During the
acceleration due to the excitation pulse, the location of the
maximum velocity changes, suggesting that the flow pattern also
changes.

Fig. 6—Several points have been selected to investigate flow at these
locations during the changes in flow patterns. Here, the points at
which the instantaneous velocity is plotted in Figs. 5(b) and 9.
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domain require symmetry boundaries at which the
derivatives must be zero. Further, the surface of the
molten sample must be free of traction and impermeable
to the fluid.

During laminar flow, the Navier–Stokes equations are
solved directly; however, when the flow is above the
laminar–turbulent transition, the RNG k-� model
amends the Navier–Stokes equations by using the
turbulent kinetic energy and turbulent rate of dissipa-
tion to estimate a local turbulent-eddy viscosity.

Further details on the magnetohydrodynamic models
are discussed at length in Reference 14.

The model presented here evaluates the fluid flow
during a median excitation pulse on a sample with
median property values for those processed in the
ISS-EML facility. These values are given in Table II.
The model presented here evaluates the internal flow
during a 6 V excitation pulse that is sustained for 200
ms. The oscillations in this sample would be expected to
last for about 1.69 seconds according to 2 by Lamb. The
expected time scale for viscous dissipation in this sample
would be expected to be about 690ms, so about 41 pct of
the oscillations that may be affected by the accelerated
flow effects.

Flow is initiated in the model using the steady-state
conditions prior to the excitation pulse. The excitation
pulse is preceded and followed by an increase in the
supporting positioner field. Following the pulse and the
reduction of the stabilizing positioner field, the transient
flow model computes that an additional 1.5 seconds is
required for the flow to approach the new steady state.

III. MODEL RESULTS AND DISCUSSION

The results of the model are plotted Figure 2 in which
the maximum velocity of the flow (green) is plotted over
the duration of the excitation pulse which is given in red
for the heater circuit and blue for the positioner circuit.
The results have been divided into 4 stages for

discussion which are also given in Figure 2. The model
is initiated with steady-state conditions prior to the
excitation pulse. An increased positioner field in stages
I–III increases the stiffness of the levitation field and
stabilizes the sample. The excitation pulse itself occurs in
stage II. The residual effects of the elevated positioner
field and excitation pulse are observed in stage IV while
the sample approaches the new steady-state conditions.
The model is initiated using the steady-state condi-

tions plotted in Figure 2. The initial electromagnetic
field is generated by applying 5 V to the positioner
circuit and 0 V to the heater circuit. The forces applied
to the molten sample are plotted in Figure 3 which
shows a positioner-dominated electromagnetic force
field with the largest forces applied along the surface
of the sample at about ± 45 deg from the equator of the
sample. The corresponding flow pattern is given in
Figure 3 which features 2 recirculating loops in which
melt is driven into the sample near ± 45 deg g from the
equator and returns to the surface along the equator and
poles of the sample.

A. Stage I: Increased Force Field Stiffness

In this stage, the positioning field is increased prior to
the excitation pulse. The stronger positioning field,
shown as stage I in Figure 2, further stabilizes the
sample prior to the excitation pulse. The case presented
here uses 9.7 V in the positioner field and 0 V in the
heater field to generate the forces plotted in Figure 4.
The positioner-dominated force field applies the largest
forces along the surface of the sample at about ± 45 deg
from the equator of the sample. The EML force field
generates a positioner-dominated flow pattern given in
Figure 4 in which flow is driven to the interior of the
sample near ± 45 deg from the equator and returns to
the surface along the equator and poles of the sample.
During this stage, the flow pattern remains posi-
tioner-driven but is accelerated from 6.8 to 20.3 cm/s
by the larger EML force field. The Reynolds number

Fig. 7—Stage II: the excitation pulse: the surface oscillations are excited by the brief application of a large dipole field generated by the heater
circuit (left). This field is generated using 9.7 V positioner and 6 V heater. During the pulse of the heater field, the flow is accelerated into a
heater-driven flow pattern (right). This flow is taken at an elapsed time of 0.64 s near the end of the excitation pulse.
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analysis of the flow is discussed in Section III–E. During
this acceleration, the flow exceeds the laminar–turbulent
transition at Reynolds number 600 and likely becomes
turbulent.

B. Stage II: The Excitation Pulse

In this stage, the heating field is applied at a high level
for a short period of time. The brief application of the
heating field at a high level is referred to as the excitation
pulse. This excitation pulse provides a large magnetic
field around the equator of the sample to squeeze the
sample and induce surface oscillations. Within the
molten sample, the heater-dominated magnetic field
drives rapidly accelerating flow while also forcing the
flow to adopt a heater-dominated flow pattern.

The excitation pulse presented here uses features 6 V
in the heater circuit sustained 0.2 second. In the
heater-dominated EML force field, the forces are largest
near the equator and along the surface of the sample.
This larger EML force field drives rapid acceleration of
flow within the sample, however, the fluid accelerates in
a complex manner. Figure 5 shows an enlarged view of
the maximum velocity in the drop during the excitation
pulse.

In these investigations, the flow was evaluated at
several locations in the sample to better understand the
observed variations in the flow. The points used for this
are given in Figure 6. Point A is located on the
equatorial axis of symmetry around 2/3 the radius of
the sample toward the surface. Points B and C are near
the surface of the sample where the positioner-domi-
nated recirculation loops travel parallel to the surface of
the drop. Points B and C are 30 and 60 deg below the
equator of the sample. Point D is placed along the
surface of the sample at 45 deg below the equator.
During positioner-dominated flow, point D is where the
forces drive flow into the sample; however, in posi-
tioner-dominated flow the recirculation loop flows
parallel to the surface of the sample at point D.

By observing the flow during the excitation pulse at
multiple locations, (the locations are mapped to the
drop in Figure 6) as is plotted for stage II in Figure 5(b),
one can see that the location of the maximum velocity
within the sample is moving. Additionally, the previ-
ously rapid flow in several regions of the sample slows

down, with some even changing direction. Such changes
indicate that not only is the elevated magnetic field
accelerating the fluid but is also inducing a change in the
flow pattern from positioner-dominated flow to
heater-dominated flow.
The large heater-dominated electromagnetic field is

plotted with the heater-dominated flow pattern in
Figure 7. During heater-dominated flow, flow is driven
into the sample along the equator and returns to the
surface near the poles of the sample. Unlike posi-
tioner-dominated flow, there are only 2 recirculation
loops present in the sample hemisphere.
To better understand the development of the

heater-dominated flow patterns, stage II is divided into
four parts for discussion. Samples of the flow evolution
in Figure 8 show the flow patterns at intermediate times
in stage II. During stage II-A, the maximum velocity
decreases while the circulation loops near the poles of
the sample accelerate and increase in diameter at the
expense of the equatorial loops.
Stage II-B, Figure 8(b), begins as the growing polar

recirculation loops collide with those near the equator of
the sample. During stage II-B, the maximum velocity
occurs near the surface of the sample, moving from
point C to D to B due to the increased momentum of the
growing polar recirculation loop. In stage II-C,
Figure 8(c), the polar recirculation loops finish overtak-
ing the smaller loops near the equator of the sample. As
this overtaking is completed, the former equatorial loop
disappears. The flow is now inward at the equator,
replacing the outward flow from the positioner-domi-
nated condition. Meanwhile, the flow at the equator of
the sample changes directions to flow toward the
interior of the sample and away from the large forces
applied by the EML force field.
Stage II-D, Figure 8(d) is composed of the accelera-

tion of the flow in a stable heater-dominated flow

bFig. 8—Stage II: The excitation pulse rapidly accelerates the flow
and drives a pattern change. The flow pattern transitions from
positioner-dominated flow to heater-dominated. (a) through (d) show
samples of the flow evolution. (a) Stage II Part A: the polar
recirculation loops increase in size and accelerate while the
equatorial loops reduce in size and velocity. This image is taken at t
= 0.525 s, at the end of Stage II Part A. (b) Stage II Part B: The
growing polar reciculation loop encounters the equatorial loop. The
flow velocity traveling along the surface of the sample toward the
equator increases. This snapshot is taken at t = 0.570 s, at the end
of Stage II Part B. (c) Stage II Part C: The equitorial recirculation
loop is fully overtaken and the flow at the equator reverses direction.
This image is taken at t = 0.605 s, near the end of Stage II Part C.
(d) Stage II Part D: The heater-dominated flow pattern has been
fully established and flow accelerates within the flow pattern. This
image is taken at t = 0.640 s, in the middle of Stage II Part D.

Fig. 9—In stage III, the pulse is over and the flow decelerates. The
flow pattern changes toward the fast, positioner-dominated flow that
is the equilibrium for the settings in staged I and IV. Here, the
overall maximum velocity is plotted in green with the velocity in
different parts of the sample (Color figure online).
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pattern. The heater-dominated flow pattern continues to
accelerate through the remainder of the excitation pulse
and the momentum of the flow continues into the
beginning of stage III.

C. Stage III: Deceleration under High Positioning Forces

In this stage, the excitation pulse is completed;
however, the positioning force remains elevated to
maintain control of the sample. As in stage I, the
electromagnetic force field is generated by applying 9.7
V to positioner circuit and 0 V to the heater circuit. The
generated forces on the sample are plotted in Figure 4.

During this time, the flow rapidly decelerates and
transitions back to positioner-dominated flow. As in the
transition to heater-dominated flow, the maximum
velocity does not smoothly decelerate but again evolves
in a more complex manner reflecting the changing flow
directions and locations of maximum velocity. The
maximum velocity is plotted with the flow velocities at
various locations in the drop in Figure 9, where the
velocities at the various locations show the flow accel-
erating and decelerating in varying locations.

During stage III part A, the flow slows in response to
the reduced force fields, Figure 10(a). In Figure 9, the
flow velocity at all plotted locations rapidly decreases.
The magnitude of the velocity approaches 0 m/s at point
A and near point B, which is consistent with the
directional change required to change from heater-dom-
inated to positioner-dominated flow. As the flow slows,
flow begins to be driven into the sample around ± 45
deg from the equator of the sample and additional
recirculation loops form along the equator of the
sample. The formation of these loops is shown in
Figure 10(b). In stage III part B, the positioner-domi-
nated flow pattern stabilizes. Once the new flow pattern
has stabilized, the flow accelerates in a positioner-dom-
inated flow pattern like that shown in Figure 10(c).

D. Stage IV: Return to Steady-State Flow Conditions

In this final stage, the positioner current is reduced to
allow the positioner field to return to the same level as
before the pulse, 5 V. However, there flow retains
momentum that is still to be dissipated in stage IV of
Figure 2. The forces applied to the sample are consistent
with those present during the steady-state conditions,
given in Figure 3. During stage IV, the velocity vectors

are initially larger as the flow decelerates; however, the
flow returns to the steady-state conditions, which are
given in Figure 3.

E. Flow Analysis

In this base case, the peak flow velocity was 33.3 cm/s,
which gives a Reynolds number of 1607, which is well
above 600, the laminar–turbulent transition for micro-
gravity EML samples.[10] The flow, in this case, accel-
erates above the laminar–turbulent transition during
stage I with the elevation of the positioner field after
only 75 ms. The flow remains clearly above the
laminar–turbulent transition though stage II of the
excitation pulse into stage III. During heater-dominated
flow, the flow pattern has 2 recirculation loops in a given
hemisphere of the sample with flow being driven toward
the interior of the sample at the equator. The diameter
of these recirculation loops is approximately the same as
the radius of the sample. In this 750 ms period, particles
at the peak flow speed have the opportunity to travel
around the recirculation loop more than 22 times,
providing ample opportunities for instabilities in the
flow to develop and propagate. During stage III, the
flow slows below the laminar–turbulent transition for
210 ms during the transition from heater-dominated to
positioner-dominated flow. However, the flow subse-
quently does briefly accelerate in stage III B to be above
the laminar-to-turbulent transition for an additional 150
ms before slowing below a Reynolds number of 600 to
stay. During this brief period of acceleration, the peak
flow velocity is 18.3 cm/s. The flow pattern during this
period is positioner-dominated in which the diameter of
the recirculation loops can be approximated to be 2/3
the radius of the sample. From this the flow may travel
around the recirculation loops about 12 times. In stage
IV, the flow rapidly slows. Only 300 ms after the
removal of the elevated positioner field, the acceleration
of the flow is approaching steady state under the new
condition.

IV. CONCLUSIONS

In some cases like those discussed in Reference 14, the
excitation pulse does not drive sufficient acceleration in
the flow to induce turbulence. The model presented here
illustrates that in other conditions within the range
common to ISS-EML experiments, the excitation pulse
drives flow that not only accelerates above the lami-
nar–turbulent transition but also causes a complex
change in the flow pattern. While the maximum velocity
in the sample shows several minima and maxima, these
are artifacts of the pattern change in which the location
of greatest flow velocity changes location to accommo-
date new flow directions and magnitudes. In experi-
ments with different conditions, such as the intensity and
duration of the excitation pulse, viscosity of the melt,
electrical conductivity, and even sample size may
respond differently to the excitation pulse and other
changes to the levitation field.

bFig. 10—The flow pattern changes during stage III as the flow
decelerates after the excitation pulse. The new pattern is
positioner-dominated flow. (a) Stage III Part A: The flow decelerates
in response to the changing electromagnetic force field. This image is
taken at t = 0.775 s toward the end of Stage III Part A. (b) At the
interface between Stage III Part A and Part B, the flow reverses
direction at the equator and an equatorial recircuation loop forms.
This image is taken at t = 0.900 s near the end of Stage III Part A.
(c) Stage III Part B: The flow stabilizes in a positioner-dominated
flow pattern and accelerates. This image is taken at t = 1.050 s
during the end of Stage III Part B.
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