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Abstract
The aviation industry continues to contribute to anthropogenic climate change. Recent studies
have shown that the total radiative forcing from aviation is around three times higher than
that from CO2 alone. To account for the full effect of aviation, climate metrics are needed,
which equate the environmental impact of various emissions and effects. However, there
is currently no consensus on which climate metric should be used in aviation policy. This
thesis systematically analyses existing climate metrics by: 1) comparing the responses to
simple emission profiles; 2) investigating the sensitivity to changes in high-level aircraft design
variables; 3) using a Monte Carlo simulation to determine inherent biases in metric calculation
methods; and 4) evaluating the ability of climatemetrics to estimate CO2-equivalent emissions.
It is concluded that the Average Temperature Response (ATR) is the most appropriate climate
metric for aviation climate policy. However, it is found that the time horizon remains a subjective
choice that must be chosen carefully depending on the climate objective. The GWP*, a newly
proposed climate metric, is concluded not to be suitable as a climate metric because of its
high variability and secondary time horizon. Nevertheless, it is recommended to investigate
the potential of using the GWP* as a Micro Climate Model to further climatic understanding.
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Preface
I was interviewed for a podcast last year and was asked ”Who inspired you the most, and
why did you choose to study aerospace engineering?” My answers: David Attenborough, and
because I thought becoming a climate scientist would be too depressing. Oh, and because
I loved flying. In reflection, I find this very interesting: After focusing on the design of sus-
tainable aircraft in my studies, at AeroDelft and at Avy, I started this thesis to gain a better
understanding of aviation emissions themselves and their effects on the environment. It turns
out that this particularly interests me, so much so that I will start a PhD at the Institute for
Atmospheric Physics at the DLR. Maybe becoming a climate researcher is something for me
after all. Depressing? Perhaps. But extremely motivating, also.

This thesis essentially marks the end of my MSc degree and, therefore, my student journey
here at the TU Delft. It is safe to say that the last two and a bit years have not been how I had
envisioned the MSc degree. However, I am very happy that I can make the finishing touches
to this thesis while sitting in the faculty. Seeing more students back on campus has been
heartening, and being able to meet regularly with friends again was key to making this thesis
successful.

Pandemic or not, I am extremely grateful for the experiences I have had here in Delft. I
still remember being thrown head-first into the culture in my first week in the Netherlands, as
the only non-Dutch member of WASUB at our introduction weekend. Others may disagree,
but I still believe our turtle-esque propulsion system design was fantastic, and I will hang up
my wing as soon as I own a wall that is big enough! My tradition of spending more time
at the D:DREAM Hall than anywhere else continued the following year when Thomas and I
set up AeroDelft. Those first years may have been tough, but my proudest moments were
undoubtedly in watching AeroDelft flourish into a fantastic student team and inspire so many
students. AeroDelft will remain a force to be reckoned with in sustainable aviation, mark my
words!

This thesis would not have been possible without the continuous support from my friends,
here in Delft and elsewhere. Thank you for making the last six (wow!) years so memorable. A
big thank you especially to those who helped and supported me during my full-time AeroDelft
year - the team would not exist without you! Kiitos Roosa, for listening to my ramblings and
for making sure what I was writing was understandable. I promise I will use more full stops
in the future. I would also like to thank my supervisors Volker and Kathrin for their help and
dedication, and for asking the critical questions that helped bring me further. Lastly, I thank my
parents, my sister and the rest of my family for their unwavering support and encouragement. I
am very happy that I was guided towards engineering, although I do have to say that I am glad
that aerospace triumphed over maritime in the end. I hope there wasn’t any money involved
in that bet.

Liam Megill
Delft, June 2022
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SLCP - Short-Lived Climate Pollutant

SSP - Shared Socio-Economic Pathway

Definitions

Background Emissions Scenario - Temporal trajectory of global CO2 and CH4 concentrations,
e.g. SSP2-4.5 (see Figure 3.1)

Emission Profile - Temporal trajectory of aircraft/fleet fuel use, e.g. P2020 (see Figure 3.2)

Fuel Scenario - Temporal trajectory of total aviation fuel use, e.g. Fa1 (see Figure 3.4)

Stakeholder - End-users of climatemetrics, including policymakers, company decision-makers
and scientists
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1
Introduction

Since the First Assessment Report in 1990 of the IPCC, a large amount of evidence has
been gathered linking anthropogenic emissions to a global warming of the climate. However,
only in the Fourth Assessment Report (AR4) in 2007 did the IPCC unequivocally announce
that the climate was warming due to human activity. In 2015, the Paris Agreement sought to
set new global policies to reduce greenhouse gas emissions to limit global warming to well
below 2°C above pre-industrial levels, and to pursue efforts to limit warming further to 1.5°C.
Key to the Paris Agreement was the creation of Nationally Determined Contributions (NDCs),
which were submitted by contributing member states to reflect their mitigation and adaption
strategies. Unfortunately, the Sixth Assessment Report (AR6) finds that current NDCs will fail
to meet the greenhouse gas emission reductions required to limit global warming to 2°C above
pre-industrial levels (Intergovernmental Panel on Climate Change, 2021).

The aviation industry by its international nature does not fit into the concept of NDCs and
is, therefore, not included in the Paris Agreement. Although some member states have placed
restrictions and requirements on domestic aviation, aviation in total continues to increase its
contribution to global warming. In 2005, aviation emissions accounted for 5% of net anthro-
pogenic radiative forcing, which increased markedly before the COVID-19 pandemic started
(Lee et al., 2021). Figure 1.1a) shows the trajectory of revenue passenger kilometres (RPK)
compared to exponential growth (Grewe et al., 2021). Drops in global aviation in response to
various crises has had little to no impact on the aviation industry’s growth. It is also clear to
see that the increases in efficiency due to higher passenger load factors and improvements
in engine fuel efficiency and aerodynamic performance are not enough to offset the climate
effects of the industry’s growth. Figure 1.1b) shows potential future emissions of CO2 from the
industry (Grewe et al., 2021).

Figure 1.1: Trajectory of global aviation emissions, taken from Grewe et al. (2021). (a) shows the trajectory of the
revenue passenger kilometre (RPK) since the year 1960, compared to an exponential trajectory (dotted line); (b)
shows the expected trajectory of CO2 emissions for five future scenarios
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The impacts of aviation on the climate include much more than simply CO2 from the com-
bustion of hydrocarbons. Recent studies have shown that the total radiative forcing from avi-
ation is around three times higher than that from CO2 alone (Lee et al., 2021). Especially
important are NOx emissions, aircraft induced cloudiness and aerosol emissions. However,
current aircraft have been designed to minimise their direct operational costs, and not to min-
imise their global warming impact (Proesmans and Vos, 2021). Furthermore, existing interna-
tional schemes such as CORSIA (Carbon Offsetting and Reduction Scheme for International
Aviation) and the European Emissions Trading System (ETS) only consider CO2 emissions.

Climate metrics are used to equate the impact of various emissions and effects such that
their impact on the environment can be analysed. Climate metrics can aid policymakers and
company decision-makers place their focus and develop effective emissions mitigation strate-
gies, thus requiring climate metrics that are robust, transparent, consistent and understand-
able. The standard climate metric used in international climate policy is the Global Warming
Potential (GWP), which compares the time-integrated change in the global energy balance
(radiative forcing, RF) of a non-CO2 emission to that of a CO2 pulse (Fuglestvedt et al., 2003).
However, the GWP has been heavily criticised, primarily due to its dependence on the time
horizon over which the integration is performed (e.g. Allen et al., 2016), for which there is no ob-
vious choice. Numerous alternatives to the GWP have been proposed, including the Global
Temperature Change Potential (GTP, Shine et al., 2005), Average Temperature Response
(ATR, Dallara, 2011) and the GWP* (Allen et al., 2018), a new method of using the GWP.
There is currently no consensus on which climate metric is best suited for aviation policy.

The aim of this work is to systematically analyse existing climate metrics for the different
aviation climate objectives. This is done by first analysing their responses for pulse, sustained
and increasing emissions to gain an understanding of their dependencies on the time horizon
and background emissions scenarios, and to provide a comparison with existing literature.
A second analysis involves the development of representative future fleets to investigate the
sensitivity of the climate metrics to changes in aviation-specific emission species and top-level
aircraft design parameters. A subsequent analysis determines the inherent bias of the climate
metrics to these parameters by comparing the change in climate metric value and the change
in temperature for all pairs of fleets. Finally, for comparison of the aviation industry to other
industries or for the introduction of climate metrics into market-based schemes such as the
ETS, the ability of climate metrics to estimate CO2-equivalent emissions is evaluated.

This research adds to the scientific discussion on climate metrics by quantifying the suit-
ability of climate metrics for use in aviation. Using the methods laid out in this research, stake-
holders (policy-/decision-makers and scientists) should be able to determine which climate
metric to use. The main research objective is therefore formulated as:

Recommend the best-suited climate metrics for existing and proposed aviation
climate objectives by systematically analysing the response of existing physical
climate metrics using the climate-chemistry response model AirClim.

The relevant literature is summarised in Chapter 2, with the focus on the climate impacts
of aviation and the design of climate metrics. Chapter 3 develops the list of climate objectives
and requirements, and describes the methodology used. The results are shown in Chapter 4
and discussed in Chapter 5. Finally, Chapter 6 concludes this work and recommends areas
for further research.



2
Literature Review

This chapter provides an overview of the most relevant literature, used to guide the methodol-
ogy. Portions of the following text have already appeared in a more detailed literature study,
performed in conjunction with this work. The chapter is split into four main sections. Section
2.1 explores aviation emissions and their impacts on the environment. In this work, these
impacts will be determined using the response model AirClim, which is described in Section
2.2. The purpose and design of climate metrics is explained in Section 2.3, followed by a
description of existing climate metrics in Section 2.4.

2.1. Climate Impacts of Aviation
The vast majority of aircraft are currently propelled by the combustion of hydrocarbon fuels.
The most common fuels for commercial aviation are Jet A and Jet A-1, which are both forms
of kerosene that have been adapted to have different freezing points. Jet A-1 has an average
ratio of carbon to hydrogen of 12:23 and is thus often written as C12H23 (Lee et al., 2010).
It also contains approximately 400 ppm (mass) of sulphur. Ideal combustion of aviation fuel
thus produces carbon dioxide (CO2) and water vapour (H2O). Table 2.1 provides the average
emission indices for Jet A-1 for reference (Lee et al., 2021).

In real combustion, carbon monoxide (CO), unburned hydrocarbons (CxHy, often also de-
noted UHC), soot, nitrogen oxides (NOx) and sulphur oxides (SOx) are also emitted (Lee et al.,
2021). The emission rate of these products is influenced by a number of factors, as shown
in Table 2.1. The impact of these emissions on the environment also varies with geographic
location, altitude and the current weather (Grewe et al., 2017; Frömming et al., 2021), as is
described later in this section. Other sources of emissions are from (lubricant) oils (Dakhel
et al., 2007) and metals within the fuel such as iron, copper and zinc (Intergovernmental Panel
on Climate Change, 1999), but these have not been considered further in this research.

Table 2.1: Average emission indices of aviation emissions per kg of Jet A-1, adapted from Lee et al. (2021), with
their main dependencies.

Emission Emission Index Dependence
CO2 3.16 kg/kg Thrust setting
NOx 15.14 g/kg Thrust setting (equivalence ratio, temperature),

combustion technique
H2O 1.231 kg/kg Thrust setting
Soot 0.03 g/kg Thrust setting (equivalence ratio, pressure,

temperature), quality of fuel injection
SO2 1.2 g/kg Fuel sulphur content

3
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The following sections describe the mechanisms leading to changes in radiative forcing of
the most important aviation emissions. Section 2.1.1 describes the impact of CO2 and Section
2.1.2 the effect of NOx on ozone, methane and water vapour. Section 2.1.3 considers water
vapour emissions and aircraft induced cloudiness. Finally, Section 2.1.4 describes the direct
and indirect impact of aviation sulphate and soot aerosols.

2.1.1. Carbon Dioxide
Carbon dioxide (CO2) is a product of complete combustion and is the most well-known and
dominant anthropogenic greenhouse gas. It is also the most understood aviation emission
(Lee et al., 2021). Carbon dioxide in the atmosphere is part of the global carbon cycle, which
is a series of reservoirs connected by carbon fluxes. The main reservoirs are the atmosphere,
biosphere, ocean, rocks and sediments. Burning fossil fuels contributes to the flux between
the biosphere and the atmosphere, which has resulted in a 48% increase in atmospheric
CO2 compared to its natural state before industrialisation in 1750 (Intergovernmental Panel
on Climate Change, 2021, cf. Fig. 5.12), as well as larger carbon fluxes into the oceans.
The presence of CO2 in the atmosphere results in larger absorption of outgoing (black-body)
radiation from Earth, thus trapping more energy and warming the atmosphere and ocean.

Due to the complex inter-connectivity between reservoirs, CO2 emissions cannot be mod-
elled by a single exponential decay function like other pollutants (Intergovernmental Panel on
Climate Change, 2001; Shine et al., 2007). The transfer of carbon between reservoirs means
that no single timescale can be used and various modes must be used for modelling. A well-
known linear response model was developed by Sausen and Schumann (2000) based on the
work of Hasselmann et al. (1993), which also became the basis for AirClim as described in
Section 2.2. It uses the convolution of a radiative forcing function and an impulse response
function to determine the change in atmospheric CO2 concentration (see Eq. (2.1)).

2.1.2. Nitrogen Oxides
In the context of aviation, nitrogen oxides (NOx) refers to the combination of nitric oxide (NO)
and nitrogen dioxide (NO2). The emission index for NOx (EINOx) is usually given in g NO2 /
kg fuel, where NO is converted to NO2 by atomic weight.

NOx emissions change the atmospheric chemistry and shift existing balances between
species. NOx emissions in the stratosphere, for example from supersonic aircraft, result in
negative RF by reducing the concentration of O3, in turn allowing more solar radiation to enter
the troposphere (Grewe et al., 2010; Lee et al., 2010). Tropospheric chemistry is more com-
plex. Figure 2.1 shows the interaction of the NOx and HOx (reactive hydrogen) cycles in the
troposphere. The main positive RF due to NOx emissions can be attributed to the increase in
tropospheric ozone (O3) due to the forward direction of the reactionHO2+NO −−−→ NO2+OH
being favoured, as well as the reduction in O3 loss by O3 +HO2 −−−→ 2O2 +OH since less
HO2 is present (Grewe et al., 2002; Lee et al., 2010). The main negative RF is due to the
destruction of methane (CH4) by, for example, CH4 +OH −−−→ CH3 +H2O. Due to the long
lifetime of CH4 (Stevenson, 2004) and because CH4 lifetime reduction is on a global scale
(Myhre et al., 2011), the effect of the methane reduction persists much longer than the ozone
increase, the latter of which is negligible after 6 months (Stevenson, 2004). A secondary neg-
ative RF is due to methane-induced long-term decreases in O3, also called the Primary Mode
Ozone effect (PMO, Stevenson, 2004).
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Figure 2.1: The interaction between the HOx and NOx cycles in the troposphere, showing the main ozone related
chemistry, taken from Grewe (2009). NOx emissions increase the reaction of HO2 and NO to OH and NO2, thus
resulting in higher ozone concentrations.

The effectiveness of tropospheric ozone production is dependent on a number of different
factors, including the ratios of NO to NO2 and OH to HO2, but also background NOx lev-
els (Stevenson and Derwent, 2009), the rate of atmospheric mixing (Berntsen et al., 2005),
and importantly also the location, altitude and meteorological conditions of the NOx emission
(Stevenson, 2004; Frömming et al., 2012; Köhler et al., 2013; Frömming et al., 2021). The im-
pacts of other NOx-induced chemistry, such as the longer-term reductions in O3 (Stevenson,
2004) and stratospheric water vapour (Lee et al., 2021), the direct formation of nitrate aerosols
and the indirect enhancement of sulphate aerosols are still highly uncertain (Lee et al., 2021).
The sign of NOx radiative forcing is generally accepted to be positive within 90% certainty (Lee
et al., 2021).

2.1.3. Water Vapour and Aircraft Induced Cloudiness
Although water vapour is a greenhouse gas and a direct product of complete combustion, it
has a short 1-2 week lifetime in the troposphere (Intergovernmental Panel on Climate Change,
1999) and low climate impact when released there. Frömming et al. (2012), for example, find
the accumulated water vapour emissions to be less than 1% of the background water vapour.
In the stratosphere, there are fewer loss processes for water vapour (Frömming et al., 2012),
making water vapour emissions at higher altitudes the dominant component of radiative forcing
from supersonic aircraft (Lee et al., 2010).

Water vapour emissions are a precursor for aircraft induced cloudiness (AIC). Broadly,
AIC consists of three different cloud formations: linear contrails, contrail-cirrus and soot cirrus
(Lee et al., 2010). For a contrail to form, three conditions must be met. First, during mixing
of the exhaust with the ambient air, the mixture must become supersaturated with respect to
water. This allows water vapour to condense, form droplets and then freeze, becoming visible.
Secondly and thirdly, the ambient temperature and humidity respectively must be within certain
boundaries. The threshold conditions at which contrails begin to form is calculated using the
Schmidt-Appleman criterion (SAC, Schmidt, 1941; Appleman, 1953).

Various aerosols, either from the engine exhaust or from the environment, can act as cloud
condensation nuclei for the water droplets to form. For example, soot cirrus are defined as
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cirrus clouds that have been created or altered by the presence of heterogeneous ice nuclei
from aircraft (Lee et al., 2010). If the ambient air is also supersaturated with respect to ice,
the contrail persists (Lee et al., 2010). Due to the atmospheric mixing and shear, the contrails
take on a much larger area and are then known as contrail-cirrus (Lee et al., 2010).

In general, two main processes can be identified. Terrestrial (black-body) radiation trapped
and absorbed by contrail-cirrus or cirrus is emitted at a lower temperature from the top of
the cloud, resulting in a positive radiative forcing (Bock and Burkhardt, 2016). A negative
radiative forcing due to the scattering of incoming shortwave solar radiation by ice crystals in
the contrail, contrail-cirrus or cirrus also exists (Schumann et al., 2012; Bock and Burkhardt,
2016). However, based on current knowledge, the radiation trapping mechanism dominates
and AIC contributes the largest amount of positive radiative forcing of all aviation emissions
(Lee et al., 2021). Scientific understanding and modelling has improved substantially in recent
years, however, the processes and effects remain highly uncertain. A number of authors have,
for example, shown low efficacies for global mean surface temperature increases as a result
of AIC (Ponater et al., 2005; Bickel et al., 2020; Ponater et al., 2020). Adding to this is the
variation of the climate impact with geographical position, altitude and time (Irvine et al., 2014;
Bier et al., 2017) - Stuber and Forster (2007), for example, attribute 60% of contrail radiative
forcing to night-time flights, when solar radiation scattering does not occur.

2.1.4. Aerosols
Aviation aerosols are small compounds of carbon, sulphur and nitrogen. The impact of aerosols
on the climate has been researched extensively in recent years, but especially the interaction
between the particles and clouds remains uncertain (Lee et al., 2021). Sulphur oxides and
soot have the largest impact for aviation.

Sulphur aerosols scatter incoming, solar radiation and absorb very little outgoing, terrestrial
radiation, thus resulting in a net cooling (Intergovernmental Panel on Climate Change, 1999).
A number of studies have analysed the radiative forcing of sulphate aerosol-cloud interactions
and have all found a net cooling effect, although some uncertainty remains in the exact value
(Gettelman and Chen, 2013; Kapadia et al., 2016).

Soot aerosols, from either black (BC) or organic (OC) carbon, form as a product of incom-
plete combustion. In comparison to sulphate aerosols, soot aerosls absorb solar radiation
effectively and have a net positive direct radiative forcing (Fuglestvedt et al., 2010; Lee et al.,
2021). The magnitude and sign of soot aerosol-cloud interaction is highly uncertainty: Penner
et al. (2018) shows a substantial cooling effect, but this could well be less negative if other,
more efficient aerosols are already present (Penner et al., 2018; Gettelman and Chen, 2013).
Other studies, such as Zhou and Penner (2014), find both positive and negative radiative
forcing. Lee et al. (2021) provides a more detailed overview of the uncertainties in aerosol
impacts.

2.2. Description of the Response Model AirClim
AirClim (Grewe and Stenke, 2008) is a non-linear climate-chemistry response model that esti-
mates the atmospheric response and near surface temperature change to emissions of CO2,
H2O, contrails and NOx, which leads to changes in CH4, O3 and PMO. Initially written primarily
for the analysis of supersonic aircraft by Grewe and Stenke (2008), it has been since updated
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to include higher resolutions in subsonic levels (Fichter, 2009), the transition of contrails to
cirrus (Dahlmann, 2011), and other functionality such as an internal Monte Carlo simulation
(Dahlmann et al., 2016b). AirClim has been used in multidisciplinary optimisation schemes
(Grewe et al., 2010) as well as for air traffic trajectory analyses (Niklaß et al., 2021; Matthes
et al., 2021). Since AirClim makes use of the impacts of yearly-averaged weather patterns, it
is, however, not possible to use AirClim to calculate the impact of different weather patterns.

Figure 2.2: Graphical overview of the calculationmethod used by AirClim, taken fromGrewe and Dahlmann (2012).
An emission at a given altitude and latitude, shown with a circle, can be described using a linear combination of
pre-calculated emissions (different 𝜖). AirClim uses the same linear combination to estimate the response based
on the pre-calculated responses.

AirClim is an extension to the linear response model for CO2 developed by Sausen and
Schumann (2000). AirClim combines emission data with pre-calculated, altitude- and latitude-
dependent data obtained from 85 steady-state simulations performed with the E39/CA climate-
chemistry model (Stenke et al., 2008), and from the ECHAM4 climate-chemistry model for con-
trail cirrus (Burkhardt and Kärcher, 2009; Dahlmann et al., 2016a). The pre-calculated data is
created with normalised emissions in pre-defined regions, effectively giving an altitude- and
latitude-dependent sensitivity. From this data, the change in atmospheric composition, radia-
tive forcing and the temporal temperature response can be estimated. Figure 2.2 provides a
graphical overview of the calculation method.

Δ𝑇 = ∫
𝑇

𝑡0
𝐺 (𝑡 − 𝑡′)RF* (𝑡′)d𝑡′ where 𝐺 (𝑡 − 𝑡′) = 𝛼 e−

𝑡−𝑡′
𝜏 (2.1)

For NOx, H2O and contrails, the temperature change is estimated using a convolution of
the Green’s function and the radiative forcing of a species normalised to a doubling of CO2
(RF*), as shown in Equation (2.1) (Grewe and Stenke, 2008). For species that have lifetimes
longer than one year but much shorter than a decade, such as stratospheric NOy and water
vapour, the lifetime is also taken into account using a simple linear differential equation (Grewe
and Dahlmann, 2012). The calculation of methane depletion is done differently due to its
lifetime of close to a decade. The change in the atmospheric lifetime of methane is calculated
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using a differential equation, being the difference between the unperturbed and the perturbed
situations (Grewe and Stenke, 2008; Grewe and Dahlmann, 2012). A more detailed overview
of the calculation method can be found in Grewe and Stenke (2008).

AirClim is used for this analysis because it was designed specifically for aviation emissions,
but also due to its low computational cost and its high usage in previous years for similar stud-
ies on the climate impacts of aviation (Grewe et al., 2010; Niklaß et al., 2021; van der Maten,
2021, for example). Since AirClim is a response model that makes use of pre-calculated data,
it is not as accurate as more complex climate models. AirClim has been validated against
E39/C, where it is shown to reproduce radiative forcing within 15% (Grewe and Stenke, 2008),
and other models. Use of a more complex climate chemistry or circulation model is beyond
the scope of this research, however the work presented here should not be dependent on the
model, as is discussed further in Chapter 5.

2.3. Purpose & Design of Climate Metrics
The purpose of climate metrics is to relate the emissions of gases and aerosols to their conse-
quences on the climate and/or society (Fuglestvedt et al., 2003). Plattner et al. (2009) identify
the main uses of climate metrics as exchange rates to be implemented, for example, in interna-
tional emissions trading schemes, and more generally as tools that serve to help stakeholders
better understand the relative impacts of different emissions on society and the environment. It
is not practical for decision-makers both in government and in industry to use complex climate
models since these are slow and require expertise to use. Climate metrics must be designed
such that they can be implemented without in-depth knowledge about the underlying climatic
processes. However, even with the required simplifications, the climate metrics must still ac-
curately reflect the climatic response to an emission to ensure that decisions are based on
current scientific understanding (Niklaß et al., 2019).

Climate metrics must consider the impact of various different aerosol and gas emissions,
which can lead to several issues, as a number of authors have noted (Tol et al., 2008). Gen-
erally, a differentiation is made between long-lived and short-lived climate pollutants (LLCPs
and SLCPs respectively). CO2 is an example of an LLCP, also known as a cumulative cli-
mate pollutant, whereas methane (CH4) and NOx are SLCPs. The design of a climate metric
can have a major impact on the emphasis placed on SLCPs compared to LLCPs (Allen et al.,
2016), which, in turn, could influence which policies are put into place. This can lead to a
perceived ambiguity in the results obtained since each climate metric provides an answer to a
different climate question (Grewe and Dahlmann, 2015). This is particularly important for avi-
ation, where around two-thirds of radiative forcing originates from regionally dependent SLCP
emissions (Lee et al., 2021).

To identify different climate metric options, Fuglestvedt et al. (2010) provide a cause-and-
effect chain from emissions to damages, as shown in Figure 2.3 (originally in Fuglestvedt et al.
(2003)). Fuglestvedt et al. (2003) argue that an ’ideal’ climate metric would be at the bottom
of the chain to directly compare the mitigation costs to the damage an emission causes on
the environment and on society. Such a climate metric is more tangible and thus relevant
to society. However, as many authors note (Fuglestvedt et al., 2003; Shine et al., 2007; Fu-
glestvedt et al., 2010; Dallara et al., 2011), the further down the chain a climate metric is, the
more difficult its calculation is, the more assumptions need to be made and thus the larger
the uncertainties and inaccuracies in our knowledge of the climatic processes and models.
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The development of a climate metric is always a compromise between its relevance to society
and the level of uncertainty. The most common climate metrics used by (inter-)governmental
policymakers (GWP, GTP, as described in subsequent sections) are only on the third or fourth
rung of the ladder in Figure 2.3.

Figure 2.3: Cause-and-effect chain from emissions to damages, from Fuglestvedt et al. (2003). Climate metrics
further down the chain are more relevant to society, but are also more uncertain given the larger number of as-
sumptions that need to be made and the large number of inaccuracies in our knowledge of climatic processes and
economic consequence models.

Climate metrics can be categorised (Fuglestvedt et al., 2003) 1) by their behaviour on the
temporal axis - whether a climate metric considers the instantaneous change at a certain time
(e.g. RF, GTP) or a temporal integration over a certain time horizon (e.g. GWP); 2) by whether
the impact is related to the rate or level of change; 3) by whether the climate metric is global or
regional; and 4) by the type of climatic and/or societal consequence considered. The latter cat-
egorisation considers physical climate metrics, which simply consider the impact an emission
has on the chemistry and composition of the climate; cost-effective climate metrics, which are
used to determine how to achieve goals at the lowest cost; and cost-benefit climate metrics,
which aim to minimise the sum of the costs of climate change and of mitigation. Economists
have developed climate metrics such as the Global Damage Potential (GDamP, Kandlikar,
1996) and the Global Cost Potential (CGP, based on Manne and Richels, 2001), but since im-
pacts must be given a monetary value for intercomparison that can be subjective (Fuglestvedt
et al., 2010), only physical climate metrics are considered in this study.

2.4. Existing Climate Metrics
This section provides an overview of the climate metrics used in this study. It is important to
note that this list is not exhaustive and that a large number of other climate metrics exist, mostly
as tools to answer specific climate questions. Climate metrics based on the emission mass
or resulting atmospheric concentrations are not meaningful for aviation, therefore all climate
metrics are on the third or fourth rung of the ladder in Figure 2.3.
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2.4.1. Radiative Forcing
Radiative forcing is a net flux imbalance at a location in the atmosphere, caused by a change
in atmospheric composition. This definition can be further refined, as also shown in Figure
2.4. If the temperature gradient of the atmosphere is not allowed to adapt to the changes at
all, the calculated flux imbalance at the tropopause is defined as the instantaneous radiative
forcing (Figure 2.4a) (Intergovernmental Panel on Climate Change, 1995; Fuglestvedt et al.,
2003). Since the timescale for the stratosphere to adapt to a perturbation is short - of the order
of months - the stratospheric-adjusted radiative forcing (Figure 2.4b) is often used, for which
the troposphere and surface temperatures are kept constant (Fuglestvedt et al., 2003; Hansen
et al., 2005) whilst the stratosphere is allowed to adapt. The zero-surface-temperature-change
radiative forcing allows the whole atmosphere to adjust, but keeps either the global mean sur-
face temperature or ocean temperature fixed (Figure 2.4c and d respectively) and calculates
the flux imbalance at the top of the atmosphere (TOA). This is also the basis of the effective
radiative forcing (ERF).

Figure 2.4: Main definitions of radiative forcing, from Intergovernmental Panel on Climate Change (2013), origi-
nally from Hansen et al. (2005). The definitions are: (a) instantaneous forcing; (b) stratospheric-adjusted forcing;
(c) zero-surface-temperature-change forcing; (d) fixed sea surface temperature forcing, allowing atmospheric tem-
perature and land temperature to adjust; (e) full feedback response, calculated using a climate model and allowing
the temperature to adjust everywhere.

Radiative forcing can be seen as a shortcut for the global-mean surface temperature
change at equilibrium Δ𝑇𝑠 = 𝜆 RF, where 𝜆 [K/(Wm2)] is a climate sensitivity parameter
and RF is the radiative forcing. The climate sensitivity parameter includes a ’no-feedback’
climate response, which is well known, and a feedback and coupling response that is less well
understood (Fuglestvedt et al., 2003). Since a large number of potential couplings exist, it is
only possible to compare radiative forcings on a global-mean scale effectively, thus ignoring
local effects (Wuebbles et al., 2010). Not all radiative forcings results in the same global-mean
temperature change at equilibrium: The effectiveness of a climate agent in causing a temper-
ature change, compared to the baseline of CO2, is called its efficacy (Hansen et al., 2005;
Wuebbles et al., 2010).

As a climatemetric, radiative forcing in the form of RF, ERF and RFI (radiative forcing index,
the ratio of a sector’s total RF to the RF of its CO2 emissions) is commonly used for aviation
emission analysis (for example Lee et al., 2010, 2021). The efficacies of, for example, AIC
and aerosols are hard to quantify and are a significant source of uncertainty. For the purposes
of this study, the efficacy calculated by Ponater et al. (2006, cf. Table 1) using ECHAM4 will
generally be used. It should also be noted that radiative forcing is a backward-looking climate
metric and may not be appropriate for the analysis of future aviation emissions and policy-
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making (Lee et al., 2009). However, the temporal evolution of the radiative forcing serves as
the basis for many other climate metrics.

2.4.2. Global Warming Potential (GWP)
The Global Warming Potential (GWP) is the ratio between the temporal integrations of the
radiative forcing caused by a unit pulse emission of a climate agent and that of the reference
gas CO2 (Fuglestvedt et al., 2003). The GWP was introduced by Rodhe (1990) and Derwent
(1990) and was directly included in the first assessment of the IPCC (Intergovernmental Panel
on Climate Change, 1990), becoming the most commonly used climate metric in international
and national policy-making. It can be calculated as follows (Fuglestvedt et al., 2003),

GWP(𝐻)𝑖 =
∫𝐻0 RF𝑖(𝑡)d𝑡
∫𝐻0 RFCO2

(𝑡)d𝑡
= AGWP(𝐻)𝑖
AGWP(𝐻)CO2

(2.2)

where 𝑖 is the emission gas, 𝐻 the time horizon and 𝑡 the time. RF𝑖 and RFCO2
are the radiative

forcings of the considered gas and of CO2, as described in the previous section. The AGWP
is the Absolute GWP for a single emission species.

The AGWP was shown by Irvine et al. (2014) to be equivalent to the Energy Forcing (EF)
climate metric developed by Schumann et al. (2011). The EF calculates the energy per unit
flight distance for a single flight and is a useful climate metric for the analysis of contrails.
Conversion from the AGWP to the EF [GJ/km] for contrails follows the equation,

EF = AGWP
𝐴cont

𝐴Earth 𝑡year 𝑊cont (2.3)

where AGWP/𝐴cont [Wm-2yr km-2] is the specific AGWP for a contrail coverage area 𝐴cont
[km2], 𝐴Earth [m2] is the area of the Earth, 𝑡year [s] is the number of seconds in a year and𝑊cont
[km] is the contrail width. For other emission species, the specific AGWP per kg of emission
species can be used with an estimation of the emission rate per flown kilometre. Since the
AGWP and EF are equivalent, only the AGWP is used in this research.

Since its inception in 1990, the GWP has been heavily criticised, primarily due to its de-
pendence on the time horizon 𝐻 over which the temporal integration is performed. While it can
be useful for a stakeholder interested in a certain effect to choose the time horizon depending
on the goal (Shine et al., 2007), this can also lead to exploitable ambiguity. It is possible for
two opposing groups to argue completely contradicting statements but receive support from
the GWP simply by using different time horizons. Ocko et al. (2017) mention, for example,
studies comparing gas and coal, or vegan and non-vegan diets.

Perhaps the most important criticism of the GWP is, therefore, that there is no obvious
choice for the time horizon. The GWP is most commonly expressed with a time horizon of 100
years (GWP100), and less commonly also with 20 and 500 years. Rodhe (1990), compromising
between short-term and long-term climate impacts, ”somewhat arbitrarily” chose a time horizon
of 100 years. Numerous authors, for example Allen et al. (2016), have criticised the dominant
role of the GWP100 for this reason, arguing that there is ”no particular justification” for the 100-
year time horizon to be used to inform policy decisions, especially since most climate goals
focus on keeping global average temperatures below a certain limit value.
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The choice of time horizon effectively hides inherent trade-offs between policy goals which
aim to limit either short- or long-term impacts (Ocko et al., 2017; Fuglestvedt et al., 2010). An
example of this trade-off is clear from the work of Allen et al. (2016), who show that GWP100
effectively measures the warming 20-40 years after the time of emission. As a result, current
SLCP emissions are given a higher priority when using the GWP100.

That a global warming potential does not actually show warming is also highly problem-
atic. The GWP, a measure of temporally integrated radiative forcing, is an abstract concept.
Since policymakers would ideally need to thus understand what the GWP is showing before
making decisions (cf. requirements for climate metrics in Section 3.3), it could be argued
that discussing temperature change directly would be a much more suitable climate metric for
policy-making (Fuglestvedt et al., 2010). That the time horizon, for example 100 years, does
not represent a change in energy balance or temperature at 100 years after the emission but
rather 20-40 years as demonstrated by Allen et al. (2016), is further cause for concern.

To economists, the (monetary) values of SLCP emissions, with atmospheric lifetimes of
up to a few years, are initially low and grow with time as the deadline approaches. This
mechanism is not captured by a time-invariant climate metric such as the GWP100 (Michaelis,
1992; Bradford, 2001; Shine et al., 2007). Manne and Richels (2001) further suggest that
using a purely physical climate metric such as the GWP to determine which policies should
be implemented will result in unnecessarily costly mitigation. They compare the GWP100 to
a climate metric that analyses the price of emission for CH4 and show that use of the GWP
inherently assumes that the trade-offs between which gases should be mitigated are constant
with time and, importantly, independent of the mitigation goal.

Even with the large amount of criticism, theGWPhas remained the dominant climatemetric
at a national and international level. The high level of acceptability amongst stakeholders is
likely due to the perceived transparency and ease of application (Shine et al., 2005). For
example, the IPCC meeting (Plattner et al., 2009) came to the conclusion that no alternative
climate metric has achieved the same standard, an argument which is still commonly made
today. Ocko et al. (2017) argue that continuing to debate which climate metric is best or trying
to find better climatemetrics could lead to a slower uptake in policies that aim to combat climate
change.

Since the majority of radiative forcing is attributed to non-CO2 emissions, the GWP is par-
ticularly problematic for aviation emissions (Fuglestvedt et al., 2010). The Intergovernmental
Panel on Climate Change (1999) and Wit et al. (2005), for example, argue that defining a suit-
able GWP for aircraft is questionable at best. As the main aviation emission reviews such as
Lee et al. (2021) show, the GWP is highly dependent on the time horizon and does not reflect
the total impact of aviation. Nevertheless, given that the GWP has been the climate metric of
choice for the IPCC, the GWP has been used for aviation policy-making and aircraft design,
for example Svensson et al. (2004). With the creation of the GWP*, as discussed in the next
section, and the more varied use of the ATR (cf. Section 2.4.5), it is possible that the GWP
will no longer be used as frequently aviation policy.

2.4.3. GWP*
Radiative forcing due to cumulative pollutants with long atmospheric lifetimes, such as CO2,
scales with the cumulative integral, i.e. the total amount of emissions released, making a
climate metric such as the GWP ideal. However, given their short atmospheric lifetimes, ra-
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diative forcing due to SLCPs depends on the SLCP emission rate and lifetime (Allen et al.,
2016, 2018). A decrease in the SLCP emission rate will result in a decrease in temperature,
but this is not reflected in conventional climate metrics such as the GWP. Instead, a decrease
in SLCP emissions will show a further warming since the temporal integral of the radiative
forcing is used. Using the GWP to achieve temperature stabilisation by, for example, aiming
for net zero CO2-equivalent (CO2-e) emissions would, therefore, erroneously require an in-
definite cooling trend (Allen et al., 2018). This is demonstrated by Tanaka and O’Neill (2018),
who show that net-zero CO2-e emissions are not required to achieve the Paris Agreement
warming limit of 1.5°C.

Allen et al. (2018) compare cumulative CO2-e emissions and CO2-e emission rates cal-
culated using GWP100 to peak warming from the IPCC AR5 scenario database and note that
there are a number of non-linearities. Since the relationship between CO2 emissions and tem-
perature response is approximately linear, a truly equivalent emission should show the same
linear behaviour. However, for constant or decreasing SLCP emissions, such a linear trend
between CO2-e emissions and warming does not exist (Cain et al., 2019). Given this misrep-
resentation of the SLCPs on global temperature when converted to CO2-e emissions, Allen
et al. (2018) propose a new use of the GWP, denoted GWP*.

The GWP* is designed to approximate CO2 forcing-equivalent (CO2-fe) emissions (Zick-
feld et al., 2009), that do result in temperature stabilisation when reduced to a net zero rate,
but that require a carbon cycle model to evaluate. This is done by equating a sustained in-
crease in an SLCP emission rate with a one-off pulse emission of CO2, averaged over a time
period following the increase (Allen et al., 2018). Specifically, a sustained increase in an SLCP
emission rate Δ𝐸SLCP is equal to a pulse emission of Δ𝐸SLCP ×GWP𝐻 × 𝐻, and is distributed
over Δ𝑡 = 20 years following the increase. The pulse emission quantity GWP𝐻 ×𝐻 is denoted
as CO2-e*. Here, GWP𝐻 is the standard GWP value for the SLCP for the time horizon 𝐻.
A similar equivalency can be made for radiative forcing, where an increase in the radiative
forcing Δ𝐹SLCP is equal to a pulse emission of Δ𝐹SLCP × 𝐻/AGWP𝐻(CO2), also spread over Δ𝑡
= 20 years. Here, AGWP𝐻(CO2) is the absolute global warming potential of CO2 over a time
horizon 𝐻.

The choices of Δ𝑡 = 20 years and 𝐻 = 100 years are chosen by Allen et al. (2018) to corre-
spond with common emission mitigation goals and norms set by the IPCC. A major advantage
of the GWP* is that it is insensitive to the time horizon as long as it is chosen to be much
greater than the lifetime of the SLCPs (cf. Allen et al. (2018) and Section 4.1). In contrast,
as described in the previous section, the GWP is very sensitive to the time horizon for SLCP
emissions. Smith et al. (2021) show that Δ𝑡 = 20 years works for SLCPs that have a lifetime
of about one decade or less. The choice of averaging time does not, however, affect the cu-
mulative emissions, and thus even though a shorter time would be arguably better for SLCPs
with shorter lifetimes, Smith et al. (2021) propose to continue using 20 years for all SLCPs for
simplicity.

Where conventional CO2-e emission rates are calculated as 𝐸CO2-e = 𝐸SLCP ×GWP𝐻, the
emission rates of CO2-e* can be calculated by (Allen et al., 2018),

𝐸CO2-e*(𝑡) =
Δ𝐸SLCP(𝑡)

Δ𝑡 ×GWP𝐻 × 𝐻 (2.4) 𝐸CO2-e*(𝑡) =
Δ𝐹SLCP(𝑡)

Δ𝑡 × 𝐻
AGWP𝐻(CO2)

(2.5)
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Improvements have been made to the GWP* by Cain et al. (2019) and Smith et al. (2021).
Cain et al. (2019) adapt the GWP* method to include the long-term response of the climate
system to past increases in SLCP emissions, which is notable in environments where SLCP
emissions have substantially increased in recent years. This is done by including a stock
term 𝑠 × 𝐸SLCP × GWP𝐻 alongside the original rate term. The two terms are constrained
by 𝑟 + 𝑠 = 1 to be consistent with the initial definition of GWP*, and are found to provide
good results for methane at values of 𝑟 = 0.75 and 𝑠 = 0.25. Using this definition, the ratio
𝑠/(𝑟𝐻) = 𝑠/((1 − 𝑠)𝐻) defines the required decline in SLCP emissions such that net-zero
CO2-warming equivalent (CO2-we) is achieved, preventing further warming.

Notably in their derivation, Cain et al. (2019) use typical values of the Equilibrium Climate
Sensitivity (ECS) and Transient Climate Response (TCR) to justify their choice of 𝑠 = 0.25 for
a time horizon 𝐻 of 100 years. Smith et al. (2021) argue that, by construction, the relation-
ship between CO2-we and RF should directly replicate that between CO2 emissions and RF,
thus not requiring the warming response at all. By approximating the linear impulse-response
model used by AR5 at the mid-range (30-200 years) using a first-order equation, Smith et al.
(2021) are able to express Eq. (2.8) without reference to the TCR using a new parameter 𝑔,
shown below. They argue that since 𝑔 is a function of 𝑠 and is thus not a tuneable parameter,
it is more consistent with the linear models used for climate metric calculations.

𝐸CO2-we(𝑡) = GWP𝐻 × 𝑔 × [
(1 − 𝑠)𝐻Δ𝐸SLCP(𝑡)

Δ𝑡 + 𝑠𝐸SLCP(𝑡)] (2.6)

where

𝑔(𝑠) = 1 − exp (−𝑠/(1 − 𝑠))
𝑠 (2.7)

The peak temperature change Δ𝑇 can be calculated using the summation of the cumula-
tive SLCP emissions aggregated with GWP* (∑CO2-we) and the cumulative LLCP emissions
aggregated with GWP100 (∑CO2-e), as (Cain et al., 2019),

Δ𝑇(𝑡) = TCRE × (
𝑡0+𝑡

∑
𝜏=𝑡0

𝐸CO2-we(𝜏) +
𝑡0+𝑡

∑
𝜏=𝑡0

𝐸CO2-e(𝜏)) (2.8)

The GWP* as defined by Cain et al. (2019) has been used by Lee et al. (2021) for aviation
emissions, in comparison with the more conventional GWP and GTP over 20, 50 and 100
years. Lee et al. (2021) use the GWP* to show that aviation emissions are responsible for
a warming rate three times higher than that from aviation CO2 emissions only. Since the
GWP* is mentioned in the Sixth Assessment Report (Intergovernmental Panel on Climate
Change, 2021) and shown to more closely follow the climate response of emission mitigation
scenarios, it can be expected that more studies analysing aviation emissions using GWP* will
be conducted.

It is, however, important to note that unlike other climate metrics, the GWP* does not pro-
vide a single value that can easily be compared. Rather, the GWP* is a method for calculating
CO2-equivalent emissions as a function of time and thus provides a shortcut to the tempera-
ture trajectory. This can make the GWP* less suitable for analysis purposes, as is discussed
further in Section 3.4.1 and shown in Figure 3.3.
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2.4.4. Global Temperature-Change Potential (GTP)
The global temperature-change potential (GTP) was first proposed by Shine et al. (2005). In
contrast with the integrative GWP, the GTP is an endpoint climate metric. The absolute global
temperature-change potential of gas 𝑥 (AGTP𝑥) gives the temperature change Δ𝑇 [Kkg−1] at
the time horizon 𝑡 = 𝐻. Just as in the case of GWP, the GTP is the ratio of the AGTPs of the
gas in question and the reference gas CO2.

Since the AGTP is equivalent to the temperature at the time horizon 𝐻, it can be calculated
directly using a climate model such as AirClim, as is done in this study. Alternatively, Shine
et al. (2005) uses a temporal exponential decay emission profile of the form 𝐴 exp(−𝑡/𝛼),
where 𝐴 is the initial radiative forcing and 𝛼 is the time constant. Implicitly, it is assumed that
both 𝐴 and 𝛼 are independent of the atmospheric composition and constant. In reality, both
depend on the evolution of the concentrations of the gas in question in the atmosphere, as
well as other gases with which it reacts, for example hydroxyl molecules (OH). For example,
for a pulse emission for 𝜏 ≠ 𝛼𝑥, the AGTP can be calculated as (Shine et al., 2005),

AGTP𝑃𝑥(𝑡) =
𝐴𝑥

𝐶 (𝜏−1 − 𝛼−1𝑥 )
[exp(− 𝑡

𝛼𝑥
) − exp (−𝑡𝜏)] (2.9)

where 𝐶 is the heat capacity of the climate system and 𝜏 = 𝜆𝐶 is a time constant, where 𝜆 is
the climate sensitivity parameter as defined in Section 2.4.1. Other calculation methods, for
example for sustained emissions, are not shown here since they are not used in this study,
but can be found in Shine et al. (2005).

The GTP is designed with the criticisms of Manne and Richels (2001) in mind, namely that
a climate metric should vary with time such that it is dependent not only on the climate goal,
but also how close the goal is. This shows the potential of GTP to be used also in economics
(Shine et al., 2007). This does, however, make its use more complex, especially since the
values change over time.

Given that temperature changes are further down the cause-and-effect chain shown in
Figure 2.3, Shine et al. (2007) argues that the GTP is more relevant to society than the GWP.
The GTP also includes more physical processes than the GWP. At least one party to the
UNFCCC argues that using the GTP ”would be more consistent with the UNFCCC goal of
limiting future warming” (Allen et al., 2016). This is especially true for temperature-based
climate goals such as the Paris Agreements (Collins et al., 2020).

On the other hand, Godal (Plattner et al., 2009) argues that the GTP is not any better than
the GWP for economic usage. Only the people alive at the endpoint are taken into account
since, like the GWP, the GTP has no provision for measuring the climate effects beyond the
period in which the temperature goal is reached. This latter shortcoming of the GTP is men-
tioned as a useful topic of further research by the IPCC Expert Meeting (Plattner et al., 2009).
The GTP is also still highly dependent on the time horizon (Shine, 2009; Grewe and Dahlmann,
2012), as is demonstrated in Section 4.1.

The GTP has been used for aircraft design optimisation, for example Egelhofer et al.
(2007), and optimising aircraft cruise altitudes, for example Schumann et al. (2011). The GTP
is also included in the aviation emission reviews, such as Lee et al. (2021), in comparison with
the GWP and GWP*. The GTP does not, however, have as widespread use as the GWP in
aviation.
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2.4.5. Average Temperature Response (ATR)
The average temperature response (ATR) was initially developed by Dallara (2011). It is a
climate metric specifically tailored for aircraft design rather than for policy decision-making.
Temperature change is chosen because it is commonly used but also because it can commonly
be understood by non-experts, in comparison with radiative forcing and its temporal integration
(Dallara, 2011; Dallara et al., 2011).

The formulation of the climate metric takes the form of other common climate metrics and
is given by Eq. (2.10) (Dallara et al., 2011), where Δ𝑇𝑠𝑢𝑠𝑡,𝐻 is the time-varying global-mean
temperature change, 𝐻 is the aircraft lifetime, and 𝑤(𝑡) is the weighting function. A large
difference between the ATR and for example the GWP and GTP is that the ATR considers
average, sustained emissions over the aircraft lifetime 𝐻, rather than a pulse. Dallara et al.
(2011) generally use an operational lifetime of 30 years. It is important to note that subsequent
studies using the ATR generally use 𝐻 as the time horizon in line with other conventional
climate metrics, as is also done in this study. Common values of 𝐻 are 20, 50 and 100 years.

ATR𝐻 =
1
𝐻 ∫

∞

0
Δ𝑇𝑠𝑢𝑠𝑡,𝐻(𝑡)𝑤(𝑡)d𝑡 (2.10)

The weighting function𝑤(𝑡) can be designed as necessary to balance short-term and long-
term mitigation costs and economic risks. An aircraft designed for a lower climate impact in
100 years is riskier than one designed to limit its impact within the next 30 years, thus requiring
a form of discounting (Dallara et al., 2011). The discounting rate and the form of the weighting
function is a value judgement based on the trade-off of short- and long-term impacts, and thus
must be properly justified, as with other climate metrics discussed. This study does not use a
weighting function.

Since the ATR was designed specifically for aircraft design, it has not found widespread
use outside of the industry or even research. It has, however, been used in a number of
aircraft design optimisation schemes and has been used extensively by the DLR (Scheelhaase
et al., 2015; Dahlmann et al., 2016b; Grewe et al., 2017) and other European institutions
(Koch, 2013; Proesmans and Vos, 2021). Koch (2013) argue that it is more appropriate for
aviation than the GWP and GTP because it includes the thermal inertia of the climate system,
considers the change in temperature rather than radiative forcing, and is an integration over
a time horizon rather than a snapshot. This argument will be tested in this study.

2.4.6. Other Climate metrics
Although not used in this work for the reasons explained below, a brief overview of other exist-
ing climate metrics and their corresponding literature are provided here for general reference.
The climate metrics described in this section are the CGWP, CGTP and the ARTP.

First, building on the equivalence between a step SLCP emission rate reduction and a
CO2 pulse emission used in the development of the GWP* (Allen et al., 2016, 2018), Collins
et al. (2020) suggest the use of ’combined’ climate metrics, specifically the combined GWP
(CGWP) and combined GTP (CGTP). Both relate the step response 𝑆 of a climate agent to
the pulse response 𝑃 of CO2: CGWP = AGFP𝑆/AGFP𝑃CO2

and CGTP = AGTP𝑆/AGTP𝑃CO2
,

where AGFP(𝐻) is the absolute global forcing potential - an endpoint climate metric describing
the radiative forcing at a time horizon 𝐻. Collins et al. (2020) further show that the GWP* is an
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approximation of, but tends to underestimate, the CGTP. Neither the CGWP and CGTP are
considered in this work due to the difficulty of defining the equivalent of a kilogram emission
for contrails, which is required to obtain the relative climate metric, and because the climate
metrics are not unitless, making their implementation more complex.

The Absolute Regional Temperature Change Potential (ARTP) is an emission climate met-
ric developed by Shindell and Faluvegi (2009), Shindell and Faluvegi (2010) and Shindell
(2012) to determine the regional time-varying surface temperature response from heteroge-
neous emission and radiative forcing patterns. Collins et al. (2013) and Lund et al. (2017)
show that the temperature pattern can differ significantly from both the global average as well
as from the radiative forcing pattern, especially for species with shorter atmospheric lifetimes.
Lund et al. (2012) find that the highest loss of information by global averaging aviation emis-
sions occurs for NOx and aerosols. The ARTP is more complex than other, globally-averaged
climate metrics and would require a large re-structuring of AirClim, which is beyond the scope
of this work. Therefore, although the ARTP has potential especially for aviation non-CO2
emissions, it is not further analysed.



3
Methodology

This chapter describes the methods used to analyse the climate metrics described in the pre-
vious chapter. The aim is to develop a framework with which the best-suited climate metric
can be chosen, depending on the climate objective.

The chapter begins in Section 3.1 with an overview of the analysis procedure, research
scope and limitations. The aviation climate objectives are described in Section 3.2, followed
by the development of requirements in Section 3.3. This section also provides a detailed
description of the selection process and which elements of the methodology correspond to the
analysis of which requirement. The general response of climate metrics to aviation emissions
is described in Section 3.4, in which also the GWP* and EGWP* calculation methods are
explained. Section 3.5 provides an overview of the expected aircraft emission pathways, with
which future fleets can be developed and analysed in Section 3.6. The sensitivity analysis is
shown in Section 3.7 and, finally, the ability of climate metrics to calculate CO2-eq emissions
and estimate the temperature response is analysed in Section 3.8.

3.1. Method Overview, Research Scope and Limitations
The research objective of this work is formulated as:

Recommend the best-suited climate metrics for existing and proposed aviation
climate objectives by systematically analysing the response of existing physical
climate metrics using the climate-chemistry response model AirClim.

The main outcome of this research is thus a framework with which the best-suited climate
metric can be chosen. In Chapter 5, this framework is used to recommend a climate metric for
each climate objective as defined in the following section. The intention is that the results of
this research, including the best-suited climate metric, can directly be used by a stakeholder.
However, sufficient information is also provided such that a stakeholder can repeat the process
and implement other quantitative or qualitative requirements in their decision-making process.

The methodology presented here is informed by the aviation climate objectives and climate
metric requirements generated in Sections 3.2 and 3.3. The climate metric requirements are
developed specifically for aviation and thus the climate metrics used in this analysis are subject
to prerequisites as described in that section. The methodology is split into four main parts: a
general response analysis (Section 3.4), multivariate fleet analysis (Section 3.6), sensitivity
analysis (Section 3.7) and CO2-eq emission analysis (Section 3.8). Each aim and method
of each section is described briefly here to provide an overview. It should be noted that in
this research, the exact climate metric or temperature value is of lesser importance than the
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comparison of the value for different climatemetrics. For this reason, the analysis will generally
not describe any climate metric or temperature values in detail.

The general response analysis (Section 3.4) aims to identify any systematic problems with
climate metrics that would prevent their use in aviation. This is done by performing pulse,
sustained and increasing emission simulations with AirClim and, using the radiative forcing
and temperature profiles, by calculating the response of each climatemetric over time horizons
between 1 and 100 years. Using these responses, the dependency of each climate metric to
the background emissions scenario and time horizon can be calculated.

The multivariate fleet analysis (Section 3.6) aims to identify the inherent biases within the
climate metric calculations for different aviation-specific emission species or changes in air-
craft/trajectory design. For this purpose, a set of expected aircraft emission pathways are re-
quired (Section 3.5), which provide estimations of future growth rates and changes in various
parameters, for example cruise altitude, efficiency and NOx emissions. Using these pathways,
a set of 10000 fleets are generated using a Monte Carlo simulation. The analysis is done by
comparing the change in climate metric value and the change in temperature for all pairs of
fleets. A climate metric without inherent bias would show the same sign of change for both
and thus have a linear trend. This is illustrated by Figure 3.5. The number of incorrect fleet
pairings is then the result of the analysis.

The aim of the sensitivity analysis (Section 3.7) is to calculate the sensitivity of climate
metrics to changes in the fleet generation variables in themultivariate fleet analysis. This helps
to explain the trends seen in the other analysis steps, and identify any unexpected trends.

Finally, the CO2-eq emission analysis (Section 3.8) evaluates the ability of climate metrics
to estimate CO2-eq emissions. This is useful for comparison between aviation and other in-
dustries, and within the industry for market-based schemes such as CORSIA. Ideally, CO2-eq
emissions would behave similarly to CO2 emissions, which, due to their long atmospheric life-
time, are approximately linear with temperature. The analysis performs AirClim simulations
for full aviation scenarios and for the fleets generated in the multivariate fleet analysis.

A number of limitations of the study are important to note, which are also discussed in
more detail in Section 5.2. As the literature study attests, a large number of climate metrics
exist, each serving a slightly different purpose and each answering a different climate question
(cf. Grewe and Dahlmann, 2015). In this study, only physical climate metrics are considered
due to the high uncertainties of damage- and impact-based climate metrics and their low ac-
ceptance among stakeholders. The latter reason is important since the intention of this work
is to inform policy decisions. The climate metrics analysed are the Radiative Forcing (RF),
Effective Radiative Forcing (ERF), the Global Warming Potential (GWP), the GWP* and a de-
rived climate metric developed in this study denoted EGWP* (Effective GWP*), the Global
Temperature-Change Potential (GTP) and the Average Temperature Response (ATR). The
CGWP and CGTP are not analysed for the reasons given in Section 2.4.6.

Since the objective is to develop a framework that is widely applicable, the aircraft designs
and fleets used are representative and do not correspond to any existing or proposed aircraft
design. Because an aircraft design tool is beyond the scope of this research, assumptions
on the impact of aerodynamic and propulsive efficiency, as well as novel fuels such as synfu-
els/biofuels, hydrogen and SAF are made. This means that, for example, the efficiencies of
different propulsion systems are not taken into account and the generated fleets may not be
physically feasible. The expected impacts of these assumptions are analysed in Section 5.2.
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3.2. Development of Aviation Climate Objectives
Three main climate objectives are identified, against which the climate metrics are analysed.
These relate to aircraft design, aircraft trajectories and finally to market-based schemes. Al-
though more climate objectives could feasibly exist, it is assumed that the three objectives
shown are broad enough to encompass these and that the results are transferable.

1. Optimise aircraft design for minimum climate impact.

This objective aims to design aircraft with the climate impact in mind. Using a climate metric, a
stakeholder can also easily compare proposed aircraft designs. In an aircraft design company
environment, this allows the climate impact to be part of the trade-off process. Regulators
would also be able to set limits or penalties depending on the climate metric value to guide
the market towards more sustainable aircraft designs. Both the near-future climate impact
reduction, which would aim to avoid tipping points due to overshooting, and a long-term re-
duction, which would aim for climate stabilisation in the spirit of the Paris Agreement, can be
considered.

2. Optimise aircraft trajectories for minimum climate impact.

This objective considers the potential climate impact reduction achieved by optimising trajec-
tories or re-routing aircraft to avoid climate sensitive regions. Finding the best suited climate
metric for this purpose will predominantly help policymakers at organisations such as EURO-
CONTROL tomake decisions easily, and will ensure that the options available are comparable.

3. Reduce aircraft emissions in a cost-effective manner using a market-based scheme.

Market-based schemes such as CORSIA and the EU ETS aim to incentivise airlines to buy and
operate aircraft with a lower climate impact, thus also incentivising manufacturers to develop
these aircraft. This is done using a tax or requiring airlines to buy offsetting credits on released
CO2. However, as for example Frömming et al. (2012) and Niklaß et al. (2021) describe, only
considering the impact of CO2, as is currently done with both CORSIA and the EU ETS, can
have the opposite effect than desired. For example, aircraft could be designed to fly higher and
thus burn less fuel, but by doing so cause a higher total climate impact (Matthes et al., 2021).
The aim of this objective is to determine the best suited climate metric to use to incorporate
non-CO2 impacts into CORSIA and the EU ETS.

3.3. Development of Requirements and Selection Procedure
To determine which climate metric is considered best-suited, as specified by the research ob-
jective, a clear set of requirements is needed. The requirements presented in this section are
simultaneously also the criteria for the selection framework. The requirements originate from
the climate objectives described in the previous section, from literature (Forster et al., 2006;
Wuebbles et al., 2010; Dahlmann, 2011) and from discussions with experts and stakeholders.
A few prerequisites are made for the climate metrics to be analysed, namely that they,

• Shall include information on the impact an emission has on the environment;
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• Shall be updateable following advancements in climate understanding; and
• Shall be flexible in their use across different industries

The first prerequisite prevents, for example, the use of the emission mass since this cli-
mate metric does not provide any meaningful information on its own about the environmental
impact of all aviation emissions and effects. Making use of such a climate metric would be
inappropriate for the climate objectives established. The second prerequisite is not used as
a requirement in this work because all climate metrics considered are updateable following
advancements in climate understanding. A similar statement can be made about the third
prerequisite. Using the same climate metrics across industries is beneficial for stakehold-
ers seeking to compare strategies and progress, however using climate metrics for industries
other than aviation is outside the scope of this work. Based on the literature research per-
formed, it can be assumed that all climate metrics considered in this work also meet the third
prerequisite.

The requirements used in the framework are presented in the following. Although this list is
not exhaustive, these requirements have been identified as the most important for the climate
objectives. The framework aims to cover all scenarios in which a climate metric must be cho-
sen, however there are certain limitations to the study as discussed in Chapter 5. Therefore,
if deemed necessary by a stakeholder, the framework can also be further extended with other
requirements. A stakeholder can also choose the weight or importance of each requirement
depending on the use case. Each requirement is shown in italics, followed by a justification
of the requirement and references to the methods used in the analysis. An identifier is also
provided for ease of reference.

REQ 1 Shall correctly represent the temperature change.

The temperature change is selected as the impact against which the climate climatemetrics
are analysed. Temperature change is further down the cause-and-effect chain shown in Figure
2.3 than, for example, radiative forcing, and is in the category of ”Climate Change”. Selecting
from the ”Impacts” or ”Damages” categories would require insights into local ecosystems,
social effects and the mitigation/adaptation costs of impacts - subjects that are beyond the
scope of this work. The uncertainties involved in the calculation of impacts and damages are
also higher and harder to quantify. Judging potential climate metrics on their ability to estimate
impacts or damages is, therefore, not appropriate for aviation policy and this study.

It can be argued that the effective radiative forcing (ERF) would be equivalent to the tem-
perature change, since Δ𝑇 = 𝜆 ⋅ RF where 𝜆 is the efficacy. However, for aviation emissions,
only a single comprehensive study, Ponater et al. (2006), analyses the efficacy parameters.
Furthermore, temperature change is easier to understand than ERF, which links to the fol-
lowing requirement. For these reasons, it is decided to focus on temperature change in this
research. The ERF is, however, used for the EGWP* climate metric, as described later in this
chapter.

This requirement will influence the choice of best-suited climate metric by ensuring all anal-
yses judge temperature change, rather than radiative forcing. Furthermore, how well climate
metrics can be used to estimate the temperature response will be judged quantitatively by
the linearity of the relationship between the calculated temperature and the estimated CO2-eq
emissions, as described further in Section 3.8.
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REQ 2 Shall be easy to understand and implement.

Since the intention is that climate metrics will play an integral part in climate policy, it is im-
portant that stakeholders are able to understand how a climate metric is calculated and what
its results show. Only in this way will the climate metric be implemented correctly and appro-
priately, resulting in aircraft that are generally better for the environment. This requirement
also covers the computational cost of a climate metric to ensure that it can be used in design
optimisation schemes.

This requirement is analysed qualitatively. The ease of understanding considers the units,
the calculation method and the outcome; the implementation considers whether pre-calculated
data is required and how laborious it is to calculate, as well as the calculation method.

REQ 3 Shall be largely independent of the time horizon.

In this research, it is assumed that a low dependence on the time horizon is desired. As
discussed in detail in Section 2.4.2, while it can be useful for stakeholders to have direct con-
trol over the time horizon to analyse a certain effect, this can lead to exploitable ambiguity,
especially since there is often no obvious choice for the time horizon (Shine et al., 2007; Allen
et al., 2016, for example). If a climate metric is perceived to be exploitable or ambiguous,
even if not the case, less acceptance amongst stakeholders could be the result. The depen-
dence of the time horizon is explored in the general response of climate metrics (Section 3.4).
The dependence is shown graphically and judged quantitatively by calculating the percentage
difference for the most common 20, 50 and 100 year time horizons.

REQ 4 Shall be largely independent of background emissions.

Low dependence on background emissions is also assumed to be desired. To understand
why, consider a future where the world reduces emissions quickly, such as in SSP1-1.9 (IPCC
”Sustainability” emission scenario, cf. Section 3.4). In this scenario, an emission from aviation
is valued more, which is reflected also in the climate metric value being higher. Assuming
aircraft operators would have to pay according to the climate metric value, then the aviation
industry would in this case be incentivised to reduce its emissions to pay less. However, in a
scenario where global emissions continue to rise quickly, such as in SSP5-8.5 (IPCC ”Fossil-
Fueled Development” emission scenario), the opposite effect occurs: the value of an emission
from aviation is lower, hence there is a lower incentive to reduce emissions.

A low dependence on background emissions means that the climate metric value does
not depend to a large extent on emissions of other industries. A high dependence, on the
other hand, means that updates to the expected global emissions scenario can change the
climate metric value substantially. Whilst no dependence would be questionable from a sci-
entific standpoint, in this research it is argued that low dependence should be desired such
that the climate metric values remain fairly consistent and policymakers, aircraft operators and
other stakeholders can accurately estimate required payments from year to year.

The dependence of background emissions is explored in the general response of climate
metrics (Section 3.4). As with the previous requirement, the dependence is analysed graphi-
cally and is numerically calculated. The effects described in the previous paragraphs are also
demonstrated in the results (cf. Section 4.1).
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REQ 5 Shall have low inherent biases towards changes in aircraft design or trajectory.

Depending on how a climate metric is calculated - including, among other things, whether
a climate metric considers the instantaneous change at a certain time or a temporal integration
over a time horizon - the impact of certain emission species can be calculated to be higher
or lower than they are in reality. In other words, trade-offs between different species can be
inherently built into climate metrics (cf. Ocko et al., 2017). The aim of this requirement is to
ensure that the impacts of different technologies are valued appropriately, such that an aircraft
design with a lower climate metric value also has a lower environmental impact.

Section 3.6 provides a more detailed explanation of the necessity of this requirement and
describes how this requirement is analysed. A Monte Carlo simulation is performed for many
different future fleets, using different fuels, trajectories and technologies. An error analysis
calculates the number of incorrect pairings, i.e. when an aircraft with a lower climate metric
value actually causes a larger temperature change, or vice versa. The number of incorrect
pairings is used to establish which climate metric scores best for this requirement.

REQ 6 Shall be appropriate for different emission profiles.

Within the aviation industry, a climate metric should be useful for many different use cases.
For example, different emission profiles are used for the climate objectives as described in the
previous section: Minimum climate impact due to a single flight can be represented by a pulse
emission, whereas a climate impact reduction strategy can be represented by a sustained
or fleet emission. A further analysis element is that a series of pulse emissions should at
least qualitatively show the same result as a sustained emission. Depending on the calcula-
tion method, however, this is not always the case and can lead to misleading results. This
requirement is analysed qualitatively in the general response of climate metrics (Section 3.4).

3.4. General Response of Climate Metrics
This section describes the methodology used to determine the general response of climate
metrics to aviation emissions using AirClim. In Subsections 3.4.1 and 3.4.2 it also describes
the calculation method for the GWP* and EGWP* climate metrics used in this research in more
detail.

The main aim of the general response analysis is to identify any potential systematic issues
with the existing climate metrics described in Section 2.4 which would make them potentially
inappropriate for use in aircraft climate assessments. It also aims to analyse the general
impact of the background emission scenario on the results obtained using climate metrics.
An ideal climate metric would show the same behaviour for a pulse as well as a sustained
emission (REQ 6), and not be largely dependent on the time horizon (REQ 3) or background
emission scenario (REQ 4).

The background emission scenarios used in this study are the Shared Socioeconomic
Pathways (SSPs), as used in the sixth Assessment Report (AR6, Intergovernmental Panel
on Climate Change, 2021). The main socioeconomic drivers of the SSPs are population,
education, urbanisation and economic development (Riahi et al., 2017). Figure 3.1 shows
the trajectory of global CO2 and CH4 concentrations from Meinshausen et al. (2020), which
are inputs into AirClim. One temperature profile from each SSP is taken to provide a broad
spectrum of background emission scenarios.
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(a) (b)

Figure 3.1: Trajectories of (a) global carbon dioxide and (b) global methane concentrations from the Shared So-
cioeconomic Pathways (SSPs, Meinshausen et al., 2020). ”SSP1-1.9”, for example, represents a temperature
increase of 1.9°C under SSP1 (cf. Meinshausen et al. (2020) and supplementary data1)

To obtain the general response of each climate metric, three emission scenarios are used:
a pulse emission (P2020), a sustained emission (C2020) and a 1% increasing emission (INC1).
These emission scenarios correspond with the global fleet of aircraft with routings as described
by WeCare 2050 (Grewe et al., 2017) being used for one year (pulse in the year 2020), each
year following the year 2020 (sustained), or increasing by 1% per year. The emission scenar-
ios are shown graphically in Figure 3.2. The yearly fuel use of 716.2 Tg is also taken from
WeCare 2050. It should be noted that the exact fuel use value is not important for the analysis
since only the general response is sought.
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Figure 3.2: Yearly fuel use for the pulse, sustained and 1% increasing emission profiles used to analyse the general
response of each climate metric

The climate metric responses, as well as the trajectories of radiative forcing and tempera-
ture, are calculated using AirClim for time horizons between one and 100 years. This is done
for each background emission scenario as well as for both the pulse, sustained and increasing
emission scenarios. Since the RF, GWP, GTP and ATR are already integrated into AirClim,
the outputs can be used directly. The GWP*/EGWP* methodology as described in Section
2.4.3 must, however, first be integrated, described in the following sections.

Similarly to Dahlmann (2011), the response of climate metrics to a NOx emission will be
analysed separately. The NOx emission is used to ensure that the climate metrics show similar
1Supplementary data for Meinshausen et al. (2020) available at: https://greenhousegases.science.
unimelb.edu.au/

https://greenhousegases.science.unimelb.edu.au/
https://greenhousegases.science.unimelb.edu.au/
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behaviour for a complex emission in both a pulse and sustained emission scenario, which as
mentioned in the previous section is an important requirement (REQ 6). This analysis also
serves as verification of the climate metric calculations.

3.4.1. GWP* Calculation Method
The definition of the GWP* as shown in Eq. (2.6) is a function of the yearly SLCP emission rate
𝐸SLCP and its time-derivative Δ𝐸SLCP. These parameters are meaningless for NOx-induced
aviation effects (O3, long-term CH4 reduction and the PMO effect, see Section 2.1.2), and
especially also for contrails. For aviation emissions, therefore, the GWP* methodology must
be converted to analyse radiative forcing. This equivalent calculation is proposed in the initial
development of the GWP* method by Allen et al. (2018) (cf. also Eq. (2.5)), and is modified
using the improvements suggested by Cain et al. (2019) and Smith et al. (2021) to obtain the
following equation,

𝐸CO2-we(𝑡) = 𝑔(𝑠) × [(1 − 𝑠) ×
Δ𝐹SLCP(𝑡)

Δ𝑡 × 𝐻
AGWP𝐻(CO2)

+ 𝑠 × 𝐹SLCP(𝑡)
AGWP𝐻(CO2)

] (3.1)

where 𝐹 is the average radiative forcing between the time 𝑡−Δ𝑡 and 𝑡, and all other parameters
are already described in Section 2.4.3. It is interesting to note that AGWP𝐻(CO2) is actually a
function of time and background emission scenario, as described in Section 4.1. To obtain the
most accurate results, the AGWP𝐻(CO2) is thus pre-calculated. The above equation differs to
the one used by Lee et al. (2021) only by the multiplication by 𝑔 (see Section 2.4.3), which
was introduced in the same year by Smith et al. (2021) to improve consistency with the linear
models used for climate metric calculations.

The GWP* differs from other climate metrics considered in this study in that it is a flow-
based climate metric. The GWP* does not provide a single climate metric value over a specific
time horizon. Instead, it provides a CO2-equivalent value as a function of time. As an example,
Figure 3.3 shows the GWP* response of a fleet emission scenario. The GWP* value for each
species in sub-figure (b) is clearly not constant but changes over time.

To estimate the impact of a fleet, a certain point along the temporal trajectory must never-
theless be chosen. It can be argued that for the analysis of the peak temperature, the peak
CO2-eq value should be chosen. However, the time at which the peak occurs differs per
species, and can also differ per fleet, thereby raising the question whether the climate metric
values of each fleet are showing the same thing and are thus inter-comparable. Using the
peak CO2-eq value can be interpreted as being equivalent to using the peak temperature di-
rectly, for example, as is done in this work. Choosing this point, however, is essentially already
a trade-off between different emission species.

Determining a GWP* value corresponding to an average temperature is more difficult. As
the example shows, once the emission has ended, the GWP* shows a negative rate of CO2-
eq. As described in Section 2.4.3, this negative rate is not physical but is used to ensure
that the GWP* more accurately follows the temperature response. It is also important to note
that the time at which the emission rate changes sign differs per emission species. Taking
an average over a certain time horizon, e.g. 100 years, does not, therefore, have a physical
meaning.
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(a)

(b)

(c)

Figure 3.3: Example of GWP*/EGWP* calculation method for an example fleet emission profile demonstrating the
flow-based nature of the climate metric. (a) shows the fleet emission profile, (b) the GWP* and (c) the EGWP*
responses.

In this research, the maximum total GWP* is used for all analyses, both compared to the
peak and average temperature change. The same approach is also used for the EGWP*,
described in the following section. The impact of this assumption is addressed in Section 5.2.

3.4.2. EGWP* Calculation Method
The EGWP* is a climate metric developed as part of this research as a derivative of the GWP*.
It is based on the recognition that the GWP* does not consider the efficacy (see Section 2.4.1)
and thus overestimates the temperature induced by contrails, and underestimates the temper-
ature induced by ozone reduction due to a NOx emission. This effect can be seen in the general
climate metric results (cf. Section 4.1). To account for this shortcoming when using temper-
ature as the selected impact, the GWP* method is applied using Effective Radiative Forcing
(ERF, cf. Section 2.4.1). The ERF for a species 𝑖 is calculated simply by ERF𝑖 = RF𝑖 × 𝑟𝑖
where 𝑟 is the efficacy taken from Table 3.1 (Ponater et al., 2006). The difference between
the GWP* and EGWP* values are shown in Figure 3.3 for an example fleet.

The use of efficacy parameters allows the EGWP* to more accurately represent the tem-
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Table 3.1: Climate sensitivity parameters and efficacies (𝜆 in K/(Wm−2) and 𝑟 (unitless) respectively) used in
AirClim and for the calculation of the EGWP*, as determined from equilibrium climate change simulations using
ECHAM4 by Ponater et al. (2006)

CO2 O3 CH4 H2O Contrails
𝜆 0.73 1.00 0.86 0.83 0.43
𝑟 1.00 1.37 1.18 1.14 0.59

perature, as is shown in the results section of this work, but leads to higher uncertainty. These
parameters can be model- and scenario-dependent and only one reference, Ponater et al.
(2006), could be found for aviation species and secondary effects. The implications of this are
discussed in further detail in Section 5.2.

3.5. Overview of Expected Aircraft Emission Pathways & Techno-
logical Advances

This research will predominantly make use of the Fa1 fuel scenario developed by the IPCC
(Intergovernmental Panel on Climate Change, 1999) and a new set of scenarios developed by
Grewe et al. (2021), specifically the scenarios current technology (CurTec), CORSIA, Flight-
path 2050 (FP2050, European Commission, 2011) and a COVID scenario with a 15 year
recovery and sustained impact (COVID-15s). These scenarios are chosen such that this re-
search builds on existing work. Figure 3.4 shows the trajectories graphically.

Since climate metrics with time horizons of up to 100 years will be analysed, the scenarios
used in this research must extend quite far into the future. For this research, they have been
extended to the year 2200, assuming an 0.8% annual growth rate past the year 2100 for
CurTec and Fa1, and a 0.5% annual growth rate for CORSIA, FP2050 and COVID-15s. This
assumption is based on Grewe et al. (2021), who estimate a 0.8% annual growth rate of
Revenue Passenger Kilometres (RPK) in the year 2100, and the approximate growth rate of
0.5% measured in the year 2100 from the other scenarios.

Unfortunately, as the impact of the COVID-19 pandemic on the aviation industry has shown,
estimating the future is difficult and is dependent on a large number of uncertainties. In recent
years, disregarding the effects of the COVID-19 pandemic, the aviation industry has seen an
annual growth of 6%, but this is expected to reduce (Grewe et al., 2021; Clean Sky 2 Joint
Undertaking, 2021). Fuel use is more complex to model since it also depends on the devel-
opment of new technologies, efficiency increases and the introduction of new fuels. It is likely
that a constant 0.5 or 0.8% annual growth rate is an overestimation. However, a more detailed
analysis is beyond the scope of this project and would likely not result in accurate data given
the uncertainties. For this reason, the dependence on the fuel scenario will be considered to
ensure that the results obtained from this research are nevertheless representative.

The development pathways of new aviation technologies is also important for this research
since the climate impact of expected future fleets will be analysed. A range of possible im-
provements on existing aircraft is considered rather than specific designs. The CleanSky 2
Joint Undertaking (JU) Technology Evaluator (TE, Clean Sky 2 Joint Undertaking, 2021) ex-
pects that mainliners, consisting of short-/medium range and long-range passenger aircraft,
released in 2030 will show up to a 20% reduction in CO2 and NOx emissions, improving further
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Figure 3.4: Assumed fuel scenarios until the year 2200. Solid lines indicate scenarios estimated by Grewe et al.
(2021, CurTec, CORSIA, FP2050, COVID-15s) and Intergovernmental Panel on Climate Change (1999, Fa1);
dashed lines indicate annual growth post-2100 of 0.5% (CORSIA, FP2050, COVID-15s) or 0.8% (CurTec, Fa1).

to 30% beyond 2035. Some short-/medium-range concepts are expected to have up to a 40%
NOx reduction. These reductions are due primarily to improvements in engine and airframe
efficiency.

Research conducted by Grewe et al. (2021) is slightly less optimistic, estimating fuel burn
reductions in 2035 of 22% and 18%, and NOx reductions of up to 26% and 22% for single-
and twin-aisle aircraft respectively. By 2050, single-aisle aircraft are estimated to have reduced
their NOx emissions and fuel consumption by 38% and twin-aisle aircraft by 34-44% and 25-
44% respectively, depending on the configuration.

The use of new fuels such as sustainable aviation fuel (SAF) and hydrogen is also impor-
tant, and part of the reason for the reductions. McKinsey & Company (2020) assumes that the
next window of opportunity for short-range aircraft will be around 2030-2035, in line with the
previous studies mentioned. This is corroborated by Airbus, which expects its ZEROe project
to deliver hydrogen-powered airliners in time to start regular service in 20352.

Table 3.2: Change of in-flight emissions and emission-related effects for Sustainable Aviation Fuel (SAF) and
hydrogen from McKinsey & Company (2020), used in this research. Note that the McKinsey & Company (2020)
report does not provide a detailed methodology and also does not mention which climate metric was used to
calculate these values. These values are thus only used to approximate future fleets, and the total values are not
used.

Fuel CO2 NOx H2O Contrails Total
SAF -65-80%3 -0% -0% -10-40% -30-60%

Hydrogen combustion -100% -50-80% +150% -30-50% -50-75%
Hydrogen fuel cell -100% -100% +150% -60-80% -75-90%

2Airbus Press Release ZEROe 21/09/2020 https://www.airbus.com/en/newsroom/press-releases/
2020-09-airbus-reveals-new-zero-emission-concept-aircraft [Accessed 03/03/2022]

3It should be noted that 100% reduction in CO2 emissions for SAF as specified in the McKinsey report assumes
that all CO2 is captured from the air. The EU Renewable Energy Directive (RED-II) stipulates at least 65% net-
CO2 reduction for biofuels and at least 70% for synthetic fuels after the year 2021. Using different fuel mixes

https://www.airbus.com/en/newsroom/press-releases/2020-09-airbus-reveals-new-zero-emission-concept-aircraft
https://www.airbus.com/en/newsroom/press-releases/2020-09-airbus-reveals-new-zero-emission-concept-aircraft
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The change of in-flight emissions and emission-related effects for SAF and hydrogen is
assumed to be as reported by McKinsey & Company (2020, cf. Exhibit 4), as shown in Table
3.2. This report is chosen as it provides the most comprehensive data for different fuel types.
However, it should be noted that the report does not provide a methodology or list of assump-
tions for these values, thus preventing them from being effectively compared against other
studies. More research is also needed from other authors for corroboration. Nevertheless,
since the values are only used to approximate future fleets and the results of this research do
not depend on the exact values, the values shown in Table 3.2 are assumed to be sufficiently
accurate.

3.6. Multivariate Fleet Analysis
This section describes the development and analysis of representative, future aircraft designs
and fleets. Section 3.6.1 describes the representative fleets based on the technology trajec-
tories in the previous section. Section 3.6.2 describes the multivariate fleet analysis itself.

3.6.1. Development of Assumed Future Designs and Fleets
The development of representative fleets is loosely based on the work performed by Proes-
mans and Vos (2021). A constant production rate is assumed, expected to last 30 years. Each
aircraft is further assumed to have a lifetime of 35 years assuming no hull losses. An example
of the scenario can be seen in Figure 3.3. Production is assumed to begin in the year 2030
for the main reference fleet, approximately on par with the expected introduction of the next
generation of single- and twin-aisle aircraft and new fuels such as hydrogen according to the
analyses of Grewe et al. (2021) and McKinsey & Company (2020). The exact year of intro-
duction of a new fleet is not relevant to the outcomes of this study and will thus be part of the
Monte Carlo uncertainty analysis described later in this section.

A single-aisle aircraft about the size of the Airbus A320 is chosen for reference. For sim-
plicity, the fuel use of this fleet is taken to be 40% of Category 4 as established by the DLR as
part of theWeCare project (Grewe et al., 2017). This category of aircraft is classified by a seat
number between 152 and 201. A twin-aisle reference aircraft is chosen to be 40% of Category
7, approximating the expected Airbus A350 market share (Cooper et al., 2018). Category 7
includes aircraft with seat numbers greater than 302. For an analysis of the trajectories and
temperature responses of each category, the reader is directed to van der Maten (2021).

The fleets used in the multivariate fleet analysis are developed using Monte Carlo simu-
lations with the parameters shown in Table 3.3. The ranges used are based on the expected
technological pathways, as described in the previous section, and include various improve-
ments in aerodynamic and propulsive efficiency as well as changes in cruising altitude (cf.
Matthes et al., 2021). A uniform probability is assumed over the range of each parameter.
A total of 10 000 simulations are performed. The main reference fleet, Fleet 0, uses Jet-
A1, is introduced in the year 2030 in the SSP2-4.5 scenario, and has a value of 100% for
all other parameters in the table. Similarly to the 6th Assessment Report (AR6, Intergovern-
mental Panel on Climate Change, 2021), this research makes no assumptions about the most
likely background emission scenario, however, for consistency, the SSP2-4.5 ”Middle of the

and production methods, Grewe et al. (2021) assumes that an 80% reduction can be achieved by 2100. A 100%
reduction is, therefore, likely optimistic in the short-term. Therefore, a 65-80% reduction is used.
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Road” scenario is used as a reference in all parts of the methodology. Based on the results
of the sensitivity analysis, described in Section 3.7, it is clear which combination of parame-
ters leads to the maximum and minimum temperature for the same year of introduction and
background emissions scenario, which are also shown in Table 3.3. These fleet combinations
will be included separately to the Monte Carlo simulations to ensure that the full breadth of
combinations are considered.

Table 3.3: Ranges of fleet design parameters for Monte Carlo simulations, including the reference fleet (Fleet 0)
and the fleets which produce the maximum and minimum temperature responses. See the accompanying text and
footnote for a more detailed description of the contrail distance modifier, and Table 3.2 for the impact of different
fuels.

Parameter Range Reference Minimum Maximum
Fuel burn (40% of category) [Tg] 70 - 100% 100% 70% 100%
NOx emission [Tg] 70 - 100% 100% 70% 100%
Cruise pressure [hPa] 80 - 120% 100% 120% 80%
Contrail distance modifier [km]4 40 - 100% 100% 40% 100%
Fuel used [-] Jet-A1, SAF, H2 Jet-A1 H2(FC) Jet-A1
Year of fleet introduction [yr] 2030 - 2050 2030 2030 2030
Background emissions [-] SSP1 - SSP5 SSP2-4.5 SSP2-4.5 SSP2-4.5

For fuels other than Jet-A1, the emissions parameters are modified according to Table 3.2.
The only exception is the CO2 emission reduction from SAF, which is assumed to be between
65 and 80% as described by the accompanying footnote. A uniform distribution is again used
within the ranges shown in the table.

The contrail modifier mentioned in Table 3.2 is a direct reduction of the cruise distance
for which contrails form, which is an input into AirClim. This reduction can be seen as due to
the modification of the exhaust composition due to the different fuel. This is different to the
contrail distance modifier shown in Table 3.3, which can be seen as due to aircraft flying further
distances to avoid climate sensitive regions. As a result, a reduction in contrail distance leads
to an increase in fuel burn. From Yin et al. (2018), this is estimated to be of the ratio -15%:1%
contrail distance to fuel burn up to a contrail distance reduction of 60%, which is approximately
the end of the quasi-linear region of the Pareto fronts calculated. At the maximum contrail
distance reduction, therefore, a 4% higher fuel burn is expected.

A large number of assumptions have been made in the development of these fleets and a
number of the parameters are linked. For example, hydrogen fuel cell propulsion systems are
expected to be around twice as efficient as existing turbofan engines. Furthermore, aircraft
flying with hydrogen fuel cells are powered by propellers and will thus fly slower and at lower
altitude. These aspects have not been taken into account in the Monte Carlo simulations.
However, since it is the difference between concepts that is important in this analysis, rather
than the exact value, the results are still valid. The impact of the assumptions on the results
is discussed further in Chapter 5.

4The contrail distance modifier is coupled with the fuel burn in the ratio of -15%:1% on top of the range included
in the table.
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3.6.2. Fleet Analysis Method
As discussed in the literature review, the choice of climate metric can have a large influence on
what technology or design is deemed to be better or optimal. Depending on how the climate
metric is calculated and the choice of time horizon, for example, the impact of certain species
can be overestimated. This means that trade-offs between different species are inherently
built into climate metrics such as the GWP (cf. Ocko et al., 2017).

These inherent biases can be problematic. Consider, for example, the case that two pro-
posed aircraft designs B and C are compared to a reference aircraft A. Aircraft B shows a larger
temperature change reduction than aircraft C, when compared to aircraft A. For the sake of
fairness, it would thus be desirable that aircraft B receives a lower climate metric value than air-
craft C. However, if a climate metric was to weigh the impact of a certain species more highly,
and the reduction of this species resulted in the temperature reduction of aircraft design C, it
is possible that aircraft C could receive the same or even a lower climate metric value than
aircraft B. Just as only considering the impact of CO2 emissions can result in aircraft designs
that actually increase the total temperature (cf. Niklaß et al., 2021), using a climate metric
with inherent bias towards a certain species runs the risk that new aircraft will be optimised for
what is an essentially arbitrary calculation method, rather than for the actual climate impact.

The best suited climate metric for aircraft design is thus one whose value has a linear
dependence on the temperature. The peak temperature as well as the average temperature
over a 20-, 50- or 100-year period is used. It could be argued that the economic damage would
be more appropriate than temperature, a similar argument to using damage-based climate
metrics as discussed in Section 2.3, however both are outside the scope of this study.

The analysis is performed by determining the climate metric value of each fleet using the
radiative forcing and temperature profiles calculated by AirClim. The change in climate metric
value compared to a reference fleet (Fleet 0) is plotted against the change in peak or average
temperature. The temperature results from AirClim are taken to be the truth for the purposes of
this research, however more accurate models could also be used, as discussed further in the
recommendations of this work (Chapter 6. A least squares regression is performed for each
climate metric and the R2 value is calculated. A linear trend, and thus a higher R2 value is
desired since this suggests that the climate metric does not have any inherent biases towards
a certain species of effect.

This is further extended by repeating the analysis using each fleet as the reference against
which all other fleets are compared. This method is adapted from Grewe et al. (2010). The
climate metric gives an incorrect result when the signs of the temperature change and climate
metric do not match for two arbitrary fleets 1 and 2, i.e. when the following is true (Grewe
et al., 2010),

𝑀𝑒𝑟𝑟 = (CM2 − CM1) × (Δ𝑇2 − Δ𝑇1) < 0 (3.2)

where CM is the climate metric in question. Graphically, this is represented by points in the
top-left and bottom-right quadrants, since in these areas the signs do not match. Figure 3.5
shows these areas in red hatching for illustration. For each climate metric, it is thus possible to
determine the number of fleet pairings for which the difference in the climate metric value does
not correspond to the difference in temperature. The total number of incorrect pairings can
be compared to the total number of pairings, which provides an indication of the quality of a
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climate metric. To obtain a more detailed understanding of the origin of the incorrect pairings,
a comparison can be made between the incorrect pairings and various other parameters,
such as the parameters used to create the fleets (cf. Table 3.3) or the specific difference 𝐷𝑒𝑟𝑟
between the climate metric values as calculated by (Grewe et al., 2010),

𝐷𝑒𝑟𝑟 = 2
CM2 − CM1
|CM2| + |CM1|

(3.3)

ΔT vs ref

ΔCM vs ref

Ide
al

ΔCM > 0 but
ΔT < 0

ΔCM < 0 but
ΔT > 0

Figure 3.5: Illustration of the multivariate fleet analysis pairing method. The origin represents the current reference
fleet and each fleet is compared to all others. Fleet pairings in the red, hatched quadrants are undesired since
here the sign of the climate metric change and temperature change do not match. An ideal climate metric would
have fleet pairings that correspond to the dashed line.

The frequency of incorrect pairings is used as a quantitative argument in the climate met-
ric suitability framework. Furthermore, the spread and shape of the general climate metric
response are analysed by plotting all fleets using each fleet as the reference.

3.7. Sensitivity Analysis
The aim of the sensitivity analysis is to quantify and visualise the dependence of climate met-
rics on various fleet input values and emission species and effects. This is helpful for iden-
tifying whether trends are linear in nature or more complex, and provides an opportunity for
comparison with other studies for verification purposes, such as with Matthes et al. (2021) for
the effect of cruise altitude.

The variables considered in the sensitivity analysis are shown in Table 3.4. The reference
fleet, Fleet 0, is used and each parameter is varied separately to see its effect. A climate
metric should be sensitive to all factors. The range is generally slightly higher than the values
used in the Monte Carlo simulations described in the previous section.
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Table 3.4: The range of parameters used in the sensitivity analysis to obtain an understanding of the dependence
of each climate metric on different emission species and scenarios.

Parameter Range
Fuel burn (40% of category) 50 - 120%
CO2 factor 0 - 100%
NOx factor 0 - 150%
H2O factor 50 - 150%
Cruise pressure factor 70 - 130%
Contrail distance modifier 20 - 110%
Background emissions SSP1 - SSP5
Fuel scenarios Per Figure 3.4

3.8. Temporal Trajectories of CO2-eq using Climate Metrics
Whilst a comparison between different industries can be done using climate metrics them-
selves, often it is easier to use the equivalent CO2 emissions, CO2-eq. For example, Lee
et al. (2021) use the GWP, GTP (both with 20, 50 and 100 year time horizons, see their Table
5) and GWP*100 to calculate the CO2-eq emissions from the aviation industry in the year 2018
and are able to conclude using the GWP* that the industry is currently warming the climate at
three times the rate of that from CO2 alone.

Another use for CO2-eq emissions is in market-based measures such as the EU Emissions
Trading System (ETS). There is debate on how exactly the climate charge for aircraft operators
should be created, for example as a constant, average emissions multiplier or as a more
complex multiplier established on a per-flight basis (European Union Aviation Safety Agency,
2020; Niklaß et al., 2019). However, all methods of establishing a climate charge require the
use of a climate metric and the underlying principle is the same: An operator must, once
the climate charge is implemented, pay for or offset each tonne of CO2-eq emitted, not just
CO2 which is currently the case. The benefit of such a system, referred to as a single-basket
approach, is that only the cost per tonne of CO2-eq must be negotiated, rather than the cost
of each emission species individually. For conventional climate metrics such as the GWP, the
calculation method per emission species is very simple, namely,

𝐸CO2-eq(𝑡) = GWP(𝑡) × 𝐸CO2
(𝑡) (3.4)

where 𝐸 is the yearly rate of an emission in the year 𝑡. In this case, the GWP is also a function
of time since the value changes over time and with the emission profile. The same method
can also be used for the GTP and ATR. The GWP*, in comparison, calculates the warming-
equivalent CO2 emissions, denoted CO2-we, which are explained in Section 3.4.1.

To provide an indication as to how well climate metrics can be used for the purposes de-
scribed above, the temporal trajectories of CO2-eq emissions are calculated for each fuel
scenario shown in Figure 3.4, namely CurTec, CORSIA, FP2050, COVID-15s and Fa1. The
fuel scenarios are used as inputs into AirClim simulations with the SSP2-4.5 ”Middle of the
Road” background emissions scenario. Using the resulting trajectories of radiative forcing
and temperature, the climate metric values are calculated and used to determine the CO2-eq
emissions. Each climate metric will use a time horizon of 100 years.
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Depending on the objective, it can also be useful to estimate the temperature response
using a climate metric. This can, for example, be used to estimate whether current strategies
are set to meet climate targets. For the time horizons analysed in this study, the temperature
change can be seen to vary linearly with the CO2 emission. By extension, a good climate
metric should calculate a CO2-eq emission rate that also varies linearly with the temperature
response. The temperature estimation can be written as,

Δ𝑇(𝑡) = TCRE ×
𝑡0+𝑡

∑
𝜏=𝑡0

𝐸CO2-eq(𝜏) (3.5)

where TCRE is the transient climate response, defined as 0.49 K/TtCO2 (Cain et al., 2019) in
this study for consistency. The summation is cumulative in that the emissions from the first
emission until the time in question are summed. For the GWP*, an extra term must be added
to obtain,

Δ𝑇(𝑡) = TCRE × (
𝑡0+𝑡

∑
𝜏=𝑡0

𝐸CO2-we(𝜏) +
𝑡0+𝑡

∑
𝜏=𝑡0

𝐸CO2-e(𝜏)) (3.6)

as described in more detail in Section 2.4.3. Here, 𝐸CO2-we are emissions calculated using
the GWP*, and 𝐸CO2-e are emissions calculated using the GWP. For aviation emissions, these
latter emissions originate only from CO2 itself. Therefore, in practice, the CO2 emissions can
be used directly.

Finally, the above temperature estimation is repeated for the fleets generated for the multi-
variate fleet analysis. The estimated peak temperature is then compared to the peak temper-
ature calculated using AirClim, with the aim of identifying the influence of the TCRE and the
background emissions scenario. An ideal climate metric would show a linear trend for a given
background emissions scenario.
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Results

This chapter presents the results of the analysis methods described in the previous chapter.
Only the results are shown in this chapter - the interpretation of the results to inform the choice
of best climate metric is performed in Chapter 5.

The general response of climate metrics is shown in Section 4.1, in which the response
of climate metrics to pulse, sustained and increasing emissions and their dependence on
the background emissions scenario and time horizon are analysed. Section 4.2 shows the
sensitivity of climate metrics to changes in emissions and flight conditions, which is used to
inform the multivariate fleet analysis. This analysis is shown in Section 4.3 with single and
pairwise fleet comparisons and an investigation into incorrect fleet pairings. Finally, in Section
4.4, the trajectory of CO2-eq emissions and an estimation of the temperature response using
climate metrics are shown.

4.1. General Response of Climate Metrics to Aviation Emissions
This section provides an overview of the general responses of climate metrics to aviation emis-
sions. The aim of this section is to identify any potential systematic issues with existing climate
metrics that would make them inappropriate for aircraft climate assessments. As described in
Section 3.4, the climate metrics are calculated for pulse, sustained and increasing emissions
starting in the year 2020 for different background emission scenarios. First, the temperature
response is determined (Section 4.1.1), followed by the responses of each climate metric in
Sections 4.1.2 to 4.1.7. The final section provides a summary of the results (Section 4.1.8),
including the numerical dependence of the climate metrics on the background emissions sce-
nario in Table 4.2.

4.1.1. Temperature Response
The temperature response of a pulse, sustained and increasing emission as described in
Section 3.4 are calculated using AirClim and shown in Figure 4.1. These results are provided
here for reference since they allow for a means of comparison between the climate metrics. By
nature of the climate metric, the results are also equivalent to the AGTP. Similarly to the AR6
(Intergovernmental Panel on Climate Change, 2021), this research makes no assumptions
as to the most likely scenario. For consistency, however, SSP2-4.5 ”Middle of the Road” is
plotted with a solid line, the other scenarios are plotted as uncertainty margins.

As Figure 3.1 shows, the SSP trajectories start to diverge from one another in the year 2020
for CH4 and about 2030 for CO2. Divergence between scenarios can be seen from about the
year 2040 in the temperature response, which reflects the temporal delay from emission to
temperature response. As is described in the following section on radiative forcing in more
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(a) (b) (c)

Figure 4.1: Temperature response of (a) a pulse emission, (b) a sustained emission and (c) a 1% increasing
emission for background emission scenario SSP2-4.5 with uncertainty margins for scenarios SSP1 to SSP5 (cf.
Section 3.4)

detail, for scenarios with rapidly increasing emissions, the absolute impact and thus tempera-
ture response of an emission is lower. If taken at face value, this could lead to a devaluation
of emissions in these scenarios, which may not be the aim of stakeholders.

4.1.2. Radiative Forcing
Figure 4.2 shows the radiative forcing (RF) response to a pulse, sustained and increasing
emission (cf. Figure 3.2) for SSP1 to SSP5 (see Section 3.4, Figure 3.1). The pulse response
demonstrates the very short lifetimes of contrails, ozone and water vapour, which decline
rapidly to zero immediately following the pulse. Since the smallest time step in AirClim is one
year, a higher level of detail is not possible. For readability, the initial values of ozone and
contrails have been cut from the figure because they do not fit in the scale. The values of
each are 108.6 and 149.5 mW/m2 respectively, resulting in a total, initial radiative forcing of
264.4 mW/m2. The longer-term cooling impacts of methane (CH4) reduction and the primary
mode ozone (PMO) effect are also clear. However, the positive contribution from CO2 begins
to dominate already after three years.

(a) (b) (c)

Figure 4.2: Radiative forcing response of (a) a pulse emission, (b) a sustained emission and (c) a 1% increasing
emission for background emission scenario SSP2-4.5 with uncertainty margins for scenarios SSP1 to SSP5.

As a result of their very short lifetimes, the RF from ozone, contrails and water vapour
stabilise within the first two years following the start of the sustained emission, as shown by
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the horizontal nature of their responses in Figure 4.2b). In comparison, the RF from CO2
does not stabilise, i.e. approach the horizontal, within the 100 year time horizon due to its
large atmospheric lifetime. However, the RF from CO2 shows a high dependence on the
background emission scenario, as can be seen by the size of the shaded region. In scenarios
where background CO2 emissions are increasing rapidly, such as for SSP5, the RF due to CO2
begins to decrease. In other words, the relative importance of long-lived climate pollutants
decreases for background scenarios with increasing emissions. The opposite is also true:
For scenarios such as SSP1 with a high reduction in CO2 emissions, the importance of CO2
increases. This demonstrates the necessity of REQ 4 (Section 3.3).

The changes in RF due to CH4 reduction and the PMO effect are also dependent on the
background emissions scenario, but, as short-lived effects, show the opposite behaviour. As
shown in Figure 3.1, SSP1 shows the highest reduction in CH4 emissions and SSP3 the lowest
and latest. As a result, for SSP1 the RF from CH4 reduction will become less negative over
time; for SSP3 it will become more negative.

The results for an increasing emission in Figure 4.2c) are visually quite similar to those
of the sustained emission. One difference is that the ozone and contrail responses no longer
stabilise, but increase with the time horizon due to the increasing fuel use. The ozone response
also becomes larger than the contrail response at a time horizon of around 60 years. This is
because the lifetime of ozone is larger than one year, meaning that with a yearly time-step the
radiative forcing will continue to build up. Contrails have a lifetimemuch less than one year and
thus do not display the same behaviour, growing less quickly. A second noticeable difference
is the larger dependence on the time horizon for both CO2 and CH4 reduction. This is because
a larger amount of emissions are released at a later time, when background emissions have
increased, or decreased in the case of SSP1, compared to the year 2020.

For a sustained or increasing emission, therefore, the total RF can show a wide variety
of results after 40 years, predominantly due to the dependence of the RF from CO2 on the
background CO2 concentration. This shows the challenge of using RF as a climate metric: as
long as global CO2 emissions continue to increase rapidly, the RF can give the impression that
constant or slowly increasing emissions do not lead to further warming. This is an undesired
quality of a climate metric that is to be used by stakeholders to make decisions to limit warming.

This is compounded by the NOx results shown in Figure 4.3. For 𝐻 = 1 year, the pulse
emission shows warming; however, for 𝐻 > 1 year, the pulse emission shows cooling and ap-
proaches zero from below. This is in contrast to the sustained emission, for which the radiative
forcing remains positive for all 𝐻. Ideally, a climate metric should show the same results re-
gardless of whether a pulse or sustained emission is used, since a sustained emission is a
summation of pulse emissions (cf. REQ 6). This effect is not seen for aviation specifically
because the initially largest contributors to radiative forcing, namely contrails and ozone, de-
cline to near-zero within the first year. This is in line with the analysis performed by Dahlmann
(2011, see her Figure 3.3).

The RF has been used as a relative climate metric, denoted the Radiative Forcing Index
(RFI). The RFI response for the same emission profiles is shown in Figure 4.4. Where, like
the RF responses as shown above, the results of the sustained and increasing scenario are
similar, the RFI response to a pulse emission is not. Similarly to the NOx results, the total RFI
can be negative at low time horizons and then approaches the CO2 response from below. It
is clear that this difference means that the RF and RFI do not meet the requirement that the
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Sustained

Pulse

Figure 4.3: Analysis of the climate metric response to a pulse emission (dark blue) and a sustained emission (light
blue) of aviation NOx. The y-axis is not labelled for clarity since the aim is to identify the general trend of each
climate metric. The dotted black line is y = 0. Note: for the GWP* and EGWP*, the pulse and sustained emissions
overlap.

response from a sustained emission should be equal to that from a sum of pulse emissions
(REQ 6).

(a) (b) (c)

Figure 4.4: Radiative Forcing Index (RFI) response of (a) a pulse emission, (b) a sustained emission and (c) a 1%
increasing emission for background emission scenario SSP2-4.5 with uncertainty margins for scenarios SSP1 to
SSP5.
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4.1.3. Global Warming Potential
The response of the Absolute Global Warming Potential (AGWP) to a pulse, sustained and
increasing emission is shown in Figure 4.5. As is evident when comparing Figures 4.5a) and
4.2b), the temporal integration performed in the calculation of the AGWP substantially reduces
the dependence on the background emission scenario. Another benefit of the AGWP com-
pared to the RF is that the impact of short-lived climate pollutants such as contrails and ozone
for a pulse emission remains non-zero with increasing time horizon, rather than decaying to
zero after the first year as in Figure 4.2a).

(a) (b) (c)

Figure 4.5: Absolute Global Warming Potential (AGWP) response of (a) a pulse emission, (b) a sustained emis-
sion and (c) a 1% increasing emission for background emission scenario SSP2-4.5 with uncertainty margins for
scenarios SSP1 to SSP5.

The sustained emission response is shown in Figure 4.5b). Since all aviation emissions
except CO2 are short-lived, the response of the AGWP to a sustained emission is mostly
linear. The CO2 and CH4 responses are the outliers, and are the only two effects to also have
a noticeable dependence on the background emission scenario. As before with the RF, this
is due to changes in global CO2 and CH4 emissions: for scenarios with rapidly increasing
emissions, the absolute value of the emission decreases with increasing time horizon.

The AGWP response due to an increasing emission is non-linear, as shown in Figure
4.5c). The ozone and contrail responses are noticeably non-linear too. The ozone response
dominates over the contrail response because ozone has a lifetime larger than one year. This
effect is the direct result of the RF response shown in Figure 4.2c) and is described in the
accompanying text. The higher dependence of CO2 and CH4 on the background emission
scenario for increasing emissions compared to sustained emissions, as also identified in the
previous section on RF, is also to be seen in Figure 4.5c).

The AGWP generally shows the same sign for a pulse and sustained emission regardless
of time horizon or background emission scenario, as demonstrated by Figure 4.3 for NOx.
Although it is possible that, with a large, initially negative RF, the pulse emission of the AGWP
switches to a negative value, this is unlikely to occur for total aviation emissions due to the
large positive RF from contrails.

The response of the GWP to a pulse, sustained and increasing emission is shown in Figure
4.6. Although the values differ between the three emissions, it is clear that they all show the
same overall trend, which is desirable for a climate metric. However, the criticism that there is
no obvious choice for the time horizon is clear. For short-lived pollutants such as contrails and
ozone, the GWP varies by more than an order of magnitude: For a pulse emission of contrails,
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for example, the GWP varies from 35.7 at 𝐻 = 1 to 0.78 at 𝐻 = 100. Since CO2 is the only
long-lived aviation emission, with time horizons above 100 years the GWP values of all other
species continue to tend to zero.

(a) (b) (c)

Figure 4.6: Global Warming Potential (GWP) response of (a) a pulse emission, (b) a sustained emission and (c) a
1% increasing emission for background emission scenario SSP2-4.5 with uncertainty margins for scenarios SSP1
to SSP5.

An important note should be made here about the dependence on the background emis-
sions scenario. Where for the AGWP higher decarbonisation in for example SSP1-1.9 leads
to higher climate metric values and vice versa, for relative climate metrics this effect reverses.
For the GWP as shown in Figure 4.6, the higher trend of the total emissions corresponds to
scenarios with quickly increasing emissions (SSP5-8.5) and the lower trend to SSP1-1.9. In
other words, the value of an emission in a scenario with rapidly increasing global emissions is
valued more than in a scenario with decreasing emissions. This switch is seen for the GWP,
GTP and ATR, as is shown in the following figures, and will be further discussed in Section
5.1. The numerical dependence of the GWP on the background emission scenario is given in
Table 4.2.

4.1.4. Global Temperature Change Potential
Since AirClim provides a direct way of calculating the temperature response, the AGTP is
equivalent to the temperature profile shown in Figure 4.1 where the time horizon 𝐻 is the time
after the year 2020. As with the previous climate metrics, the impacts fromCO2, CH4 reduction
and PMO are dependent on the background emission scenario. However, also from Figure
4.3 it is clear that the AGTP is more dependent on the background emission scenario than the
AGWP, as numerous authors have previously identified (Shine, 2009; Dahlmann, 2011).

The behaviour of the GTP, shown in Figure 4.7, is visually similar to the GWP. An interesting
observation is that the GTP shows a lower impact from contrails than from ozone, which is
opposite to the results obtained using the RF, GWP and GWP*, and more accurately reflects
the temperature profile. This observation is important since it highlights the influence of the
efficacy. As discussed in Section 2.3 in reference to the cause-and-effect chain (Figure 2.3),
this is an advantage of temperature-based climate metrics, which are one step lower on the
chain: a temperature change is more relevant to society than a change in RF.

The disadvantages of the GTP are, however, also clear. Along with the high dependence
on the background emissions scenario, the nature of the GTP as an endpoint climate metric
means that the responses of short-lived species and effects are generally highly dependent
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(a) (b) (c)

Figure 4.7: Global Temperature Change Potential (GTP) response of (a) a pulse emission, (b) a sustained emis-
sion and (c) a 1% increasing emission for background emission scenario SSP2-4.5 with uncertainty margins for
scenarios SSP1 to SSP5.

on the time horizon. This is clear from the steep gradient and lower values of the short-lived
effects in Figure 4.7 and is due to the lack of memory of previous temperature changes by the
GTP.

4.1.5. Average Temperature Response
The Average Temperature Response (ATR) combines the advantages of the GWP and GTP
and its response to a pulse, sustained and increasing emission is shown in Figure 4.8 in its
absolute form. It calculates a temperature response, shows a smaller dependence on the
background emissions scenario than the GTP and, like the GWP, has a temporal memory.
The latter two elements are due to the temporal averaging performed in the calculation of the
ATR. For a pulse emission, this results in shallower gradients than the GTP, but also higher
temperature change and a higher dependence on the time horizon. A general stabilisation of
the CO2 response can also be seen within a time horizon of 100 years.

(a) (b) (c)

Figure 4.8: Absolute Average Temperature Response (ATR) of (a) a pulse emission, (b) a sustained emission and
(c) a 1% increasing emission for background emission scenario SSP2-4.5 with uncertainty margins for scenarios
SSP1 to SSP5.

For a sustained or increasing emission, the ATR can once again be seen to vary less with
the background emission scenario. This is also clear from Figure 4.3 for a NOx sustained emis-
sion. However, the ATR, compared to the AGTP showing the actual temperature response,
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does generally show lower temperature changes.
The response of the relative ATR (ATR-rel) to the three emissions is shown in Figure 4.9.

The effect of averaging is clear from the shallower gradients especially of the contrail and
ozone responses. The shallower gradient, however, means that the total ATR-rel is more
dependent on the time horizon than other climate metrics. The ATR-rel value at the lowest
commonly used time horizon of 20 years is much higher than the value at 100 years, compared
to the other climate metrics analysed.

(a) (b) (c)

Figure 4.9: Relative Average Temperature Response (ATR-rel) of (a) a pulse emission, (b) a sustained emission
and (c) a 1% increasing emission for background emission scenario SSP2-4.5 with uncertainty margins for sce-
narios SSP1 to SSP5.

4.1.6. GWP*
As described in Section 3.4, the GWP* method requires the pulse response of the CO2 AGWP,
which differs depending on the background emission scenario, as shown in Figure 4.5. Figure
4.10 shows the AGWP response for different background emissions scenarios compared to
the response used by the IPCC in AR5 (Intergovernmental Panel on Climate Change, 2013,
Figure 8.29). In this work, the response from SSP2-4.5 is used for consistency, unless other-
wise stated.
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Figure 4.10: Response of the CO2 AGWP to a 1 kg pulse emission in the year 2020 for different background
emission scenarios calculated using AirClim, compared to an AGWP response used by the IPCC in AR5 (Inter-
governmental Panel on Climate Change, 2013, Figure 8.29)
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The response of the GWP* to a pulse, sustained or increasing emission is shown in Figure
4.11, where the value is taken at the year of the pulse or start of the sustained emission, rather
than at a peak such as in the multivariate fleet analysis (see Section 3.4.1). Unlike all previous
climate metrics, the GWP* has identically the same response for the three emissions. This is
only the case when an analysis is done for the starting year since in this case Δ𝐹/Δ𝑡 and 𝐹 in
Eq. (3.1) are identical for both emission scenarios.

(a) (b) (c)

Figure 4.11: GWP* (𝑠 = 0.25) response of (a) a pulse emission, (b) a sustained emission and (c) a 1% increasing
emission for background emission scenario SSP2-4.5 with uncertainty margins for scenarios SSP1 to SSP5. Both
responses are identical.

As Figure 4.11 shows, the GWP* is dependent on the time horizon and the background
emissions scenario. Both dependencies are due to the differences in the CO2 AGWP trajectory
as shown in Figure 4.10. Unlike the GWP, which as a temporal integration considers the
trajectory of the RF up to the time horizon, the GWP* only considers the change in RF and
average RF in the previous Δ𝑡 years, which is constant with increasing time horizon. Only the
time horizon 𝐻 and the CO2 AGWP change with increasing time horizon, giving the GWP* a
dependence on the time horizon. It is important to note the scale of the plot: although visually
the GWP* shows a large dependence on the background emissions scenario, due to the high
values obtained compared to the other climate metrics the dependency is fairly low. As with
the relative climate metrics described above, the upper values in Figure 4.11 correspond to
SSP5-8.5 and the lower values to SSP1-1.9.

The initial drop of the GWP* value at low time horizons is a result of the value of the stock
term 𝑠, which is generally the result of a regression (Cain et al., 2019; Smith et al., 2021).
A value of 0.25, as established by Cain et al. (2019), is used in this work for consistency.
However, it should be noted that this value was obtained primarily for methane emissions and
it is thus questionable whether the same value should be used for all aviation emissions. An
investigation into the optimal value of 𝑠 for aviation did not provide a more optimal value of 𝑠
due to the high uncertainties involved and the large influence of the transient climate response
(TCRE), as is demonstrated in Section 4.4.1. The investigation is thus not presented in this
work and its further development is left as a recommendation. The influence of the parameter
𝑠 on the climate metric results is discussed in more detail in Section 5.2.

4.1.7. EGWP*
Since the EGWP* differs to the GWP* only by multiplication of the efficacy, the results obtained
are qualitatively very similar. As the summary table shows, the dependence on the background
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emissions scenario is almost identical. The main difference is the influence of ozone and
contrails, which now more closely resemble the temperature change as shown in Figure 4.1.
Otherwise, the pulse, sustained and increasing emission responses are identical for the same
reason as described above.

(a) (b) (c)

Figure 4.12: EGWP* (𝑠 = 0.25) response of (a) a pulse emission, (b) a sustained emission and (c) a 1% increasing
emission for background emission scenario SSP2-4.5 with uncertainty margins for scenarios SSP1 to SSP5. Both
responses are identical.

4.1.8. Quantification of Time Horizon and Background Emissions Scenario De-
pendency

This section provides a quantification of the dependence of climate metrics on the time horizon
and background emissions scenario for the analysis of REQ 3 and REQ 4. Table 4.1 shows
the dependence on the time horizon for the total RFI, GWP, GTP, ATR-rel, GWP* and EGWP*
for the background emission scenario SSP2-4.5.

Table 4.1: Summary of the dependence of the total climate metric values on the time horizon. The darker and the
bluer the colour, the less dependent; the darker and the redder the colour, the more dependent. The values are
for total emissions and use the 100-year time horizon with background emissions scenario SSP2-4.5 as the basis.

RFI GWP GTP ATR-rel GWP* EGWP*

100 1 2.16 1.18 2.25 16865.5 15694.8

20 -45.8 % +120.9 % +169.2 % +206.4 % -33.2 % -32.9 %Pulse

50 -6.5 % +30.0 % +37.1 % +48.8 % -19.4 % -19.1 %

100 2.42 3.36 2.5 3.36 16865.5 15694.8

20 +103.0 % +156.8 % +175.6 % +203.3 % -33.2 % -32.9 %Sustained

50 +29.3 % +40.9 % +44.1 % +51.9 % -19.4 % -19.1 %

100 2.54 3.34 2.72 3.46 16865.5 15694.8

20 +100.3 % +159.4 % +158.3 % +196.9 % -33.2 % -32.9 %Increasing

50 +29.7 % +42.3 % +39.0 % +50.1 % -19.4 % -19.1 %

As noted before, the RFI for a pulse emission approaches the CO2 response from below
with increasing time horizon. The slope of the RFI is, however, lower than for the GWP, GTP
and ATR-rel for all emissions. The high dependence on the time horizon from the GWP and
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GTP is clear, especially for low time horizons such as 20 years. If used at higher time horizons,
the dependence could be seen as acceptable but must still be accounted for. The ATR-rel
shows the highest dependence on the time horizon. This is due to the shallower gradients
obtained by averaging, as is clear from Figure 4.9. The choice of time horizon is thus an
important consideration also for the ATR, especially since the ATR20 is often used for example
for route optimisation (e.g. Frömming et al., 2021). An interesting observation is that the ATR-
rel and GWP show quite similar values for𝐻 = 100 years. Niklaß et al. (2019), for example, use
this behaviour to describe a conversion factor between the two climate metrics which would
help in the introduction of the ATR into policy. The CO2-eq emission profiles in Section 4.4.1
also show similar behaviour.

As is clear from the figures above, the value of the GWP* and EGWP* increases with time
horizon, opposite to the relative climate metrics in this list. However, both have the lowest
dependence on the time horizon. This must be understood in context, however, because
unlike the relative climate metrics, the GWP*/EGWP* values do not act asymptotically within
the 100-year time horizon for all background emission scenarios. The GWP* thus also falls
foul of the criticism that the 100 year time horizon is arbitrary (cf. Section 2.4.2), although the
dependence is lower than for the GWP. The claim that results under the GWP* are insensitive
to the time horizon provided that the time horizon is much larger than the lifetime of a species
(Allen et al., 2018) should thus be called into question when the GWP* is applied to aviation
emissions. As the results for contrails and ozone in Figure 4.11 attest, the GWP* results vary
with the time horizon and do not stabilise within a 100-year time horizon for all background
emission scenarios, even though their atmospheric lifetimes are notably short.

Figure 4.13 extends the analysis in Table 4.1 to include the dependency of individual
species and effects. The figures shows the percentage of each species or effect to the total
climate metric value for the three most common time horizons of 20, 50 and 100 years. Here,
only the increasing emission response is shown, the pulse and sustained emission responses
are included in Section A.1.

The climate metrics on the top row all make use of the RF, whereas those on the bottom
row use the effective RF (EGWP*) or temperature. The main difference is that the contrail
impact dominates the climate metrics using RF, whereas the ozone impact dominates those
using ERF and temperature. Across all climate metrics, the ozone impact is very consistent
and hardly depends on the time horizon. CO2 and CH4 generally have high dependencies;
for RF, AGWP and AGTP contrails also have a clear dependence.

Although the total ATR-rel shows a high dependence on the time horizon in Table 4.1,
except for CO2 and CH4 the species and effects in Figure 4.13 have low dependence. The
GWP* and EGWP* have low dependence for all emission species and effects, but demonstrate
an opposite trend for CO2 as explained above. The figure also shows the very low influence
of the CH4 reduction to the total value for the starred climate metrics, compared to the others
shown.

Table 4.2 provides an overview of the dependence of the temperature response and the
climate metrics on the background emissions scenario. The dependence has two potential ori-
gins. First, changes in background emissions, specifically CO2 and CH4 which are inputs to
the AirClim simulation, have a direct impact on the response of CO2, CH4 and PMO. Second,
the division by the CO2 response to obtain a relative climate metric causes further depen-
dence on the background emissions scenario. Since within AirClim the impact and lifetimes
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Figure 4.13: Percentage contribution of each species or effect to the total climate metric value for time horizons
20, 50 and 100 years for the 1% increasing emission scenario. The results of the SSP2-4.5 scenario are used. All
metrics are shown in their absolute form.

of H2O, O3 and contrails are not dependent on the background emissions of CO2 and CH4,
the dependence of these species is identical per climate metric and fuel scenario. A similar
statement can be made for the impact of CH4 reduction and PMO, which are dependent only
on the background CH4 emissions.

In general, the sustained and increasing emissions have higher dependencies than the
pulse emission. This is due to emissions being released in the future being subjected to a
larger divergence in background emissions, as shown in Figure 3.1. A similar reasoning likely
explains why the largest dependencies originate from the end-point climate metrics RF and
GTP: Since end-point climate metrics only consider the value at one time horizon in the future,
the result is that end-point climate metrics are subjected to a larger divergence in background
emissions than climate metrics that perform integration or averaging.

An important observation from the results is that the influence of the CO2 background
emissions is larger than that of the CH4 background emissions. The CO2 emission profile is
thus more important for the temperature change than the CH4 profile. This can be seen for
the results of the temperature in the first row of Table 4.2. For the relative climate metrics in
the table that divide by the CO2 response, this, therefore, means that the CO2 dependence
will dominate over the CH4 dependence.
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Generally, a pattern in the individual species can be seen for the relative climate metrics
and the GWP*/EGWP*, namely that the upper values cause a larger absolute change for H2O
and O3. For relative climate metrics and emissions causing a warming, the upper values cor-
respond to SSP5-8.5 and the lower values correspond to SSP1-1.9. Since SSP2-4.5 is used
as the reference, which is closer to the SSP1-1.9 than SSP5-8.5, this can be expected. For
the CH4 reduction and the PMO effect, the lower values correspond to the SSP5-8.5 scenario.
This is because a larger background concentration of CH4 results in a larger influence of each
NOx emission, which in turn results with a larger negative radiative forcing.

The GWP generally improves upon the dependency shown by the GTP for both fuel sce-
narios. The ATR-rel shows a further improvement on an individual emission species level,
but nevertheless still has a substantial dependence in the sustained and increasing emission
scenarios. The GWP* and EGWP* show very similar results and at the individual emission
species level show the lowest dependency in the sustained emission scenario. In total emis-
sions, however, the ATR-rel shows lower dependency. The ATR-rel, GWP* and EGWP* thus
score well for dependence on the background emissions scenario, whereas the RF and GTP
do not.

4.2. Sensitivity of Climate Metrics to Changes in Emissions and
Flight Conditions

The aim of this section is to identify which variables have the largest difference on the climate
metric values to aid the development of the Monte Carlo simulation required for the multi-
variate fleet analysis. In this section, all climate metrics are calculated with a 100-year time
horizon because it is commonly used and is long enough to incorporate the full fleet. To aid
the understanding of the results shown in this section, Figure 4.14 shows the radiative forcing
and temperature responses of the reference fleet (see Table 3.3).

(a) (b)

Figure 4.14: Responses of (a) radiative forcing and (b) temperature (right) of the reference fleet described in Table
3.3 for the background emission scenario SSP2-4.5.

The sensitivity of the climate metrics to changes in fuel burn and CO2 emission are shown
in Figures 4.15a) and b) respectively. As expected given the long atmospheric lifetime of
CO2, the climate metrics show a linear trend in both cases. The gradient, however, differs
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significantly between the different climate metrics.

(a) (b)

Figure 4.15: Sensitivity of climate metrics to (a) fuel burn and (b) CO2 emission factors. The reference fleet is
established in Table 3.3.

The radiative forcing shows a large sensitivity to both the fuel burn and the CO2 emission
factors. The reason for this is evident when the radiative forcing response in Figure 4.14a) is
analysed. The radiative forcing is used in this analysis as an endpoint climate metric, with the
climate metric value taken to be that at a time horizon of 𝐻 = 100 years after the introduction
of the fleet. Figure 4.14a) shows that in the year 2130 the CO2 response dominates, with only
a minor negative contribution from long-term CH4 reduction and the PMO effect. Since the
radiative forcing itself does not have a memory of previous emissions, the effects of the other
emission species, notably contrails and ozone, do not remain. Therefore, the sensitivity to the
fuel burn and CO2 emission factors can be expected to be high.

In the case that no CO2 is emitted, the negative contribution from CH4 and PMO results
in a more than 100% reduction compared to the reference fleet. At face value, this would
suggest that an aircraft flying without CO2 emissions, as would be the case for hydrogen-
powered aircraft, would cause a net cooling of the climate. This is, however, misleading, as
Figure 4.14b) demonstrates: the temperature caused by contrails and ozone remains. It is
thus clear that the radiative forcing is not applicable for market-based measures, for example,
because airlines could be owed money for these flights.

The other climate metrics show only a small sensitivity to the fuel burn and the CO2 emis-
sion factors. For the endpoint climate metric AGTP this is due to the remaining temperature
from emission species in the year 2130 as discussed before. For the AGWP, the integral of the
contrail and ozone radiative forcing over the 100 year time horizon continues to dominate the
integral of CO2. As described in Section 3.4.1, in this research the peak GWP* and EGWP*
values are used for which CO2 plays only a minor role compared to contrails and ozone, as
Figure 3.3 demonstrates. As a result, the GWP* and EGWP* have a very low sensitivity to
fuel burn and CO2.

Figure 4.16a) shows the sensitivity of climate metrics to the NOx emission factor. The ra-
diative forcing has a negative gradient, demonstrating a lower value for higher NOx emissions.
As before, this is due to nature of the radiative forcing as an endpoint climate metric and the
fact that the atmospheric lifetime of ozone is of the order of one year. The positive radiative
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forcing of ozone is thus no longer present at the time horizon, whereas the negative radiative
forcing from CH4 reduction and the PMO effect are. Performing the temporal integral or using
the temperature response, however, produce positive gradients. The GWP* method also pro-
duces a positive gradient, recognisable due to the large influence of ozone in the peak CO2-eq
value in Figure 3.3. The EGWP* shows the largest sensitivity, achieving a 27% reduction in
climate metric with no NOx. The NOx factor is thus an important variable in the multivariate
fleet analysis.

(a) (b)

Figure 4.16: Sensitivity of climate metrics to (a) NOx emission and (b) cruise pressure factors. The reference fleet
is established in Table 3.3.

The sensitivity of the climate metrics to the cruise pressure factor is shown in Figure 4.16b).
It should be noted that a shift to higher cruise altitudes generally also comes with a reduction
in fuel burn due to the lower pressure and thus drag (cf. Matthes et al., 2021), however, this
is not implemented here. It is likely this difference that explains the difference between these
non-linear results to the linear results obtained by (Matthes et al., 2021, , see their Figure 8).
When comparing the figures, it should also be noted that a lower cruise pressure factor is
equivalent to a higher cruise altitude and vice versa.

The climate metrics show a non-linear sensitivity to the cruise pressure. A clear difference
can be seen at higher altitudes between climate metrics using radiative forcing as their base,
thereby not including the efficacy (AGWP andGWP*), and those using temperature or effective
radiative forcing (ATR, AGTP, EGWP*). At lower altitudes, the effect of the efficacy is not as
prevalent as at higher altitudes. The radiative forcing shows a very low sensitivity, as before
due to only the effects of CO2, CH4 and PMO being present at the time horizon. The small
increase seen at higher altitudes is due to the release of NOx at higher altitudes. The cruise
pressure factor is also an important variable in the multivariate fleet analysis.

The largest sensitivity for climate metrics other than the radiative forcing is due to the
contrail distance factor, as demonstrated by Figure 4.17a). The reason for this is evident
when analysing the radiative forcing and temperature profiles in Figure 4.14. In contrast, the
sensitivity of climate metrics to changes in water vapour emissions is very low, as shown by
Figure 4.17b). In both cases, for RF, the short atmospheric lifetimes of both emission species
result in no sensitivity for the same reasons as described previously. Also noticeable is that
the ATR and EGWP* show very similar responses, as do the AGWP and GWP*.
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(a) (b)

Figure 4.17: Sensitivity of climate metrics to (a) contrail distance and (b) H2O emission factors. The reference
fleet is established in Table 3.3.

The influence of the background emissions scenario is shown in Figure 4.18 and can be
compared to the results of the general response of climate metrics analysis in Table 4.2 and the
corresponding figures. The two endpoint climate metrics, but specifically the RF, demonstrate
very high sensitivities to the background emissions scenario. The reason for this follows from
the results of Section 4.1: Endpoint climate metrics only consider the value at one time horizon
in the future, where the background emissions scenarios can differ substantially, whereas
integrated or averaged climate metrics consider all years leading up to the endpoint and are
thus generally less sensitive. The AGWP and ATR show similar sensitivity, within ± 5% of
SSP2-4.5. In comparison with the results in Section 4.1, however, the GWP* and EGWP*
show a notably smaller sensitivity, within ± 1% of SSP2-4.5.
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Figure 4.18: Sensitivity of climate metrics to the background emission scenario. SSP2-4.5 is used in the reference
fleet (see Table 3.3) and thus shows no change for all climate metrics.

The sensitivity to the year of fleet introduction is shown in Figure 4.19. This sensitivity is
caused by the trajectory of background CO2 and CH4 concentrations in the background emis-
sions scenario and is low for all climate metrics. For the AGWP, AGTP and ATR, the year
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2030 is a minimum value, likely since this corresponds with the peak in global methane con-
centrations in SSP2-4.5 (see Figure 3.1). In the SSP2-4.5 scenario, the rate of CO2 emissions
also starts to decrease. As with previous parameters, the RF is generally not affected by the
change in global methane concentrations due to the 100 year time horizon. Its response is
likely only due to the change in CO2 concentration and thus does not show a minimum.
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Figure 4.19: Sensitivity of climate metrics to the year of fleet introduction. The reference fleet is shown in Table
3.3.

4.3. Multivariate Fleet Analysis
This section presents the results of Monte Carlo simulation in detail. The linear regression
for a single reference fleet is described in Section 4.3.1, followed by the pairwise analysis for
all fleets in Section 4.3.2. Here, the inherent biases built into climate metrics, the basis for
REQ 5, are investigated. Finally, in Section 4.3.3, the errors identified in the pairwise analysis
are quantified to provide a better understanding of which parameters should be monitored
carefully when making use of climate metrics.

The temperature profiles of all fleets are shown in Figure 4.20a) along with the reference,
low and high fleets as established in Table 3.3. The influence of the year of fleet introduction
can be seen, however the general shape of the response remains the same for all fleets. To
see the influence of the variables to do with efficiency and trajectory changes, Figure 4.20b)
shows the temperature profiles of only the fleets powered by Jet-A1. This figure shows that a
substantial reduction in temperature can be achieved even without changing the fuel used.

4.3.1. Linear Regression of Fleets compared to Single Reference Fleet
The comparison of all fleets with the reference fleet for the peak temperature is shown in Figure
4.21. As described in Section 3.6, an ideal climate metric would show a linear trend since
then the sign of the temperature change would match the sign of the climate metric change
between each fleet. As a result, the climate metric would not demonstrate any inherent biases
towards certain emission species or effects. A linear regression is performed and plotted for
each climate metric, shown by the dashed line, and the gradient 𝑏 is given in the legend. It
is important to note that the gradient is given as a function of the percentage change in the
climate metric value and not as a function of the absolute climate metric value itself, which
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Figure 4.20: Temperature profiles of (a) all fleets and (b) only fleets using Jet-A1 in the Monte Carlo simulation,
as defined by Table 3.3. The reference fleet, approximately equivalent to the Airbus A320, as well as the high and
low references are also shown.

allows for direct comparison.

Figure 4.21: Comparison of all fleets with the reference fleet (Fleet 0) for the peak temperature. Note the different
vertical axis limits for the radiative forcing results. Within each plot, the colours in ascending brightness show the
fleets powered by SAF, Jet-A1, H2 combustion and H2 fuel cell respectively. The numbering corresponds to effects
described in the text.

It is immediately clear that a number of variables used to create the fleets have a large
effect on the radiative forcing results. Two main effects are identified here since they will be
useful in the analysis of subsequent sections.
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First, the cloud of fleets showing higher RF than the reference for a lower peak temperature
is identified as consisting of kerosene-powered designs within the SSP1-1.9 scenario 1 . A
closer analysis of the RF results reveals five clusters of fleets, each corresponding to different
background emissions scenarios. However, the difference between SSP1-1.9 and SSP2-4.5
is large enough to cause a clear separation. As is demonstrated by Figure 4.18, the RF is very
sensitive to the background emissions scenario and the difference between the SSP1-1.9 and
SSP2-4.5 scenarios is around 75% for the reference fleet.

The second effect is the largely horizontal cluster of fleets in the bottom-left of the plot 2 .
The cluster consists of two linear sections, the left-most section corresponding to hydrogen
fuel cell fleets and the other to hydrogen combustion. The reason for this clustering around a
constant RF value is due to the lack of CO2 emissions by these fleets. Using Figure 4.14a)
as a reference, it is clear that 100 years after the fleet is introduced, the CO2 response has
the largest effect on the RF value. Without any CO2 emissions, the only effect left is the
smaller long-term CH4 reduction. As identified in the sensitivity analysis, the RF reduces with
increasing NOx emissions due to this long-term reduction (see Figure 4.16 and accompanying
text). As a result, the RF value for all hydrogen fuel cell fleets, which do not produce any NOx
emissions, is 0, whereas for hydrogen combustion fleets, which do emit NOx, the value is
slightly negative. This effect is visible in Figure 4.21 by the second-brightest colours in the
upper left plot.

The AGWP and GWP* show similar results. Both have a clear linear trend with a high R2

value as well as an increasing spread with increasing peak temperature. This is primarily the
result of the cruise altitude: fleets flying a higher altitudes, i.e. have lower cruise pressure
factors, are clustered to the right edge of the trend. This indicates either a higher peak tem-
perature for the same climate metric value, a lower climate metric value for the same peak
temperature, or a combination of both. The contrail distance factor has a similar effect and is
responsible for creating a spread in the values. The hydrogen fleets, which, like the RF, are
clustered in two rows, are responsible for the two gradient changes seen on the left edge of
the overall trend 3 . The spread for the hydrogen fleets is lower since the contrail distance
factor varies less.

The AGTP has a clear separation of a cluster of points, which, like the RF, are identified
as kerosene-powered fleets within the SSP1-1.9 scenario 4 . The spread is higher than for
the AGWP and GWP* and primarily dependent on the background emissions scenario, rather
than on the contrail distance and cruise pressure factors. This is due to the high dependence
of the AGTP on the background emissions scenario, identified in the sensitivity analysis (see
Figure 4.18). An interesting observation for the AGTP results is that the hydrogen fleets, in
the same general location as the AGWP and GWP*, have a different gradient to the rest of
the results 5 . The reason for this could not be established.

The ATR and EGWP* show promising results. Both have a lower spread to the other
climate metrics and have a well-defined linear trend. The spread is primarily attributed to the
difference in background emissions scenario. However, it is important to note that for the
ATR and the other absolute climate metrics, the fleets corresponding to SSP1-1.9 are on the
left edge, whereas for the EGWP* and GWP* they are on the right edge and are responsible
for the right ”prong” 6 in the EGWP* results at higher peak temperatures. As discussed in
Section 4.1, this is because absolute and relative climate metrics have opposite trends with
respect to the background emissions scenario.



4.3. Multivariate Fleet Analysis 55

4.3.2. Pairwise Analysis of all Fleets
The pairwise analysis of the peak temperature is shown in Figure 4.22. Since each fleet is
compared to each other fleet, the results are symmetric abound the origin. This section visually
analyses the response of each climate metric; the error is quantified in the following section.
The analyses of the average temperature are shown in Appendix A.

Figure 4.22: Peak temperature pairwise analysis of all fleets developed with the Monte Carlo analysis. The vertical
axis is the change in absolute climate metric value, with zero in the middle. The numbering corresponds to effects
described in the text.

The radiative forcing shows a very large spread of values, demonstrating a large bias
towards certain technologies. Interesting to note are the horizontal lines visible in the top-
right and bottom-left quadrants, which are caused by two main effects. The first is the low
sensitivity of the RF to changes in the contrail distance factor, cruise pressure factor and, to
a lesser extent, the water vapour factor (see Figures 4.17 and 4.16). The low sensitivity, or in
the case of the contrail distance and water vapour factors lack of sensitivity, results in fleets
obtaining the same RF value if only these variables are changed, regardless of the change in
peak or average temperature. The second effect can be seen in the linear regression in Figure
4.21. For hydrogen-powered fleets, both using combustion and fuel cells, the radiative forcing
shows largely a constant RF value. Analysing the sensitivity response of the CO2 factor in
Figure 4.15, it is likely that the high sensitivity of the RF to CO2 emissions is much higher than
the effect of any other variable. These effects make the RF far from ideal as a climate metric
for aircraft design optimisation per REQ 5.
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Other interesting artefacts seen in the RF results include an apparent gap in the top-right
and bottom-left quadrants 1 . The origin for this gap is determined to the large gap between
results obtained from the background emissions scenarios SSP1-1.9 and SSP2-4.5, as is
demonstrated in Figure 4.21 and explained in the accompanying text. The less well defined
edges in the top-left and bottom-right quadrants 2 are the result of comparison between fleets
using conventional kerosene, of which there are only 2448.

The AGWP and GWP* show very similar results, both showing a clear linear trend with
approximately the same gradient. Looking at the sensitivity analysis, this is likely because
for a number of high-sensitivity parameters, such as the cruise pressure and contrail distance
factor, the response from both climate metrics is very similar. For other factors, the difference
between the responses is also not high. The overall shape remains the same as for the
analysis against a single reference fleet, as in Figure 4.21. As is quantified numerically in the
next section, the GWP* results are slightly more condensed and have slightly fewer errors.

Like the AGWP and GWP*, overall the AGTP shows a linear trend, but has a larger spread
and a lower gradient. The separation of the kerosene powered fleets in the SSP1-1.9 scenario
as described in the previous section are also visible in the AGTP results as a large increase in
the spread near the origin 3 . The contrail distance factor also increases the spread, shifting
climate metric values higher for lower contrail distance and the same temperature change.

The ATR and EGWP* have the lowest spread and thus show the greatest promise for
REQ 5. The difference between the GWP* and EGWP* is noticeable and demonstrates the
importance of including the efficacy, even in a simplified manner. The EGWP* also performs
well for the average temperature, which is unexpected considering that the peak value is used
for the climate metric. Looking at the temperature response of a single fleet (Figure 4.14), it is
likely that this is due to the average temperature response being similar until over 100 years
after the fleet introduction. For example, the CO2 temperature response is higher than the
ozone response only around 110 years after fleet introduction. For a fleet as used in this work,
the peak temperature is thus also a good indicator of the average temperature at least until a
time horizon of 100 years.

4.3.3. Error Analysis
The results from the pairwise analysis can be quantified by calculating the number of pairings
for which the climate metric produces the incorrect sign. Graphically, this corresponds to the
points in the top-left and bottom-right quadrants in Figure 4.22. The frequency with which
this occurs for the peak and average temperatures is plotted against the percentage distance
between the climate metric values of each fleet in Figure 4.23. Each plotted value corresponds
to the value within the 1% bracket.

From Figure 4.23, it can be concluded that the ATR and EGWP* generally perform best
and the RF performs worst. Even for a 100% difference between the fleets, the RF provides an
incorrect climate metric value compared to the temperature 35 - 40% of the time, depending
on whether the peak or average temperature is used. In comparison, the ATR and EGWP*
both always show the correct pairing above a difference of 20%.

The AGWP and GWP* show very similar results in all cases. In comparison, the AGTP
generally takes longer to reach 0, but at lower differences between fleets is approximately
equivalent to the AGWP and GWP*. The EGWP* performs best for the 20-year average tem-
perature and the ATR, unsurprisingly, performs best for the 100-year average temperature. In
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Figure 4.23: Frequency of an incorrect climate metric value as a function of the percentage difference between
each fleet pair for (a) the peak temperature, (b) the 20-year average temperature, (c) the 50-year average tem-
perature and (d) the 100-year average temperature.

general, the results do not differ substantially between the different temperature objectives.

4.4. Temporal Trajectories of CO2-eq using Climate Metrics
The final analysis method for climate metrics concerns the development of CO2-eq trajectories
and how these can be used to estimate the temperature response. The calculation of CO2-eq
emissions are important since they are often used to compare industries to one another and
to ensure that emissions are being reduced. Section 4.4.1 analyses CO2-eq emissions for the
fuel scenarios, which would be used by a stakeholder to track emissions over time. Section
4.4.2 then analyses the difference between the temperature calculated using AirClim and that
estimated using climate metrics for the fleets in the Monte Carlo simulation.

4.4.1. CO2-Equivalent Responses of Emission Profiles using Climate Metrics
The responses of the CurTec and FP2050 scenarios are shown and described in this section.
The results of the other scenarios (CORSIA, COVID-15s, Fa1) are shown in Appendix A but
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are not included here since the scenarios shown here can be used to explain all effects.
The response of the CurTec scenario is shown in Figure 4.24a) with the fuel use and

temperature shown in b) for reference. Two elements of the response are highlighted here.
First, the difference between the total values calculated using the GWP and ATR-rel are very
similar, potentially reducing the political capital required to change from the standard GWP100
to the ATR100-rel. It is interesting to note that the total values are similar, although the values
for individual species may not be. This effect can be seen especially for the responses of
ozone, contrails and methane reduction. A similar observation can be made with the endpoint
RF and GTP climate metric results.

(a) (b)

Figure 4.24: CurTec fuel scenario: (a) CO2-eq emissions calculated using climate metrics; (b) fuel use and tem-
perature response from each emission species. The colours in the left figure correspond to the emission species
in the right figure.

The second noticeable element is the rapid departure of the GWP* and EGWP* from the
response shown by all other climate metrics around the year 2025. The CO2-eq calculated
using GWP* and EGWP* reach a peak, then start to reduce until the year 2060, whereupon
they start to increase again. The reason for this is that the GWP* calculation method uses an
average of the previous 20 years of radiative forcing to calculate its value. Looking closely at
the fuel scenario, it is clear that the rate of emission increase reduces around the year 2020
and again around 2045. By mathematical definition of the GWP*, this change in rate results
in a lower GWP* climate metric value.

The temperature response calculated using the climate metrics is compared to the re-
sponse calculated with AirClim in Figure 4.25. The effect of the plateau and decrease in CO2-
eq emissions can be seen in the GWP* and EGWP* results by a noticeable decrease in the
slope for total emissions, especially when compared to the other climate metrics. The benefit
of the GWP* method can be seen in the estimation of the contrail response: The temperature
response shows the beginning of asymptotic behaviour, which is picked up by the GWP* cli-
mate metrics but not by the others due to the reducing CO2-eq values. Similar behaviour is
also seen for the ozone response.

It is interesting to note that all climate metrics overestimate the temperature impact of CO2,
which shows the limitations of using climate metrics in this manner: How well the results match
the temperature is primarily dependent on the value for the transient climate response (TCRE),
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Figure 4.25: CurTec temperature response calculated using AirClim (thin black lines) compared to the response
estimated using climate metrics. The colours correspond to the emission species in Figure 4.24.

defined as 0.49 K/TtCO2 in this study (Cain et al., 2019). The trends are, however, promising
from all climate metrics.

The FP2050 scenario, shown in Figure 4.26a), demonstrates the erratic nature of the
GWP* method. Between the years of around 2050 and 2080, the GWP* and EGWP* show
negative CO2-eq values due to reducing emissions in the fuel scenario. The sign of the CO2-eq
emissions from all emission species except CO2 is reversed. For the CH4 reduction and PMO
effect, the reversal lasts until after the year 2100 due to their longer atmospheric lifetimes. The
negative values, when the CO2-eq emissions are used to estimate the temperature change,
correspond to the peak and slight drop in total temperature shown in Figure 4.26b).

(a) (b)

Figure 4.26: FP2050 fuel scenario: (a) CO2-eq emissions calculated using climate metrics; (b) fuel use and
temperature response from each emission species. The colours in the left figure correspond to the emission
species in the right figure.

The other climate metrics show a clear reduction in the year 2050, but remain positive.
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Estimating the temperature response by the CO2-eq emissions from these climate metrics
would, therefore, not show the peak and slight drop. This effect can be seen in Figure 4.27.
Overall, however, the CO2-eq emissions can be seen to be more stable than those calculated
using the GWP*/EGWP*. The similarity of the GWP and ATR-rel, and the RF and GTP, is
also recognisable for total emissions. For the individual species, the differences caused by
the inclusion of the efficacy are nevertheless present.

Interesting to note from the temperature response calculated using the GWP* and EGWP*
in Figure 4.27 is that the peak and subsequent reduction in temperature is overestimated.
This originates primarily from the ozone and contrail responses, which also continue to rise
rather than continue to reduce towards the end of the century. It is likely that a more optimal
value of the stock term 𝑠 in Eq. (2.6) would help alleviate this problem and that the value of
0.25 applies primarily to the CH4 emissions used in the development of the GWP* (Cain et al.,
2019; Smith et al., 2021). This is discussed further in Section 5.1, however, a full analysis is
beyond the scope of this research.
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Figure 4.27: FP2050 temperature response calculated using AirClim (thin black lines) compared to the response
estimated using climate metrics. The colours correspond to the emission species in Figure 4.26.

4.4.2. Temperature Error Analysis of Pairwise Fleets
The analysis in Section 4.3 compares the climate metric values for all fleets and aims to deter-
mine which climate metric most accurately shows a linear trend, thereby showing a low bias
towards different emission species. Not considered in that analysis is whether the climate
metric value itself has any relevance to the temperature estimation that can be done using the
temporal response of each climate metric. This section uses the CO2-eq emission trajectory
to estimate the peak temperature using a climate metric, to compare this to the temperature
calculated using AirClim.

Figure 4.28 shows the results of this analysis. Ideally, all fleets would be on the black,
linear trend shown, since this would mean that the peak temperature estimated using the
climate metric matches the peak temperature calculated using AirClim. At first glance, it is
thus clear that the GWP* climate metrics, specifically the EGWP*, follow the desired trend.
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Figure 4.28: Change in peak temperature calculated with AirClim compared to the peak temperature estimated
using climate metrics. Within each plot, the colours in ascending brightness show the fleets powered by SAF,
Jet-A1, H2 combustion and H2 fuel cell respectively.

The conventionally calculated climate metrics GWP, GTP and ATR-rel show a large depen-
dence on the background emissions scenario, which influences the slope. The lowest slope
corresponds to SSP1-1.9, whereas the highest slope corresponds to SSP5-8.5. The conven-
tional climate metrics also do not calculate a temperature change from hydrogen-powered
fleets. This is due to the calculation method, which requires division by the absolute climate
metric value of the fleet CO2 emission (e.g. AGWPCO2

), which is zero for hydrogen-powered
fleets. A potential solution to this is to directly calculate the CO2-eq using the absolute climate
metric response divided by the response due to a pulse of CO2. In this scenario, a decision
would have to be made what pulse to use: a pulse that depends on the background emissions
scenario and year of emission, or a standard pulse. In the latter scenario, accuracy could be
lost.

The GWP* and EGWP* do not show a difference in slope due to the background emissions
scenario. This is because the AGWPCO2

values for the SSP2-4.5 scenario are used through-
out. If the AGWPCO2

trajectory corresponding to the scenario used by each fleet is used, then
a slope change is visible, as Figure 4.29 demonstrates. The effect of using the efficacy is
visible in the comparison of the responses: the EGWP* response shows much lower spread
than the GWP* response.

Both figures demonstrate the large influence of the transient climate response (TCRE),
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Figure 4.29: Change in peak temperature calculated within AirClim compared to the peak temperature estimated
using the GWP* and EGWP*. The AGWPCO2 value corresponding to the background emissions scenario has
been used in the calculation of the climate metric, resulting in the varying slopes. Within each plot, the colours in
ascending brightness show the fleets powered by SAF, Jet-A1, H2 combustion and H2 fuel cell respectively.

as identified in the previous section. Each background emissions scenario is linked with a
different transient climate response, which was not calculated in this research. The accuracy
of the temperature estimation using climate metrics, therefore, highly depends on the accuracy
of the TCRE. However, as the comparison of the GWP, ATR-rel and EGWP* responses show,
the required TCRE to obtain the correct slope is not the same across climate metrics: the
slope shown by the black line corresponds approximately to SSP4 for the GWP, SSP2 for the
ATR-rel and a higher decarbonisation than SSP1 for the EGWP*. This shows the difficulty of
using climate metrics for the purpose of temperature estimation.
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Discussion

This chapter discusses the results presented in the previous chapter. An analysis of each
requirement is given in Section 5.1, followed by a choice of climate metric for each use case.
The uncertainties and assumptions are discussed in Section 5.2.

5.1. Choice of Best-Suited Climate Metric for Aviation
This section discusses the results and how well each climate metric meets the requirements
set in Section 3.3. Table 5.1 provides a summary of the discussion, which is also shown
visually in Figure 5.1. The table and figure suggest that the ATR and EGWP* are contenders
for best-suited climate metric. In the following, the reasoning for the shown values is shown
and a best-suited climate metric is chosen for each use case. A detailed analysis of the GWP*
method is also provided.

REQ 1
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REQ 5

REQ 6

RFI
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GWP
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Figure 5.1: Visualisation of the summary table. The better a climate metric performs for a given requirement, the
further outwards its value is. Note that this is a simplification of the results and that some values depend on the
emission species or effect in question. More detail about how the climate metrics perform for each requirement is
found in this section.
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Table 5.1: Summary of the behaviour of climate metrics with respect to the requirements. Note that this is a
simplification of the results and that some values depend on the emission species or effect in question. More
detail can be found in this section.

Requirement RFI GWP GTP ATR GWP* EGWP*

REQ 1
Representation of
the temperature
change

Low spread,
low accuracy

Large spread,
medium accuracy

Low spread,
low accuracy

Large spread,
medium accuracy

Medium spread,
medium accuracy

Low spread,
high accuracy

REQ 2
Ease of
understanding and
implementation

Low complexity Less complex Low complexity Less complex Complex Complex

REQ 3 Dependence on the
time horizon Medium High High High Low Low

REQ 4
Dependence on
background
emissions

High Medium High Low Low Low

REQ 5 Inherent biases
High bias, high
incorrect fleet
pairings

Medium bias,
medium incorrect
fleet pairings

Medium bias, lower
quality linear trend than
AGWP/GWP*, medium
incorrect fleet pairings

Low bias, low
incorrect fleet
pairings

Medium bias,
medium incorrect
fleet pairings

Low bias, low
incorrect fleet
pairings

REQ 6
Appropriate for
different emission
profiles

Shows differences in
qualitative responses
of pulse and sustained
emissions

Might show
qualitative differences
between pulse and
sustained emissions

Might show
qualitative differences
between pulse and
sustained emissions

Shows qualitatively
similar behaviour

Identical behaviour
for pulse and sustained,
potentially misleading

Identical behaviour
for pulse and sustained,
potentially misleading

REQ 1: Shall correctly represent the temperature change
The first requirement has a larger effect than just the estimation of the temperature using
climate metrics. All analyses are done with respect to the temperature change, rather than,
for example, the radiative forcing. Therefore, this requirement informs the results of the other
requirements as well.

The value of the transient climate response (TCRE) has a large impact on the results for all
climate metrics since it defines howmuch warming each CO2-eq emission produces. Whether
a climate metric over- or underestimates the temperature should thus always be analysed in
the context of comparison with other climate metrics. The GWP tends to underestimate the
temperature of fleet emissions using the standard TCRE. The ATR has a larger spread than the
GWP, but generally seems to match the temperature more accurately. This could be expected
since the ATR makes use of the temperature response in its calculation. For the full aviation
emissions scenario, however, both climate metrics tend to overestimate the total temperature,
likely since conventional climate metrics cannot show decreasing temperature or peaks, as
described below.

Endpoint climate metrics, in this research the RF and GTP, have difficulty estimating the
temperature change for short emission profiles such as the pulse and fleet emissions used in
this work. This is because endpoint climate metrics have no memory of previous emissions
and only consider the impact at the time horizon. For longer-term profiles such as the full
aviation emissions scenarios, these climate metrics are nevertheless capable of estimating
CO2-eq emissions and thus temperature change.

A note should be made here about the calculation method of conventional climate metrics,
in this research the RF, GWP, GTP and ATR. As described in Section 2.4.2, the original def-
inition of the GWP, for example, compared the response of an emission species to a pulse
of CO2. In this research, the conventional climate metrics are used to compare the response
of an emission species to the full response of CO2. Since CO2 has a very long atmospheric
lifetime, over the time horizons being analysed in this research, the quantity of CO2 and its
effect on the radiative forcing and temperature can be approximated as simply being linear
- i.e. the full CO2 response is equivalent to the sum of CO2 pulses. The advantage of this
method is that the relative climate metric value directly provides a multiplier for the conversion
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between CO2 and CO2-eq emissions.
This method does not, however, work for fleets with reduced CO2 emissions such as those

powered by SAF and, especially, H2. Since the relative climate metric values have the CO2
response in the denominator, decreasing CO2 emissions result in higher climate metric values,
with the limit case of H2 fleets being an infinite value. In this research, these fleets are shown
to have 0 K temperature change, but technically they are undefined. Since it is not possible
to compare contrail emissions per kg, i.e. to calculate the response of 1 kg of an emission to
a 1 kg emission of CO2, comparing the mass of released emissions is not a viable alternative.
Instead, it is suggested that the conventional climate metrics should be used as the absolute
climate metric value of an emission species compared to a pulse of CO2. This does, however,
require a choice to be made for the CO2 response: either, as has been done in this research,
the CO2 pulse emission takes place in the same year as the non-CO2 emission, or a standard
CO2 pulse emission should be defined. The latter option is easier to implement, but the former
upholds the dependency on the background emissions scenario.

REQ 2: Shall be easy to understand and implement
Endpoint climate metrics are the easiest to understand: GTP100 and RF100 are simply the
temperature or radiative forcing 100 years in the future. As a result, it is straightforward to
determine how these climatemetrics behave for different time horizons, background emissions
scenarios and fuel scenarios. Integrated climate metrics such as the GWP are more complex,
and it is more difficult to ascertain the dependence of various effects and emission species. A
similar argument can be made for averaged climate metrics such as the ATR.

The starred climate metrics are the most difficult to understand. To comprehend and anal-
yse the results obtained using the GWP*, a stakeholder must first have researched and un-
derstood the equivalency between a change in emission rate of SLCPs and a pulse of CO2.
Even the responses to simple emission profiles are difficult to understand and require more in-
depth knowledge of the climate metric than should be expected of a policymaker or company
decision-maker. For more complex fuel scenarios, or for the analysis of dependencies, the
behaviour of the climate metric is hard to estimate in advance and can show at first counter-
intuitive results (see, for example, the calculation of CO2-eq emissions from full aviation fuel
scenarios in Section 4.4.1). Stakeholders must also be aware of a number of assumptions
that are used in the calculation method, as are discussed later in this chapter.

In terms of implementation, the climate metrics based on radiative forcing (RF, GWP) are
easier to implement than temperature-based climate metrics (GTP, ATR) since they do not
require a full climate or carbon model. The same argument can be made for the GWP*, al-
though it does require the AGWPCO2

for the time horizon in question, which should either be
a standard value or should be calculated for the specific scenario. Additionally, the GWP*
requires the profile of emissions from twenty years prior since it runs on a 20-year average.
On top of this, the EGWP* requires an estimation of the efficacies of the emission species.
Implementation of the starred climate metrics is thus more complex.

REQ 3: Shall be largely independent of the time horizon
A high dependence on the time horizon is essentially a trade-off between long-lived and short-
lived climate pollutants. Ideally, this trade-off is done by the stakeholder rather than it being
built inherently into the climate metric, making a low dependence desirable. However, given
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that long-lived and short-lived climate pollutants have fundamentally different impacts on the
environment, full independence of a climate metric to the time horizon is not possible.

The general response analysis in Section 4.1 shows that it is not possible to mathematically
determine an optimal time horizon and that all climate metrics depend on it. The choice of time
horizon, therefore, remains subjective. The starred climate metrics generally show the lowest
dependence on the time horizon between 20 and 100 years for total emissions, whereas the
ATR shows the highest. This dependence will vary depending on the emission profile and the
emission species or effect, however, so care must nevertheless be taken when analysing a
certain profile.

A further point of consideration is that for non-endpoint climatemetrics, the value of the time
horizon can be misleading. For example, as Allen et al. (2016) show, the GWP100 effectively
estimates the temperature change of SLCPs 20-40 years in the future. A similar analysis could
be done for the ATR and other conventional, non-endpoint climate metrics. In other words,
while for an endpoint climate metric, the conditions at the time horizon are being used, for
integrated or averaged climate metrics it is often not possible to know a priori which point in
time is being estimated. This further complicates the choice of time horizon.

REQ 4: Shall be largely independent of the background emissions scenario
The endpoint climate metrics RF and GTP perform poorly for this requirement because they
only consider the change in radiative forcing or temperature change at a certain time in the
future. The difference between the background emissions scenarios at a certain time in the
future is larger than the integrated or average difference until that time, meaning that end-
point climate metrics will always show larger dependence as long as background emissions
scenarios diverge. The ATR performs better than the GWP for pulse, sustained and increas-
ing emissions, but the climate metrics give similar results for fleet scenarios. The GWP* and
EGWP* perform well for the three emissions and show almost no dependence at all for the
fleet scenarios. As shown in Section 4.4.2, specifically the difference between the responses
in Figures 4.28 and 4.29, this is likely due to a single, reference AGWPCO2

for SSP2-4.5 being
used.

It is important to note the differences between relative and absolute climate metrics and
their use. When using absolute climatemetrics, the value of an emission is higher for scenarios
with high decarbonisation and lower when emissions are increasing quickly. An argument for
why this might be desirable is that when other industries are decarbonising quickly, a higher
climate metric value should incentivise the aviation industry to also decarbonise. However,
from the results it is clear that relative climate metrics show the opposite effect: for scenarios
with high decarbonisation, the value of an emission - if introduced into an emission trading
scheme then also the price of an emission - is lower, and for scenarios with rapidly increasing
emissions, the value is higher. It could be argued that this is also beneficial, in that it stimulates
the industry to decarbonise when emissions overall are continuing to rise. However, the lower
value for scenarios with high decarbonisation does not make sense.

The reason for the opposing trends likely lies in the relative importance of long-lived and
short-lived climate pollutants. The importance of LLCPs, in aviation only CO2, decreases
for scenarios with rapidly increasing emissions such as SSP5-8.5, and increases for high
decarbonisation scenarios such as SSP1-1.9. It is likely that the division of the absolute CO2
climate metric value, which is more highly dependent on the background CO2 emissions than
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CH4 reduction and PMO are on background CH4 emissions (see Table 4.2), causes the trend
to reverse.

It is clear that regardless of how it is argued, the trend reversal can lead to problematic
conclusions. Stakeholders must be aware of this behaviour of climate metrics. A potential
solution to the problem described above would be to use a consistent CO2 response in all
calculations. However, doing so would reduce accuracy since effectively that would remove
dependence on the CO2 background emissions scenario. An analysis of the environmental
and economic ramifications of using a variable or fixed CO2 response for example in a trading
scheme is beyond the scope of this work, but is recommended for future research.

REQ 5: Shall have low inherent biases towards changes in aircraft design or
trajectory
It is clear from the results of the multivariate fleet analysis that the RF with a 100 year time
horizon has large biases towards different emission species and effects. The RF does not
change linearly with the peak temperature and displays large clustering, owing to a lack of
sensitivity to changes in various fleet parameters. The choice of the 100 year time horizon was
made to enable direct comparison with the other climate metrics, however, it could be argued
that a better choice would be the peak RF or the RF at an earlier time horizon. The potential
issues with choosing a peak value is discussed in more detail later in this chapter in reference
to the GWP*. A lower time horizon is possible, however the choice must nevertheless be
properly argued.

The ATR and EGWP* clearly show the lowest bias of all climate metrics considered. These
climate metrics have the lowest number of errors, regardless of the form of the temperature
used for comparison (peak or average). The AGWP and GWP* show a sizeable spread due
to the cruise altitude and contrail distance factor, but are nevertheless usable. The AGTP
shows a somewhat larger spread due to the influence of the background emissions scenario.
All climate metrics except the RF would be appropriate for use according to this requirement,
provided their limitations are kept in mind.

REQ 6: Shall be appropriate for different emission profiles
In this study, the pulse, sustained and increasing emissions are compared. Since the sus-
tained emission can be seen as a series of pulse emissions, in the case of AirClim one pulse
per year, climate metrics should show at least qualitatively the same result for both emission
profiles. The RF does not meet this requirement since it shows fundamentally different results
for a NOx pulse and sustained emission: for a pulse emission, the RF shows an initial positive
peak, but negative values after the first year. In comparison, for a sustained emission, the RF
shows continuous positive values.

The other climate metrics show qualitatively the same results. It is, however, possible
for the AGWP to show negative values for a pulse emission if the initial radiative forcing is
negative enough. Since contrails cause a large positive radiative forcing, it is unlikely to occur
for total aviation emissions. With the introduction of hydrogen as a future fuel, however, this
should not be ruled out. The AGTP is even more susceptible to changes in sign. Although the
change in sign is not seen in this analysis, this has been identified by previous authors (e.g.
Dahlmann, 2011).
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The results of the GWP* and EGWP* are more complex and potentially confusing. Both
climate metrics show the same amount of CO2-eq for all three emissions. However, the sus-
tained emission scenario results in more emissions than, for example, the pulse emission
scenario and should, therefore, be responsible for more CO2-eq. The reason for the identical
value is due to the mathematical description of the climate metric. The GWP* uses the change
in the 20-year running average to calculate a value and has no forward-looking time horizon.
If there is no change in the previous 20 years, then the GWP* will not identify any CO2-eq
emissions. Furthermore, any changes in the emission profile in the years following the intro-
duction of the emission are not considered. For the three emission scenarios, there are no
emissions in the 20 years leading up to the introduction of the emission, thereby making the
results equal. This is odd behaviour when one is used to the GWP or similar climate metrics.

Further discussion of the GWP*
Two elements of the GWP* method are discussed in more detail here. The first is that the
GWP* can show reducing or even negative CO2-eq emissions, as demonstrated by Figures
4.24 and 4.26. This effect is problematic. For the CurTec scenario, if the GWP* were to be
used to account for all CO2-eq emissions from aviation on a yearly basis, then a stakeholder
looking only at the values between the years of 2025 and 2060 could be forgiven for assum-
ing that emissions from aviation were reducing. However, it is clear that this is not actually
the case: emissions continue to rise, just at a lower rate. This is compounded by the fact
that stakeholders are likely used to the response of conventional climate metrics such as the
GWP, which do not behave in a similar manner. For the FP2050 scenario (see Figure 4.26),
a stakeholder could come to the conclusion that aviation is causing a cooling effect on the
climate due to the negative CO2-eq emissions for the same reason.

The figures mentioned provide a visual description of the discussion provided by Lee et al.
(2021). They mention that the GWP* multiplier, i.e. how much total aviation emissions are
warming the climate compared to howmuch only CO2 emissions are, should not be applied ”to
future scenarios that deviate substantially from the current trend of increasing aviation-related
emissions”. The results of this research show that even a small deviation can cause CO2-eq
emissions calculated using the GWP* to reduce and therefore provide an incorrect impression
of the multiplier trajectory over time. This research suggests that the GWP* should not be used
to calculate CO2-eq emissions from the industry in the manner done by Lee et al. (2021).

A second issue with the GWP* identified in this research is that it essentially has two
time horizons. Meinshausen and Nicholls (2022) argue that the GWP* is a model rather than
a climate metric. This can be seen in Figure 3.3 - rather than providing a single value, as
conventional climate metrics do, the GWP* provides a temporal trajectory for each emission
species. Just as with the time horizon, as discussed above for REQ 3, there is no obvious point
to choose. In this research, the time of the peak total value is chosen, which is almost entirely
caused by the impact of contrails and ozone for the fleets analysed. The location of the peak
is mathematically at least 20 years in the future, but the exact location can differ depending
on the emission profile. For example, peak CO2 emissions occur much further along in time.
Picking a different point could be possible, but this needs to be soundly reasoned and should
not be chosen at a location where emissions have reversed due to a reduction in emissions
since doing so would give the wrong outcome. Adding what amounts to a second time horizon
that changes depending on the emission profile is problematic.
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Nevertheless, the GWP* should not be discounted entirely. As the results show, in certain
circumstances, the GWP* or its derivative EGWP* can act like a conventional climate metric
and provide very usable results. Provided the peak CO2-eq value is used, the starred climate
metrics are able to estimate the temperature response accurately and can be a useful tool.
However, the aim of the GWP* should not be to replace the GWP in all areas of use since this
can lead to inappropriate results.

Use Case: Aircraft Design Optimisation
For aircraft design optimisation, the low inherent bias requirement (REQ 5) is most important
since it ensures that an aircraft design with a lower climate metric value also has a lower
environmental impact. To properly account for the climate impact of all aviation emissions,
the temperature should be used as an input (REQ 1). It is assumed that aircraft designers do
not mind using climate metrics as a ”black box” in their design work, therefore REQ 2 is given
less weight. Since the introduction of a new fleet will take some time and the fleet will be in
service for many years, a high time horizon should be used. As the results show, at higher time
horizons, the dependency is lower, therefore reducing the importance of REQ 3. However, for
high time horizons the dependency of background emissions (REQ 4) is important. Finally,
since the results show that all climate metrics except the RF are appropriate for fleet emission
profiles, REQ 6 is of lower importance in this discussion.

Based on these requirements, the absolute ATR100 is recommended. It performs excel-
lently in the pairwise fleet analysis for both the peak and average temperature, meaning that
the likelihood of the climate metric suggesting incorrectly that one fleet is better than another
is low. It also has a generally low dependence on the background emissions scenario and ac-
counts for a change in temperature rather than in radiative forcing. The 100-year time horizon
is kept to be in line with the standard GWP100 used in international climate policy. As the re-
sults of the CO2-eq emission profiles show, the total ATR100 and GWP100 values do not differ
by much, making it possible to convert from one to the other for comparison with other studies.
Niklaß et al. (2019) provide an example of a conversion between the two climate metrics. With
the introduction of different fuels such as hydrogen, it is, however, possible that the GWP and
ATR will start showing different results since the main differences are for contrails and ozone.

In general, relative climate metrics using the full CO2 response are not recommended for
aircraft design optimisation. Relative climate metrics using a CO2 pulse emission are more
appropriate. This is because a reduction in CO2 would erroneously lead to an increase in the
climate metric value. Amongst the absolute climate metrics, the the EGWP* shows similarly
good results as the ATR100 for the pairwise fleet analysis, but it is more uncertain and thus also
not recommended. It relies on estimates of efficacies, for which not much data is available.
While it is less dependent on the background emissions scenario, it has the secondary time
horizon issue as described above and can be less easily compared to existing studies.

Use Case: Trajectory Optimisation
Since trajectory optimisation focuses mainly on reducing the effect of contrails and other
SLCPs, it is beneficial for the climate metric to be temperature-based (REQ 1). Similarly to the
aircraft design optimisation, it is assumed that a ”black box” is sufficient for this case, thereby
giving REQ 2 a low weight. Trajectory optimisation primarily focuses on short-term effects,
requiring a low time horizon. Since the gradient of the time horizon dependency is high at low
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time horizons, REQ 3 is an important consideration. On the other hand, the low time horizon
reduces the importance of the background emissions scenario (REQ 4). REQ 5 is not relevant
for this use case. How appropriate a climate metric is for a pulse emission (REQ 6), the likely
emission profile for trajectory optimisation, is also relevant for the discussion.

Based on these requirements, the ATR20 is recommended. The time horizon of 20 years
is chosen since it is longer than the atmospheric lifetime of aviation SLCPs, and because it
is commonly found in literature. Other time horizons could chosen depending on the exact
outcome desired. The ATR is chosen as a climate metric because it uses the temperature
change, has a low dependence on the background emissions scenario and is appropriate for
pulse emissions. It could be argued that the GTP would be a more appropriate climate metric
for this purpose since it has a lower dependence on the time horizon, a key requirement for
this use case. However, for future fuels such as hydrogen which have a substantial reduction
in both contrail and ozone impact, it is possible that the GTP becomes inappropriate for pulse
emissions. The averaging performed by the ATR removes this issue. It is also very likely that
the integrated GTP (iGTP20) would be a useful climate metric for this purpose, but more work
will have to be conducted since this climate metric is not part of this research. If the ATR20 is
chosen, it is important that the influence of the time horizon is kept in mind when the climate
metric is applied.

Use Case: Market-Based Schemes
For market-based schemes, it is important that policymakers understand the workings of the
climate metric to be used (REQ 2) because they must decide which climate metric to use
and successfully face scrutiny. It is beneficial also for this reason that a climate metric is
temperature-based (REQ 1), although it could also be argued that existing climate metrics
based on radiative forcing would be beneficial since the GWP is currently the most common
climate metric in climate policy. The time horizon chosen depends on whether the objective
of the market-based measure is targeting short-term, medium-term or long-term impacts. It is
assumed here that long-term impacts should be reduced, therefore making the dependence
on the time horizon (REQ 3) less important and the dependence on the background emissions
scenario (REQ 4) more important. REQ 5 is not relevant for this use case, and a similar anal-
ysis is made for trajectory optimisation for REQ 6, assuming that a series of pulse emissions
are most relevant for market-based schemes.

Based on these requirements, the ATR100 is recommended. The ATR is easy to under-
stand for non-specialists, being simply the average temperature over the 100-year time hori-
zon. The ATR also displays low dependence on the background emissions scenario. The time
horizon of 100 years is chosen since it is assumed the long-term impacts are considered.

If consistency with existing climate policy is deemed an important requirement, the GWP100
could also be continued to be used. In that case, the lack of efficacy must be taken into ac-
count. This would primarily impact the value of contrail and NOx emissions: the GWP generally
overstates the value of contrails and understates the value of O3 and CH4 reduction. It should
also be noted that, as with the aircraft design optimisation, it is possible that with the introduc-
tion of hydrogen as a fuel, the GWP and ATR will start showing substantially different values.
This would require a re-evaluation of the conversion methods, such as the one presented by
Niklaß et al. (2019).

Although a powerful tool, the GWP* is not recommended for use in market-based schemes.
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As demonstrated in this research and more generally by Meinshausen and Nicholls (2022),
the GWP* shows a high variability year-to-year, even with the 20-year rolling average. The
chance of misunderstanding stagnating, reducing or even negative CO2-eq emissions, espe-
cially when combined with the additional time horizon, is high. The complexity of the GWP*
and its derivative EGWP* make them unsuitable for policy, although it is possible that these
climate metrics will be used as Micro Climate Models (as suggested by Meinshausen and
Nicholls, 2022) and thereby inform decision-making.

5.2. Estimation of Impacts of Assumptions and Uncertainties
The results of this research are subject to a number of assumptions and uncertainties. It is
important to recognise these and estimate their impacts to ensure that the results are valid.
This section provides an overview of the main uncertainties and assumptions to determine
remaining research gaps.

Climate Model Uncertainties
The main model-related uncertainties relate to the use of AirClim. AirClim has been used in a
number of previous studies and has been validated against the E39/C climate-chemistry model
(Stenke et al., 2008). However, as a response model, AirClim makes use of pre-calculated
data and is not as accurate as more complex climate models. A Monte Carlo analysis is built
into AirClim to consider the uncertainties that arise from this, specifically uncertainties in the
atmospheric lifetime, radiative forcing and temperature response of each species or effect
(Dahlmann et al., 2016a; Grewe et al., 2021). Using this analysis, it is possible to determine
likelihood ranges of, for example, a climate target being met for a given scenario.

The largest uncertainties due to changes in radiative forcing originate from contrails, PMO,
ozone and water vapour. As the results show, the impacts of water vapour and PMO are low
and are, therefore, of lower importance. On the other hand, contrails and ozone make up
the majority of the initial positive radiative forcing. The effect of under- or over-estimation of
the RF is thus two-fold: First, the relative importance of contrails and ozone has an influence
on the value of NOx emissions compared to contrail emissions. In other words, a pairwise
analysis may find that fleets that produce less NOx are favoured over those that reduce contrail
emissions, a key element in the discussion on inherent biases (REQ 5). Secondly, the relative
importance of contrails and ozone compared to CO2 has an impact on the relative climate
metric values. An overestimation of the response of various species means that these species
would have a larger dependence on the background emissions scenario since the relative
impact of CO2 is higher. The opposite is true for underestimation. A similar argumentation
can be devised for the uncertainty related to temperature, for which the largest uncertainties
are due to ozone, PMO and H2O.

Since the main objective of this research is to analyse the design of climate metrics, the
accuracy of the radiative forcing or temperature responses are of lesser importance, so long
as all responses are relative to one another. Therefore, the three uncertainties mentioned
above are not considered directly. Instead, it is reasoned that the Monte Carlo analysis used
in this research already covers a wide part of the uncertainty range by changing the emissions
of different species without optimising the full aircraft. For example, a 20% reduction in contrail
RF can also be obtained by reducing the contrail distance by 20%, which is possible in the
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Monte Carlo simulation. Furthermore, the sensitivity analysis can be used to demonstrate that
climate metrics are sensitive to the changes of individual emission species - since all climate
metrics show sensitivity to each species1, the exact value obtained should not influence the
pairwise distribution of the climate metrics. The general trend of climate metrics shown in Sec-
tion 4.1 would also not be affected. The CO2-eq and temperature responses calculated using
climate metrics could be different, however, since the temperature calculated using AirClim is
taken as a reference, it is unlikely that the general trend of the climate metrics would change.

To alleviate this uncertainty, the methods shown in this research could be re-done with
a more accurate climate model. However, given the large number of simulations required,
especially for the multivariate fleet analysis, that may not be feasible.

Future Estimation Uncertainties
Another source of uncertainty relates to the difficulty of estimating the future. This is important
firstly for the location- and altitude-dependent emission data set, and secondly for the expected
changes in growth rate, efficiency and emission rate of various species. In this research, the
WeCare 2050 data set (Grewe et al., 2017) and the Category 4 sub-set (van der Maten, 2021)
are used. These data sets are important because they provide the underlying location and
altitude data for all simulations. The analysis by van der Maten (2021) shows that the Category
4 sub-set covers a wide range of altitudes, distances and locations around the world. Using a
different category would have consequences on the results, for example by raising or lowering
the mean cruise altitude, by changing the contrail distance or by changing the total fuel used.
The location of Category 4 emissions, mostly in the northern hemisphere, likely results in a
higher impact calculated for NOx since aviation ozone is most effective in the northern polar
and mid-latitudes (Grewe et al., 2002; Ponater et al., 2006).

As before, both sources of uncertainty have an impact on the radiative forcing and temper-
ature responses. If these responses themselves were the results of this research, then more
importance would have to be placed on ensuring that they are as accurate and representative
as possible, and the uncertainties would have to be considered. However, since either the
qualitative response of climate metrics or the relative difference between the climate metrics
are considered, the uncertainties influence all climate metrics and should not affect the results.

GWP* Calculation Method
The stock parameter 𝑠 has a large influence on the results obtained using the GWP* method.
As discussed by Cain et al. (2019) in the introduction of the parameter to the GWP* method,
𝑠 is estimated using multiple linear regression of the GWP* response onto the temperature
response of methane between the years of 1900-2100, and an optimal value could differ per
short-lived climate pollutant. For methane, an optimal 𝑠 of 0.25 could be found; for other
SLCPs, the value will depend on the trajectory of past emissions.

As part of this research, a number of linear regressions were performed with the aim of
determining the optimal 𝑠 per emission species or effect. However, the optimisation did not
provide useful results for a number of species, notably ozone, contrails and methane reduction
for the standard TCRE as described by Cain et al. (2019). It was also found that an optimal 𝑠

1A notable exception is the RF100. However, the reason for the lack of or incorrect sensitivity is because a time
horizon of 100 years is being used, as described in more detail in Section 4.2.
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would depend on both the value of the TCRE and the background emissions scenario. As the
results in Section 4.4.1 show, the same closeness of fit achieved for methane in Cain et al.
(2019) could not be duplicated to other species for the full fuel scenarios. In this research,
the standard 0.25 value is used, and it is recommended to perform a more vigorous analysis
should the GWP* be used for aviation emissions.

The EGWP* has the potential to potentially solve this issue, although the same regression
was not performed due to time constraints. The EGWP* has an additional source of uncer-
tainty, however, which is its use of the efficacy. The efficacy parameters used in this study stem
from Ponater et al. (2006), the only reference that could be found that calculates the param-
eters specifically for aviation, although the authors do mention that the maximum deviations
match those of Hansen et al. (2005) for non-aviation radiative forcings. The aviation-specific
efficacies are determined using 30-year simulations of ECHAM4, coupled with a mixed layer
ocean model. Although the results of this research show the EGWP* to be highly effective,
especially with regards to the multivariate fleet analysis, the introduction of the efficacy as a
shortcut for a more complex temperature estimation should be kept in mind.

Multivariate Fleet Analysis Assumptions
To perform the multivariate fleet analysis, a number of simplifying assumptions were made.
As an example, hydrogen-powered aircraft require heavier and, especially in the case of com-
pressed hydrogen, more voluminous fuel tanks. Fuel cells or hydrogen combustion systems
are also required. These changes will have an affect on aircraft weight and fuel efficiency and
likely on the cruising speed and altitude. However, developing an aircraft design tool capa-
ble of comparing fleets using different fuels is beyond the scope of this research. Instead,
a number of parameters were decoupled and changes to the aircraft weight, fuel efficiency,
speed and altitude were neglected except where stated in the methods. The result is that the
fleets are theoretical and, therefore, some combinations of parameters result in fleets that are
potentially not physically feasible.

Assumptions were also made for the changes in emissions and emission-related effects
due to changes in the fuel. There is a lack of research available about the expected environ-
mental impact of these changes for new fuels such as SAF and hydrogen. In this research,
the data reported by McKinsey & Company (2020) is applied, but, as discussed around Table
3.2, it is unclear which climate metrics and methods were used to obtain the results in that
report. Research into the exhaust consistency, which above all will affect the formation and
longevity of contrails, is recommended.

These shortcomings are acceptable as long as the fleets shown in this research are used
only in comparison to one another in a theoretical assessment framework. Since the objective
of the multivariate fleet analysis is to ensure that a climate metric does not have an inherent
bias towards a certain emission species, the fact that a fleet may not be physically feasible
is not as relevant and, as discussed earlier in this section, helps cover the lack of uncertainty
analysis for radiative forcing and efficacy.

Reliability of Best Climate Metric Recommendation
The final discussion topic relates to the reliability of the recommendation of the best-suited cli-
mate metric for each objective. The first important note is that only a limited number of climate
metrics could be analysed, given the time constraints of this research. Potentially interesting
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climate metrics for use in aviation include the integrated global temperature change (iGTP)
and the combined climate metrics CGWP and CGTP, although the latter climate metrics could
be potentially problematic for contrail emissions which cannot be described on a per kilogram
basis. Furthermore, only a few different emission profiles, notably the pulse, sustained, in-
creasing and fleet profiles, were considered.

The tests conducted depend primarily on the requirements, which are specific for the avi-
ation industry. It is possible that other requirements may be important for stakeholders, which
would change which tests should be performed or the weight of each result on the final de-
cision. An important example is how well the climate metric fits into existing climate policy:
The relevance of this requirement might be high to ensure that the measures being put into
place in the aviation industry matches those in other industries. Were this to be the case, the
value of the GWP may increase and become the climate metric of choice. Another potential
requirement could consider how flexible a climate metric is to be used in other industries.

This research provides stakeholders at various levels the means to determine the optimal
climate metric for their purposes and by no means ends the discussion over climate metrics for
aviation. The choice of climate metric will always depend on the objective, the requirements
and the weight of those requirements. The results indicate that the ATR should be considered
as a replacement for the GWP for aviation. A significant benefit is to be gained if the same
climate metric is used across the industry.
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Conclusions & Recommendations

This research aims to recommend the best-suited climate metrics for aviation climate objec-
tives. Based on the systematic analysis of existing, physical climate metrics for pulse, sus-
tained, increasing and aviation industry emission profiles, it can be concluded that the Average
Temperature Response (ATR) is the most appropriate climate metric for implementation in air-
craft and trajectory optimisation as well as in market-based schemes. The results do, however,
indicate that the choice of time horizon remains subjective and must be chosen carefully.

Four main analyses are conducted to identify how well the climate metrics perform for each
requirement. First, the general response analysis aims to identify systematic problems with
climate metrics and calculate the dependence on the background emissions scenario and time
horizon. The multivariate fleet analysis explores any inherent biases within the climate metric
calculations for different aviation-specific emission species or changes in aircraft or trajectory
design. The discussion of this section is aided by the sensitivity analysis, which calculates the
sensitivity of climate metrics to changes in the fleet generation variables. Finally, the CO2-eq
emission analysis evaluates the ability of climate metrics to estimate CO2-eq emissions and
the temperature, which are useful assets for use in market-based schemes such as CORSIA
or the EU ETS.

The analysis of pulse, sustained and increasing emissions show that it is not possible to
mathematically determine an optimal time horizon and that all climate metrics have a depen-
dence on the time horizon. This also includes the GWP*, for which proponents had previously
suggested that a dependence was not to be expected as long as the time horizon was much
greater than the lifetime of all short-lived climate pollutants. The results further indicate that
absolute and relative climate metrics can demonstrate the opposite dependence to the back-
ground emissions scenario. For absolute climate metrics, scenarios with high decarbonisation
result in higher values and scenarios with rapidly increasing emissions result in lower values.
For relative climate metrics, this is reversed. This could potentially be problematic when cli-
mate metrics are introduced into emission trading schemes since the wrong incentive could
be given to the market.

The CO2-eq emission analysis shows the similarity between the GWP100 and relative
ATR100 for total emissions. This allows the use of simple conversion formulae between the
two climate metrics and could make the introduction of the ATR100 in place of the GWP100
easier for stakeholders. It is, however, possible that with the introduction of new fuels such as
hydrogen that have a large influence on contrail production and NOx emission, larger differ-
ences between the results will be seen. This is because the main differences between the two
climate metrics originate in the responses of contrails and ozone, a result of NOx emissions.
The results of the sensitivity analysis indicate that the contrail distance and NOx factors, with
the cruise pressure factor, have the largest influence on the climate metric values. These fac-
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tors could also be identified as the main causes of data spread and errors in fleet pairings in
the multivariate fleet analysis, along with the influence of the background emissions scenario.

The CO2-eq emission analysis also builds on the discussion about the use of relative and
absolute climate metrics. In literature, it has been proposed to use simple multipliers, i.e.
the ratio between the total emission and CO2 emission, to convert CO2 emissions to CO2-
eq emissions in market-based schemes. This research shows that simple multipliers do not
work when CO2 emissions are reducing, such as when biofuels, synthetic fuels or hydrogen
are used, because the multipliers increase and tend to infinity. Instead, the absolute climate
metric values must be compared to a pulse of CO2 to determine the amount of CO2-eq, which
can be assigned a price. This method retains the advantage of the simple multiplier that only
a single emission price, namely that of CO2-eq, must be negotiated. The CO2 pulse must
be chosen either as a standard value or should be calculated for the conditions in which an
aircraft is flying. For aircraft and trajectory optimisation, the absolute climate metric is also a
valid form of comparison.

Based on the results and discussion presented in this work, it is recommended that poli-
cymakers consider introducing the ATR as the standard climate metric for aviation policy. For
market-based schemes such as the EU ETS and CORSIA as well as for aircraft design opti-
misation, a time horizon of 100 years is best-suited to match existing policy and to ensure that
long-lived emission species such as CO2 are properly accounted for. For trajectory optimisa-
tion schemes through entities such as EUROCONTROL, the ATR20 is recommended to focus
on the short-term impact but still incorporate the full lifetime of short-lived climate impacts.

Future studies could use different climate models and aircraft design optimisation tools to
extend and verify this work. A number of uncertainties related to the climate model AirClim
could be alleviated by performing the same or similar analyses with different climate models.
These include the uncertainties that arise from atmospheric lifetimes of the emission species
and their radiative forcing and temperature responses, as well as the impact of other species
such as aerosols. Furthermore, uncertainties and assumptions related to the fleet design
process used in this work can be validated and improved upon using tools that incorporate
more facets of aircraft design, such as changes in maximum takeoff weight, cruise altitude
and cruise speed.

Finally, further research is needed to determine whether the GWP* could be used as a
tool in the aviation industry, and whether this is desired. Based on the results of this work, it
is not recommended to use the GWP* to account for aviation non-CO2 emissions due to its
propensity to show declining or negative CO2-eq emissions, which could be misinterpreted
and hinder vital emission reduction. Since the GWP* provides a temporal trajectory for each
emission species, it also essentially has two time horizons. The results indicate that the GWP*
behaves very differently to conventional climate metrics, and it should thus not be seen as a
replacement to the standard GWP. Nevertheless, the GWP* and its derivative EGWP* can act
as a conventional climate metric and provide useful results. It is possible that in its capacity as
a Micro Climate Model, as suggested by Meinshausen and Nicholls (2022), the GWP* method
could be used effectively as a shortcut for temperature estimations. Further research could,
therefore, focus on investigating optimal values of the stock parameter 𝑠, the influence of the
Transient Climate Response (TCRE) and efficacies of aviation-specific forcings, all of which
are required to ensure the correct implementation of the GWP* and EGWP* for aviation.
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Appendix

A.1. Dependence of Individual Species on Time Horizon for P2020
and C2020 Scenarios

This section shows the dependence of individual species on the time horizon for the pulse
and sustained emissions. The results of the increasing emission are shown in Figure 4.13 in
Section 4.1.8.
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Figure A.1: Percentage contribution of each species or effect to the total climate metric value for time horizons 20,
50 and 100 years for the pulse emission scenario. The SSP2-4.5 background scenario is used.

The results of the pulse emission are shown in Figure A.1. Since all emissions and effects
apart from CO2 are short-lived, the RF is dominated by CO2 as the time horizon increases. A
similar effect can be seen for the AGWP, AGTP and ATR, where the influence of CO2 increases
with time horizon. The GWP* and EGWP* show the opposite behaviour: the influence of CO2
decreases with increasing time horizon. The dependence of the GWP* and EGWP* to the
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time horizon is generally much lower than the other climate metrics shown. As described in
the main text body, the GWP* and EGWP* show the same response for all scenarios.

The results of the sustained emission are shown in Figure A.2. The results are visually
very similar to those of the increasing emission shown in the main text body. The contrail
response dominates the climate metrics based on radiative forcing (RF, AGWP and GWP*),
whereas the ozone response dominates those based on effective radiative forcing (EGWP*)
or temperature change (AGTP and ATR). CO2 generally shows the highest dependence on
time horizon, followed by CH4 reduction. Except for the RF and AGTP, ozone and contrails
show a low dependence on the time horizon.
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Figure A.2: Percentage contribution of each species or effect to the total climate metric value for time horizons 20,
50 and 100 years for the sustained emission scenario. The SSP2-4.5 background scenario is used.

A.2. Average Temperature Pairwise Fleet Analysis
This section shows the pairwise analysis of all fleets in the multivariate fleet analysis for the
20-, 50- and 100-year average temperature. The pairwise analysis of only the Jet-A1 fleets is
also shown. The peak temperature pairwise analysis is described in Section 4.3.2.
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Figure A.3: Peak temperature pairwise analysis of fleets powered by Jet-A1. The vertical axis is the change in
absolute climate metric value, with zero in the middle. Note the almost rectangular response from the RF and lack
of extra extrusions caused by the SAF and hydrogen fleets in comparison to Figure 4.22.

Figure A.4: 20-year average temperature pairwise analysis of all fleets developed with the Monte Carlo analysis.
The vertical axis is the change in absolute climate metric value, with zero in the middle.
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Figure A.5: 50-year average temperature pairwise analysis of all fleets developed with the Monte Carlo analysis.
The vertical axis is the change in absolute climate metric value, with zero in the middle.

Figure A.6: 100-year average temperature pairwise analysis of all fleets developed with the Monte Carlo analysis.
The vertical axis is the change in absolute climate metric value, with zero in the middle.
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A.3. CO2-Equivalent Responses of Emission Profiles usingClimate
Metrics

This section shows the CO2-eq emissions calculated using climate metrics for the CORSIA,
COVID-15s and Fa1 fuel scenarios. These are not included in the main text, specifically Sec-
tion 4.4.1, because the CurTec and FP2050 scenarios are able to explain all effects.

(a) (b)

Figure A.7: CORSIA fuel scenario: (a) CO2-eq emissions calculated using climate metrics; (b) fuel use and tem-
perature response from each emission species. The colours in the left figure correspond to the emission species
in the right figure.

(a) (b)

Figure A.8: COVID-15s fuel scenario: (a) CO2-eq emissions calculated using climate metrics; (b) fuel use and
temperature response from each emission species. The colours in the left figure correspond to the emission
species in the right figure.
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Figure A.9: Fa1 fuel scenario: (a)CO2-eq emissions calculated using climate metrics; (b) fuel use and temperature
response from each emission species. The colours in the left figure correspond to the emission species in the right
figure. Note the erratic behaviour of the GWP* and EGWP* compared to the other climate metrics.
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