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Contemporary artificial vision systems lack abilities for high-level, human-scale mental simulation,
e.g., concerning perceived everyday multimodal interactions. Cognitively driven sensemaking func-
tions such as embodied grounding for active vision, visuospatial concept formation, commonsense
explanation, diagnostic introspection all remain fertile ground. We posit that developing high-level
visual sensemaking capabilities requires a systematic, tight yet modular integration of (neural) visual
processing techniques with high-level commonsense knowledge representation and reasoning meth-
ods pertaining to space, motion, actions, events, conceptual knowledge etc. As an exemplar of this
thinking, we position recent work on deeply semantic, explainable, neurosymbolic visuospatial rea-
soning driven by an integration of methods in (deep learning based) vision and (KR based) semantics.
The positioned work is general, but its significance is demonstrated and empirically benchmarked in
the context of (active, realtime) visual sensemaking for self-driving vehicles.

Visual Sensemaking: A Human-Centred Cognitive Perspective

Artificial visual intelligence [5] denotes the computational capability to semantically process, interpret,
and explain diverse forms of visual stimuli (typically) emanating from sensing embodied multimodal in-
teraction of/amongst humans and other artefacts in diverse naturalistic situations of everyday life and
profession. Through semantic processing, interpretation, and explanation, alluded here are a wide-
spectrum of high-level human-centred sensemaking capabilities. These capabilities encompass functions
such as visuospatial conception formation, commonsense/qualitative generalisation, hypothetical rea-
soning, analogical inference, argumentation, event based episodic maintenance & retrieval for perceptual
narrativisation, counterfactual reasoning and explanation etc. In essence, in scope are all high-level com-
monsense visuospatial sensemaking capabilities –be it mundane, analytical, or creative in nature– that
humans acquire developmentally or through specialised training, and are routinely adept at performing
seamlessly in their everyday life and work.

The Need for Integrated “Vision and Semantics”. Computational visual sensemaking requires a sys-
tematically developed general and modular integration of high-level techniques concerned with “com-
monsense and semantics” with low-level neural methods capable of computing primitive features of
interest in visual data. Realising computational visual sensemaking —be it realtime or post-hoc— in
view of human-centred AI concerns pertaining to explainability, ethics, regulation and requires a sys-
tematic (neurosymbolic) integration of Vision and Semantics, i.e., robust commonsense representation
& inference about spacetime dynamics on the one hand, and powerful low-level visual computing capa-
bilities, e.g., pertaining to object detection and tracking on the other. It is also critical that the semantics
of formal representations, e.g., of space and motion, be rooted to counterparts in natural language [4].
Towards this, the positioned research [11] demonstrates the significance of semantically-driven methods
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Figure 1: Application Scenarios: Autonomous Systems, Minds and Media Studies, Behavioural Re-
search in Multimodality Interaction [5].

rooted in knowledge representation and reasoning (KR) in addressing research questions pertaining to
explainability and human-centred AI particularly from the viewpoint of (perceptual) sensemaking of dy-
namic visual imagery. This goal is pursued within the larger agenda of cognitive vision and perception
[5], which is an emerging line of research bringing together a novel & unique combination of method-
ologies from Artificial Intelligence, Vision and Machine Learning, Cognitive Science and Psychology,
Visual Perception, and Spatial Cognition and Computation (also, [9, 10, 11, 12], and [7]). Research
in cognitive vision and perception addresses visual, visuospatial and visuo-locomotive perception and
interaction from the viewpoints of language, logic, spatial cognition and artificial intelligence [4].

Visuospatial Commonsense, Driven by Answer Set Programming

Answer Set Programming (ASP) is now widely used as a foundational declarative language and robust
methodology for a range of (non-monotonic) knowledge representation and reasoning tasks [6, 8]. With
ASP as a foundation, and motivated by requirements of semantics, commonsense and explainability, our
work bridges the gap between high-level formalisms for logical visual reasoning (e.g., by abduction) and
low-level visual processing1 by tightly integrating semantic abstractions of space and motion with their
underlying numerical representations within the declarative framework of ASP. Furthermore, directly
within ASP, we also address several challenges concerning epistemological and phenomenological as-
pects relevant to a wide range of dynamic spatial systems [1, 2, 3]: projection and interpolation, object
identity maintenance at a semantic level, ability to make default assumptions, maintaining consistent
beliefs etc.

Although the work positioned herein [10, 11] selectively focusses on the needs and challenges of active
/ online sensemaking in autonomous driving, the generality and modularly of the developed ASP-based
neurosymbolic framework ensures foundational applicability in diverse applied contexts requiring per-
ceptual interpretation, interaction and control functions. Of at least equal importance are the modularity
and elaboration tolerance of the framework, enabling seamless integration and experimentation with ad-
vances in (fast evolving) computer vision methods, as well as experimenting with different forms of
formal methods for (declarative) reasoning about space, actions, and change [1].

1Visual processing encompasses capabilities including but not limited to motion analysis, object detection, pose estimation,
semantic segmentation, image classification. A detailed review is available in [5].
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