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A B S T R A C T

A novel variant of Improved Delayed Detached-Eddy Simulation based on a differential Reynolds-stress
background model is presented. The approach aims to combine the advantages of anisotropy-resolving
Reynolds-stress closures in the modelled RANS regions with consistent LES and wall-modelled LES behaviour in
the resolved flow regions. In computations of decaying isotropic turbulence with a low-dissipative flow solver it
is shown that a straightforward hybridised Reynolds-stress model provides insufficient turbulent dissipation as
sub-grid closure in the LES regions and is therefore locally replaced by scalar viscosity modelling. Simulations
of periodic channel flows at different Reynolds numbers and grid resolutions are used to calibrate and validate
the wall-modelled LES branch of the new model. A final application in embedded wall-modelled LES of a flat-
plate boundary layer is widely consistent with results using the SST-RANS background model, but shows some
deviations from the Coles–Fernholz skin-friction correlation. In this regard, initial sensitivity studies indicate
possible adverse effects due to the synthetic-turbulence approach used in these simulations.
1. Introduction

Hybrid RANS-LES methods (HRLM) aim to combine the efficiency
of statistical turbulence modelling (RANS) and the accuracy of scale-
resolving simulations (LES) in order to improve the prediction of
complex high-Reynolds number flow at feasible computational effort.
Among the numerous approaches to couple RANS and LES [1], the
Detached-Eddy Simulation (DES) [2] and its more recent variants
(DDES [3], IDDES [4]) have become particularly popular, mainly due
to their rather straightforward implementation in unstructured flow
solvers and applicability to even complex geometries and flows, see
e.g. [5,6].

As pointed out by many research groups over the last years, the
success of hybrid RANS-LES depends on both modelling and numerical
aspects, e.g. non-zonal [2] versus zonal methods [7], the robustness of
the so-called RANS shielding [8,9], wall-modelled LES capabilities [4,
10], the so-called grey-area issue at the RANS-LES interface [11,12], and
the derivation of accurate and robust discretisation schemes for local
LES [13,14].

Interestingly, the choice of the underlying RANS turbulence model
has gained relatively little attention, as all of the above cited publi-
cations rely on well-established eddy-viscosity models from the 1990s,
i.e. the Spalart–Allmaras [15] or Menter’s SST [16] model. Common
arguments for this are, that these models are still considered as the
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state of the art, or that the overall accuracy of hybrid methods should
depend only marginally on the RANS regions, or that more sophisti-
cated RANS models may introduce numerical instabilities. However,
recent advances in the robust application of anisotropy-resolving differ-
ential Reynolds-stress models (RSM) [17–19] motivate us to revisit the
potential benefits and specific requirements of combine such models
with advanced hybrid RANS-LES methods like the Improved Delayed
Detached-Eddy Simulation (IDDES).

In this regard, it should be noted that typical applications of DES-
type HRLM have shifted away from flows with clear distinction of
attached (RANS) and massively-separated (LES) flow (e.g. stalling air-
foils or landing gears with massive separations) towards more complex
mixtures of e.g. mildly-separated regions, vortical flows that interact
with (attached) boundary layers and local corner flows in wing-body
or nacelle-pylon junctions. All the latter phenomena are for example
present on aircraft in high-lift configuration. In such complex applica-
tions, the underlying RANS model will have to model at least (initial)
parts of these phenomena, as the switch to LES may be delayed or
ambiguous due to insufficient local grid resolution or hybrid-modelling
issues (e.g. the mentioned grea area).

Therefore, a differential RSM that naturally captures the effects
of streamline curvature, rotation and secondary motion should offer
clear benefits for such flows not only when applied in pure RANS
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computations, but also as part of hybrid RANS-LES. Another advantage
of RSM comes from providing more realistic anisotropic stresses as
input for synthetic-turbulence generators (STG), which are used in
the framework of embedded (wall-modelled) LES, e.g. [20]. Finally,
certain HRLM approaches deliberately increase the importance of the
underlying turbulence model by placing large RANS zones around
critical flow regions. Notably, the Automatic Zonal DES (AZDES) [21]
relies on an RSM to cover the whole shock region on airfoils in buffet
conditions, while the airfoil wake is resolved with LES.

Although several authors have applied RSM in the framework of
HRLM [21–24], they mostly focused on rather basic couplings with
Delayed DES or SAS (scale-adaptive simulation) which are not suit-
able for (embedded) wall-modelled LES. An early attempt by Chaouat
et al. [25], based on the partially integrated transport model (PITM),
transferred the advantages of RSM to the sub-grid scale level, thus
achieving a more accurate description of flow anisotropy than with
eddy viscosity sub-grid models. A further attempt [26] to use RSM
with IDDES to simulate a periodic channel flow in combination with
a suitable low-dissipative numerical scheme showed some potential,
but the overall approach was not sufficiently validated for fundamental
test cases, like decaying isotropic turbulence (DIT). More recently,
Wang et al. [27] published an IDDES based on the SSG/LRR-𝜔 RSM
of Eisfeld et al. [17] (also used in this work), following a similar direct
coupling strategy as originally proposed by Probst et al. [22] for RSM-
based DDES and later adopted by [26] and e.g. [21]. However, as
will be shown below, such a sub-grid model that directly relies on the
(reduced) anisotropic stresses from the differential RSM equations, will
not provide the required dissipation on the small scales to correctly
model the turbulent energy cascade. While this can be compensated by
more dissipative numerical schemes (as e.g. done in [22]), the accuracy
of IDDES in WMLES mode strongly relies on low-dissipation schemes,
as e.g. pointed out by [13,28]. In this regard, it should be noted that
Wang et al. [27] do not provide fundamental validation studies of their
RSM-IDDES in WMLES mode, e.g. for the periodic channel flow.

With this background, this present paper proposes a consistent
hybrid coupling of RSM with IDDES, which is validated for both
free turbulence (LES mode) and wall-bounded turbulent flow (WMLES
mode) in the framework of a low-dissipative low-dispersive flow solver.
To achieve this, it is shown that the straightforward hybridisation of the
differential RSM needs to be abandoned in favour of a local switch to
eddy-viscosity-based modelling in the LES regions. Note that the DDES
branch of IDDES, which mainly relies on the RANS shielding function
𝑓𝑑 is not focus of this paper. Although based on a different RSM, we
preliminary adopt the adjusted formulation of this function from the
RSM-DDES proposed in [22].

The paper is organised as follows: In Section 2 the modelling
concept and the equations of the novel combination of the SSG/LRR-
RSM [17] with IDDES [4] are presented. Section 3 describes the nu-
merical methods applied in this work, including the flow solver DLR-
TAU [29] with its low-dissipation low-dispersion (LD2) scheme [13],
as well as the synthetic turbulence generation and injection method
used for embedded WMLES. The subsequent Section 4 presents vali-
dation results for three canonical flows covering different modelling
regimes, i.e. decaying isotropic turbulence for pure LES, the periodic
channel flow at different Reynolds numbers for general WMLES and a
developing flat-plate boundary layer for embedded WMLES. Section 5
summarises the paper and draws conclusions.

2. Derivation of the hybrid RANS-LES model

2.1. Underlying RSM: SSG/LRR-𝜔 and -ln(𝜔) RSM

The RANS part of the present hybrid RANS-LES model is based on
second-moment Reynolds-stress closure. The underlying differential
eynolds-stress transport equations, which can be directly derived from

he Reynolds-averaged momentum equation (cf. Eq. (9)) is noted in
2

Eq. (1). Here, Reynolds-averaging is applied for density 𝜌̄ and pressure
𝑝̄ and Favre-averaging for the remaining quantities (𝜙̃ = 𝜌𝜙

𝜌̄ ):

𝜕(𝜌̄𝑅̃𝑖𝑗 )
𝜕𝑡

+
𝜕𝜌̄𝑅̃𝑖𝑗 𝑈̃𝑘

𝜕𝑥𝑘
= 𝜌̄𝑃𝑖𝑗 + 𝜌̄𝛱𝑖𝑗 − 𝜌̄𝜀𝑖𝑗 + 𝜌̄𝐷𝑖𝑗 + 𝜌̄𝑀𝑖𝑗 . (1)

The terms on the right side are referred to as production term 𝑃𝑖𝑗 ,
pressure–strain correlation 𝛱𝑖𝑗 , the dissipation term 𝜀𝑖𝑗 , viscous dif-
fusion 𝐷𝑖𝑗 , and finally 𝑀𝑖𝑗 which addresses compressibility effects. In
he present work, the SSG/LRR-𝜔 RSM is employed, which combines
he pressure–strain models of Speziale–Sarkar–Gatski (SSG) with the
aunder–Reece–Rodi model (LRR) close to the wall.

The required length-scale variable to close the above equation sys-
em is provided by Menter’s BSL 𝜔 equation for the original SSG/LRR-𝜔

RSM [17]:
𝜕(𝜌̄𝜔)
𝜕𝑡

+ 𝜕
𝜕𝑥𝑘

(𝜌̄𝜔𝑈̃𝑘) = 𝛼𝜔
𝜔
𝑘̃
𝜌̄𝑃𝑘𝑘
2

− 𝛽𝜔𝜌̄𝜔
2 (2)

+ 𝜕
𝜕𝑥𝑘

[(

𝜇̄ + 𝜎𝜔
𝜌̄𝑘̃
𝜔

)

𝜕𝜔
𝜕𝑥𝑘

]

+ 𝜎𝑑
𝜌̄
𝜔
max

(

𝜕𝑘̃
𝜕𝑥𝑘

𝜕𝜔
𝜕𝑥𝑘

, 0
)

(3)

Alternatively, a transformation of the length-scale variable (ln(𝜔))
s used, which typically offers improved numerical robustness without
ltering the (grid-converged) results of the SSG/LRR-𝜔 RSM [30]. On
ypical grids with limited resolution, however, the numerical discreti-
ation might lead to slightly different results of 𝜔- and ln(𝜔)-based
SM [31]. In order to assess these effects, both variants will be used

or all test cases in this paper. For more details, the reader is referred
o the original publications [17,30].

.2. Formulation of the hybridisation approach

The basic idea of DES-based hybrid RANS-LES models is to replace
he integral length scale in the corresponding RANS model 𝑙𝑅𝐴𝑁𝑆 by
he provided length scale formulation 𝑙ℎ𝑦𝑏 of the corresponding hybrid
ethod. Along with a sufficient mesh resolution, the adapted model

ehaves as a Smagorinsky model in LES regions. For the employed
SG-LRR RSM model 𝑙𝑅𝐴𝑁𝑆 is given by:

𝑅𝐴𝑁𝑆 = 𝑘̃
1
2

𝑐𝜇𝜔
(4)

with the turbulent kinetic energy 𝑘̃, the specific dissipation 𝜔 and
the structure parameter 𝑐𝜇 [17]. Using the IDDES method, 𝑙𝑅𝐴𝑁𝑆 is
replaced by the length scale variable 𝑙ℎ𝑦𝑏 [4]:

𝑙ℎ𝑦𝑏 = 𝑓𝑑 (1 + 𝑓𝑒)𝑙𝑅𝐴𝑁𝑆 + (1 − 𝑓𝑑 )𝑙𝐿𝐸𝑆 . (5)

The function 𝑓𝑑 = max{(1 − 𝑓𝑑𝑡), 𝑓𝐵} represents the relevant blending
switch between different model branches for Delayed DES (DDES) and
wall-modelled LES (WMLES). The function 𝑓𝐵 , which is active for the
WMLES branch, blends between the RANS mode for the inner turbulent
boundary layer (𝑓𝐵 = 1) and the LES mode for the outer boundary
layer (𝑓𝐵 = 0) and is a purely grid-dependent function (cf. Appendix).
The purpose of the elevating function 𝑓𝑒, which is also only active for
the WMLES branch, is to prevent a damping of the modelled Reynolds
stresses in the area where the RANS and LES modes intersect. Thus, it
aims to reduce the commonly observed log-layer mismatch in WMLES.
The LES length scale 𝑙𝐿𝐸𝑆 is defined through the sub-grid length scale
𝛥 and the calibration constant 𝑐𝐷𝐸𝑆 depending on the corresponding
sub-grid model:

𝑙𝐿𝐸𝑆 = 𝑐𝐷𝐸𝑆𝛥 (6)

This paper will not focus on the DDES branch of IDDES, which
is based on the RANS shielding function 𝑓𝑑 . Instead, we transfer the
adjusted formulation of this function from the RSM-DDES in [22], i.e.:

𝑓 = 1 − tanh
(

16𝑟 3) and (7)
𝑑 𝑑
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𝑟𝑑 =
𝜈 + 𝜈𝑡

√

∑

𝑖,𝑗
(

𝜕𝑢𝑖∕𝜕𝑥𝑗
)2𝜅2𝑑2𝑤

with 𝜈𝑡 =
𝑘̃
𝜔

=
𝑣′′𝑖 𝑣

′′
𝑖

2𝜔
. (8)

The eddy viscosity variable 𝜈𝑡 is calculated by the modelled turbulent
kinetic energy 𝑘̃ and the turbulent length scale 𝜔. For a complete
ormulation of IDDES, the reader is referred to Appendix or [4].

.2.1. Differential hybridisation approach
In the first considered hybridisation approach proposed in [22],

nly the RANS length scale in the dissipation term of the Reynolds-
tress equations is replaced by 𝑙ℎ𝑦𝑏 and no further adjustments are
ade to the SSG/LRR-RSM model. The calibration coefficient in the

ES length scale, 𝑐𝐷𝐸𝑆 = 1.1, is also adopted from [22]. Thus, the
ifferential nature of the Reynolds-stress transport equations remains
ntouched also in the LES regions, where the hybrid model acts as sub-
rid scale model. Therefore, this method is referred to as differential
pproach in the following.

However, as will be shown in Section 4.1, this model does not
ufficiently dissipate turbulent kinetic energy on the small scales in
onjunction with low-dissipation numerical schemes that are commonly
sed for scale-resolving simulations. This motivates the formulation of
further hybridisation approach.

.2.2. Eddy-viscosity based hybridisation approach
The insufficient dissipation capability of the differential approach

s addressed by switching to an eddy-viscosity-based sub-grid model.
tarting point of the derivation is the compressible Reynolds-averaged
omentum equation as formulated in Eq. (9):

𝜕
𝜕𝑡

(

𝜌̄𝑣̃𝑖
)

+ 𝜕
𝜕𝑥𝑗

(

𝜌̄𝑣̃𝑗 𝑣̃𝑖
)

= −
𝜕𝑝̄
𝜕𝑥𝑖

+ 𝜕
𝜕𝑥𝑗

(

𝜏𝑖𝑗 − 𝜏𝐹𝑖𝑗
)

. (9)

The Favre-averaged Reynolds-stress tensor 𝜏𝐹𝑖𝑗 of the momentum
quation is now approximated by the Boussinesq hypothesis for areas
f resolved turbulence, denoted as 𝜏𝐹𝑖𝑗,𝐿𝐸𝑆 (cf. Eq. (10)). Thus, the com-
onents of 𝜏𝐹𝑖𝑗,𝐿𝐸𝑆 are linearly related to respective velocity gradients
ith the proportionality constant 𝜇𝑡, denoted as eddy viscosity:

𝐹
𝑖𝑗,𝐿𝐸𝑆 = −𝜌̄𝑣′′𝑖 𝑣

′′
𝑗 =

⏟⏟⏟
𝐵𝑜𝑢𝑠𝑠𝑖𝑛𝑒𝑠𝑞

2𝜇𝑇 𝑆̃𝑖𝑗 −
(

2𝜇𝑇
3

)

𝜕𝑣̃𝑘
𝜕𝑥𝑘

𝛿𝑖𝑗 −
2
3
𝜌̄𝑘̃𝛿𝑖𝑗 (10)

he eddy viscosity is calculated by Eq. (8) and the relation 𝜇𝑡 = 𝜌̄𝜈𝑡.
or this calculation, the turbulent kinetic energy 𝑘̃ and the turbulent
ength scale 𝜔 quantities are directly provided by the original SSG/LRR-
SM equations. The dissipation capability of this sub-grid model is
uccessfully demonstrated in Section 4.1, and the 𝑐𝐷𝐸𝑆 constant is
alibrated to 0.65. In this work we consider two different approaches
o integrate the eddy-viscosity sub-grid model into the IDDES method:

ntegration of sub-grid model into HRLM: Variant (a). In this variant,
he eddy-viscosity-based approximation of the Reynolds stress tensor
𝐹
𝑖𝑗,𝐿𝐸𝑆 is only applied in LES regions, while all RANS regions (including
he near-wall layer in WMLES) should retain the differential RSM
ature (denoted as 𝜏𝐹𝑖𝑗,𝑅𝐴𝑁𝑆 ). To achieve this, a suitable transition
etween these areas is required which is given by the blending function
𝑑̃ of the IDDES method (cf. Eq. (5)):

𝐹
𝑖𝑗,ℎ𝑦𝑏 = 𝑓𝑑𝜏

𝐹
𝑖𝑗,𝑅𝐴𝑁𝑆 + (1 − 𝑓𝑑 )𝜏𝐹𝑖𝑗,𝐿𝐸𝑆 (11)

dditionally, the choice of the IDDES model constants 𝑐𝑙 and 𝑐𝑡 of the
elevating function 𝑓𝑒 in Eq. (5) are investigated in Section 4.2.2. The
best results are achieved for values of 𝑐𝑙 = 5 and 𝑐𝑡 = 1.87, which
3

orrespond to the values chosen in the SST-based IDDES.
Integration of sub-grid model into HRLM: Variant (b). In this model
variant the blending function 𝑓𝑑 of Eq. (11) is replaced by a newly
introduced binary function 𝑓𝑢𝑠𝑒𝑟. This function is defined to achieve
the discrete values 1 or 0 depending on a manually specification. This
allows for a more flexible application of the Boussinesq hypothesis on
the Reynolds Stress tensor.

𝜏𝐹𝑖𝑗,ℎ𝑦𝑏 = 𝑓𝑢𝑠𝑒𝑟𝜏
𝐹
𝑖𝑗,𝑅𝐴𝑁𝑆 + (1 − 𝑓𝑢𝑠𝑒𝑟)𝜏𝐹𝑖𝑗,𝐿𝐸𝑆 (12)

In the present work, we investigate flows with the following defini-
ion of 𝑓𝑢𝑠𝑒𝑟:

• (WM)LES regions including near-wall RANS layers: 𝑓𝑢𝑠𝑒𝑟 = 0
• RANS regions outside embedded WMLES domains: 𝑓𝑢𝑠𝑒𝑟 = 1

The choice of 𝑓𝑢𝑠𝑒𝑟 = 0 implies that the underlying SSG/LRR-RSM
s locally modified and reduced to an eddy-viscosity model, also in the
ear-wall RANS layer of WMLES. Thus, in contrast to model variant
a), no blending between near-wall RANS layers and corresponding
MLES regions is employed, but both regions are treated with 𝜏𝐹𝑖𝑗,𝐿𝐸𝑆 .
owever, the differential character of the RSM is not completely van-

shed but implicitly appears in the quantities of 𝑘̃ and 𝜇𝑇 . This is
ecause these values are still calculated according to the Reynolds
tress transport equation (cf. Eqs. (1) and (8)).

As in variant (a) the IDDES coefficients 𝑐𝑙 and 𝑐𝑡 are calibrated in a
eriodic channel flow (cf. Section 4.2.2). Again, the best performance
an be achieved for the values 𝑐𝑙 = 5 and 𝑐𝑡 = 1.87.

3. Numerical method

The present work employs an unstructured compressible finite-
volume solver, the DLR-TAU code [29], for solving the corresponding
flow and model equations. Even though only hexahedral grids are
used throughout this work, the solver treats these cells in the same
unstructured manner as e.g. tetrahedra or prisms using a vertex-centred
dual-cell approach. The discretisation schemes for both space and time
are basically of 2nd order. To fulfil the commonly-accepted accuracy
requirements for scale-resolving simulations, in particular when ap-
plied to wall-bounded flow, we employ a low-dissipation low-dispersion
(LD2) spatial scheme, which is briefly outlined in Section 3.1. On
the temporal side, a 2nd-order implicit backward-difference scheme
is solved using dual-time stepping with sub-iterations and Cauchy-
convergence criteria for relevant local and integral flow quantities.

When applying hybrid RANS-LES to rather stable wall-bounded
flows like the flat-plate boundary layer in Section 4.3, the transition
from RANS modelling to (wall-modelled) LES needs to be augmented in
order to avoid large ‘‘grey areas’’. To this end, we employ an embedded
WMLES approach based on local synthetic-turbulence injection, which
is briefly outlined in Section 3.2.

3.1. Low-dissipation low-dispersion scheme

Like most other hybrid RANS-LES models, the original IDDES [4]
has been designed and calibrated under the assumption that all physical
dissipation of small-scale turbulence in the LES regions is provided by
the sub-grid scale model, whereas numerical errors from the discretisa-
tion scheme are assumed negligible. Consequently, applying the IDDES
in combination with rather high (e.g. artificial) numerical dissipation
as typically used for RANS computations can lead to significant errors
in the prediction of mean-flow quantities, as e.g. shown in SST-IDDES
computations of a periodic channel flow in [28]. In this respect, we
not only consider the spectral turbulent energy decay (mainly related
to the sub-grid model constant 𝐶𝐷𝐸𝑆 ) to be sensitive to the numerical
scheme, but also the wall-normal transition from RANS to LES in the
WMLES mode of IDDES, which depends on the well-defined interaction
of the various IDDES functions (cf. Section 2.2). Therefore, a discretisa-

tion scheme providing sufficiently low numerical errors is considered
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crucial for accurate flow predictions using IDDES, including the new
RSM-based variant introduced in Section 2.2.

A suitable numerical scheme, which provides both low dissipation
and dispersion errors for unstructured finite-volume solvers is the
LD2 scheme according to [13,32]. The scheme is based on a skew-
symmetric central flux for the convection terms according to Kok [33]
which provides local and global energy conservation for incompressible
flow on curvilinear grids. To ensure stability for compressible flow
and general (unstructured) grids, matrix-valued artificial dissipation
is added which, however, is strongly reduced compared to standard
central schemes. Most importantly, the global 4th-order dissipation
coefficient takes values as small as 𝜅(4) = 1∕1024 compared to 𝜅(4) =
1∕64 typically used for RANS computations with the TAU solver. Ad-
ditionally, a low-Mach-number preconditioning matrix is introduced in
the dissipation operator to consistently scale the dissipation towards
the incompressible limit. Details of the manual optimisation procedure
of the artificial-dissipation parameters to arrive at a sufficiently low
dissipative scheme for scale-resolving simulations, called LD scheme, are
found in [26].

Besides dissipation, the complete LD2 scheme also addresses the
rather large dispersion errors of standard central schemes. To this
end, the left and right face values 𝜙𝐿,𝑖𝑗 , 𝜙𝑅,𝑖𝑗 entering the skew-
symmetric fluxes are linearly extrapolated using the local Green-Gauss
gradients ∇0𝜙, similar to a MUSCL-type reconstruction. For illustration,
the extrapolated flux term for a generic variable 𝜙 reads:

𝜙𝑖𝑗,𝛼𝑒 =
1
2
(

𝜙𝐿,𝑖𝑗 + 𝜙𝑅,𝑖𝑗
)

= 1
2
(

𝜙𝑖 + 𝜙𝑗
)

+ 1
2
𝛼𝑒

(

∇0𝜙𝑖 − ∇0𝜙𝑗
)

⋅ 𝐝𝑖𝑗 . (13)

By applying such a reconstruction to the 2nd-order central scheme,
we gain an additional degree of freedom via the extrapolation parame-
ter 𝛼𝑒 which could be used to increase the accuracy order on sufficiently
smooth grids (i.e. where simple Green–Gauss gradients are accurate),
cf. [32]. However, since we consider the actual error properties of
the scheme for a given grid resolution to be more important than
the asymptotic order of accuracy, 𝛼𝑒 has been used to minimise the
dispersion error based on a generic 1-D wave convection problem. With
the determined value of 𝛼𝑒 = 0.36, the required number of points to
achieve given dispersion error levels could be reduced more than with
a standard 4th-order discretisation, cf. [32].

The combination of the low-dissipation flux with low-dispersive ex-
trapolation forms the LD2 scheme, which is used throughout this work.
In [13] it has been shown to further improve the accuracy of IDDES
in periodic channel flows compared to the basic low-dissipation (LD)
scheme. Recently, the scheme was implemented and applied in another
compressible flow solver and showed similar accuracy improvements in
IDDES computations compared to a standard central scheme [28].

3.2. Embedded WMLES with synthetic turbulence injection

The validation of the WMLES branch for developing boundary layers
performed in Section 4.3 requires a method to rapidly switch from
RANS to WMLES mode in the streamwise direction. Since no separation
is involved, the RANS-LES switching location is prescribed manually
by setting 𝑓𝑑𝑡 = 1 in the WMLES region (cf. Eq. (5)), and synthetic
turbulence is injected near the interface to augment rapid development
of resolved turbulence. This approach, denoted as embedded WMLES,
applies the Synthetic Turbulence Generator (STG) of Adamian and
Travin [34] with volumetric-forcing extensions by Francois [20]. This
STG computes local synthetic velocity fluctuations by superimposing a
set of 𝑁 Fourier modes as:

𝑢′𝑆𝑇 = 𝐴⃗ ⋅
√

6
𝑁
∑

𝑛=1

√

𝑞𝑛
[

𝜎⃗𝑛 cos
(

𝑘𝑛𝑑𝑛 ⋅ 𝑟′ + 𝜙𝑛 + 𝑠𝑛 𝑡
′

𝜏

)]

. (14)

Random values, which are fixed throughout the simulation, are gener-
ated to determine stochastic distributions of the direction vectors 𝑑𝑛

nd 𝜎⃗𝑛 ⟂ 𝑑𝑛, the mode phase 𝜙𝑛, and the mode frequency 𝑠𝑛. The
4

ode amplitudes 𝑞𝑛 are derived from a von Kármán model spectrum
or the turbulent kinetic energy, which is constructed from RANS-input
ata and local grid properties. These grid properties consist of local
aximal cell widths defining a function 𝑓𝑐𝑢𝑡, which cuts off the von
ármán model spectrum above the Nyquist wave number. An important
odel parameter that controls the size of the large energy-containing

ynthetic fluctuations is the length scale 𝑙𝑒:

𝑒 = min
(

2𝑑𝑤, 𝐶𝑙𝑙𝑡
)

with: 𝐶𝑙 = 3 and 𝑙𝑡 =

(

1
2 𝑢

′
𝑖𝑢

′
𝑖

)3∕2

𝜀
(15)

which depends on the wall distance 𝑑𝑤 and the integral length scale
𝑙𝑡 from RANS-input data. The integral length scale 𝑙𝑡 is defined by
the turbulent kinetic energy ( 12 𝑢

′
𝑖𝑢

′
𝑖) as well as the dissipation rate

𝜀. Note that even though the value of 𝐶𝑙 was determined based on
a plane mixing layer [35], this STG has proven to yield convincing
results in wall-bounded flows as well, such as periodic channels and
flat plates [35,36]. The input data is extracted from upstream of the
RANS-LES interface and is also used to scale the synthetic fluctuations
via the Cholesky-decomposition of the Reynolds-stress tensor 𝐴⃗.

Instead of abrupt synthetic forcing in the interface plane, we employ
a smoothly varying source-term forcing in a small volumetric domain
(typically spanning half a local boundary-layer thickness) downstream
of the interface. To ensure realistic temporal correlations of the syn-
thetic fluctuations when travelling through this domain, the position
vector 𝑟′ and the time 𝑡′ are modified in accordance with Taylor’s frozen
velocity hypothesis, cf. [20].

The forcing source term approximates the partial time derivative
of the synthetic velocity fluctuations consistently with TAU’s 2𝑛𝑑 -order
backward time-discretisation scheme:

𝑄⃗ =
𝜕
(

𝜌𝑢′𝑆𝑇
)

𝜕𝑡
≈

3
(

𝜌𝑢′𝑆𝑇 − 𝜌𝑢′𝑛
)

−
(

𝜌𝑢′𝑛 − 𝜌𝑢′𝑛−1
)

2𝛥𝑡
. (16)

By using running time averages to compute the actual ‘‘previous’’
fluctuations, i.e. 𝑢′

𝑛
= 𝑢𝑛 − ⟨𝑢⟩ and 𝑢′

𝑛−1
= 𝑢𝑛−1 − ⟨𝑢⟩, a rather accurate

reproduction of the target fluctuations is achieved. For the desired
smooth injection, a blending factor ∈ [0, 1] with Gauss-like distribution
scales the source within the forcing domain, see [36] for details.

4. Validation results

4.1. LES functionality

Hybrid RANS-LES methods based on Detached-Eddy simulation
(DES) are designed to function as Smagorinsky-type models in LES
regions. This is achieved through the adaption of the integral length
scale in the underlying RANS model from 𝑙𝑅𝐴𝑁𝑆 to 𝑙𝐿𝐸𝑆 in LES regions
(cf. Section 2.2). The coefficient 𝑐𝐷𝐸𝑆 within 𝑙𝐿𝐸𝑆 has to be chosen such
that the level of modelled turbulence of the new eddy-viscosity-based
SSG/LRR sub-grid model is similar to a Smagorinsky-type sub-grid
model. Therefore, the widely used approach to empirically calibrate
the 𝑐𝐷𝐸𝑆 constant using experimental reference data for decaying
isotropic turbulence (DIT) from [37] is followed in this work. The
reference data consists of kinetic energy spectra of isotropic grid
turbulence at different time levels (𝑡 ∈ {0 s, 0.87 s, 2 s}) A suitable test
case setup for DIT is adopted from [22]. This setup comprises a cubic
computational volume with an edge length of 2𝜋. Periodic boundary
conditions are applied to opposing surfaces in every spatial direction.
To validate the calibration of 𝑐𝐷𝐸𝑆 for a range of spatial resolutions,
the computational domain is discretised by three different isotropic
resolutions

(

𝛥𝑥 ∈ { 2𝜋
32 ,

2𝜋
64 ,

2𝜋
128 }

)

. Suitable temporal discretisations were
erived from time-step convergence studies and lead to time step sizes
f 𝛥𝑡 = 0.005 s for the coarse and medium grid (323 and 643 cells) and

3
𝛥𝑡 = 0.002 s for the finest grid (128 cells).
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Fig. 1. Initial flow fields of the DIT (Decaying Isotropic Turbulence) test case at 𝑡 = 0 s and 643 grid cells. Selected modelled Reynolds shear stresses are presented for different
sub-grid models. The stresses are normalised with the variance of the velocity field.
Initialisation of the computational setup. The setup is initialised by a
velocity field calculated from the experimental energy spectra at 𝑡 =
0 s. To this end, the energy spectra is transformed to local space
by a method inspired by [38]. Due to the compressible flow solver,
additional density and pressure fields are required and calculated from
the generated velocity field using the compressible Bernoulli equa-
tions. Additionally, the modelled Reynolds-stress tensor and the specific
dissipation rate 𝜔 (ln(𝜔)) are computed in a stationary RSM-IDDES
calculation. In this calculation the previously initialised fields are kept
constant and only the turbulence equation are solved so that the mod-
elled Reynolds-stresses can adapt to the prescribed data. Selected initial
solutions obtained with the initialisation approach are presented below.
With a suitable choice of the respective 𝑐𝐷𝐸𝑆 constants, shear stresses of
the novel RSM-IDDES hybridisation approaches (differential a eddy vis-
cosity based RSM) match the Smagorinsky-LES reference initialisation
(Fig. 1). Furthermore, direct agreements of the corresponding energy
spectra at 𝑡 = 0 s with the experimental reference are obtained (Fig. 2).
In the following, several scale-resolving RSM-IDDES simulations are
applied to the computational setup and the actual decay of the initial
turbulence is calculated over a total simulation time of 2 s.

Results of differential approach. Initially, results of the differential sub-
grid model as introduced in Section 2.2 are presented. Fig. 2(a) shows
different normalised energy spectra 𝐸+ in dependence of the nor-
malised wave number 𝑘+ at a time level of 𝑡 = 0.87 s together with ex-
perimental data. First, consider results from using a numerical scheme
with rather high numerical dissipation, using a 4th-order dissipation
coefficient of 𝑘(4) = 1∕128. The combination of this high-dissipation
scheme with the differential sub-grid model shows rather good agree-
ment with experimental data (black dashed curve in Fig. 2(a)). These
results are consistent with findings in [22] where the differential ap-
proach was originally introduced to couple an RSM with DES, also using
a rather dissipative numerical scheme.

However, moving to the low-dissipative LD2-scheme that was found
suitable for more complex DES simulations [13,28], considerable de-
viations appear. The turbulent kinetic energy (TKE) is not sufficiently
dissipated by the differential sub-grid model which leads to an accumu-
lation of TKE in the small turbulent scales. As Fig. 2(a) demonstrates,
this accumulation of TKE cannot be circumvented by adjusting the 𝑐𝐷𝐸𝑆
constant. For all selected values of 𝑐𝐷𝐸𝑆 significant deviations appear
and no agreement of the overall energy spectrum with the reference
data can be achieved. The effect of energy accumulation can be ex-
plained by the missing linear alignment of the modelled stress tensor
from the local strain-rate tensor, which is strictly enforced in common
eddy-viscosity-based sub-grid models like Smagorinsky, WALE or SA-
and SST-based DES. In general, momentum terms with damping or dis-
sipative properties, such as physical diffusion or (artificial) numerical
5

dissipation, are directly proportional to differences of gradients of the
velocity field. However, the Reynolds stresses of the differential RSM-
IDDES are only indirectly coupled with velocity gradients, e.g. via the
production and redistribution terms. In other words, one of the main
features of differential Reynolds-stress models that allow for accurate
RANS modelling of complex phenomena (e.g. vortices or streamline
curvature) apparently prevents this type of model to act sufficiently
dissipative when used as DES sub-grid model, unless supported by
rather high numerical dissipation.

Results of eddy-viscosity based RSM sub-grid model. In the following,
calibration results of the eddy-viscosity-based sub-grid model (cf. Sec-
tion 2.2) in conjunction with the LD2 scheme are presented. The initial
value of the 𝑐𝐷𝐸𝑆 calibration constant was set to 1.1, which corresponds
to the value of the differential sub-grid model in [22]. As Fig. 2(b)
shows, good agreements are obtained for low wave numbers (𝑘+ ≤
10) whereas the energy is underestimated for higher wave numbers
(𝑘+ ≥ 10). Since the 𝑐𝐷𝐸𝑆 constants correlates to the level of eddy
viscosity which in turn impacts the dissipation of turbulent kinetic
energy, one can conclude that the initial value of 𝑐𝐷𝐸𝑆 = 1.1 is too
high. Further RSM-IDDES simulations with reduced 𝑐𝐷𝐸𝑆 constants
(

𝑐𝐷𝐸𝑆 ∈ {0.6, 0.65, 0.7}
)

lead to an significantly enlarged energy content
of the small turbulent scales (high wave numbers) and therefore better
agreements with the experimental spectrum (cf. Fig. 2(b)). Considering
the agreement between the numerical and experimental results for both
time levels and all spatial resolutions, an optimal value of 𝑐𝐷𝐸𝑆 = 0.65
was derived (cf. Figs. 3(a)–3(c)). Additionally, further simulations were
performed with RSM-IDDES and a logarithmic length scale variable
(ln(𝜔)) in Menter’s BSL 𝜔 equation (denoted as RSM-ln(𝜔)-IDDES) (cf.
Figs. 3(a)–3(c)) [30]. Again, very good agreement with the experimen-
tal spectra can be seen. Minor deviations between the 𝜔 and ln(𝜔)
formulation of the RSM-IDDES only appear with respect to the higher
wave numbers 𝑘+. However, since the integral length scale 𝑙𝑅𝐴𝑁𝑆 is
entirely replaced by 𝑙𝐿𝐸𝑆 for this test case, no differences between
both RSM formulations are expected. A potential reason for the minor
deviations may be slightly different flow-field initialisations.

4.2. WMLES functionality

After the demonstration of the LES functionality of the newly devel-
oped RSM-IDDES, the wall-modelled LES (WMLES) branch of IDDES is
addressed in this section. Therefore, wall-bounded flows in form of fully
developed turbulent channel flows are simulated and serve as suitable
test case for the WMLES validation. Note that the WMLES branch of
IDDES is enforced for this test case by setting the IDDES model function
𝑓𝑑𝑡 to 1. Thus, 𝑓𝑑 from Eq. (A.16) simplifies to the WMLES blending
function 𝑓𝐵 . Although the IDDES method would automatically switch
to WMLES mode for this test case, this procedure ensures that only the
WMLES branch is examined.
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Fig. 2. Turbulent kinetic energy spectra of decaying isotropic turbulence (DIT) at two times (𝑡 = 0 s; 𝑡 = 0.87 s). The performance of two different LES sub-grid models is assessed
by experimental reference data [37].
Fig. 3. Energy spectra of RSM-𝜔-IDDES and RSM-ln(𝜔)-IDDES with calibrated 𝑐𝐷𝐸𝑆 = 0.65 constant for different spatial resolutions and times (𝑡 = 0.87 s; 𝑡 = 2 s).
In this work the computational setup and flow conditions are
adapted from [39]. The computational domain consists of a rectangular
cuboid with height 2ℎ, length 2𝜋ℎ and width 𝜋ℎ, where ℎ is defined
as the channel half height. For the fully developed turbulent flow,
the half height ℎ directly corresponds to the boundary layer thickness
𝛿. Periodic boundary conditions are applied in streamwise as well as
spanwise directions whereas no-slip wall conditions are present for the
upper and lower face.

To ensure a constant bulk velocity 𝑈𝑏𝑢𝑙𝑘 throughout the simulation
an additional pressure gradient is applied in streamwise direction. This
counteracts the natural decrease of bulk velocity which would arise
otherwise due to viscous dissipation. Channel flows at two different
bulk Reynolds numbers 𝑅𝑒𝛿 = 𝑈𝑏𝑢𝑙𝑘 ⋅ 𝛿∕𝜈 are considered, 𝑅𝑒𝛿 ∈
{6875, 98300}, which allows for comparisons with DNS reference data
with identical values of 𝑅𝑒𝛿 . [40,41].

Spatial and temporal resolution. With regard to the spatial discretisation
a fully structured mesh with 65 hexahedral cells in streamwise (𝑥)
and spanwise (𝑧) directions is employed and results into resolutions
of 𝛿∕𝛥𝑥 = 10 and 𝛿∕𝛥𝑧 = 20. The spatial resolution in wall-normal (𝑦)
direction is characterised by a wall-adjacent grid spacing of 𝑦+(1) = 0.2
and a growth rate of 𝑟 = 1.14 leading to 65 cells for 𝑅𝑒𝛿 = 6875 and
141 cells for 𝑅𝑒𝛿 = 98300. The grid spacing of 𝑦+(1) = 0.2 safely fulfils
the resolution requirement of the RSM-RANS model, which is 𝛥𝑦+ ≤ 0.4
for the selected numerical setup in the DLR-TAU code. For both flow
6

simulations a normalised time step size of 𝛥𝑡+ = 0.4 is selected which
fulfils 𝐶𝐹𝐿 ≤ 1 in the entire computational domain.

The channel flow is simulated for 30 convective time units (CTUs)
where a single CTU is defined as CTU = 2𝜋𝛿∕𝑈𝑏𝑢𝑙𝑘. During the initial
10CTUs, the flow evolves from an initial RSM-RANS solution to a fully
developed WMLES solution. For the actual results, only the last 20CTUs
are used to calculate selected statistical flow quantities.

4.2.1. RANS results
Prior to the RSM IDDES simulation data, results of the original RSM

RANS model as well as the eddy viscosity based RSM RANS model
are presented for the higher Reynolds number 𝑅𝑒𝛿 = 98300. Note that
for the latter model, the Reynolds stress tensor 𝜏𝐹𝑖,𝑗,𝑅𝐴𝑁𝑆 of the RANS
momentum equations is expressed by the Boussinesq approximation
(Eq. (10)) in the entire flow domain. As visible in Fig. 4(a) both RANS
solutions agree very well with the DNS reference velocity profile as well
as the DNS friction Reynolds number 𝑅𝑒𝜏 . This result demonstrates that
the novel sub-grid model for IDDES is in principle also suitable for pure
RANS modelling.

4.2.2. Results for model variant (a)
Using model variant (a) as described in Section 2.2.2, the differen-

tial SSG-LRR RSM is applied in the wall-adjacent RANS zone whereas
the eddy-viscosity-based sub-grid model is employed in the LES area.
As in the original IDDES formulation the spatial transition between
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Fig. 4. Velocity profiles of periodic channel flow of RANS and RSM-IDDES solutions with a DNS Ref. [41]. For the RSM-IDDES results (Fig. 4(b)), the corresponding IDDES model
functions 𝑓𝐵 and 𝑓𝑒 are presented. The function 𝑓𝐵 indicates the transition from RANS to LES mode.
RANS and LES zones is accomplished by the IDDES model function
𝑓𝐵 (cf. Eq. (5)). The turbulence model specific calibrations constants
𝑐𝑙 and 𝑐𝑡 of the WMLES branch of IDDES were initially adopted from
the SST-IDDES method and thus defined as 𝑐𝑙 = 5 and 𝑐𝑡 = 1.87.

Results for 𝑅𝑒𝛿 = 98300. In the following, model variant (a) is inves-
tigated for a constant bulk Reynolds number of 𝑅𝑒𝛿 = 98300 and the
resulting friction Reynolds numbers 𝑅𝑒𝜏 as well as velocity and shear
stress profiles are analysed. Initially, results of the temporal and spatial
averaged friction Reynolds numbers 𝑅𝑒𝜏 = 𝑈𝜏 ⋅ 𝛿∕𝜈, which is based on
the friction velocity 𝑈𝜏 , are considered. Compared to 𝑅𝑒𝜏 = 4179 of the
DNS reference, the friction Reynolds numbers amount to 𝑅𝑒𝜏 = 4246
for RSM-𝜔-IDDES and 𝑅𝑒𝜏 = 4289 for RSM-ln(𝜔)-IDDES, and hence,
are slightly overestimated. Fig. 4(b) shows the normalised velocities
𝑢+ = 𝑢∕𝑈𝜏 over the normalised wall distance 𝑦+ = 𝑈𝜏𝑑𝑤∕𝜈, where 𝑈𝜏
was calculated from the respective WMLES results. The shapes of both
velocity profiles agree overall well with the reference DNS. The under-
estimation of the normalised velocities is due to the normalisation of 𝑢+
with 𝑈𝜏 and thus a result of the overestimation of 𝑅𝑒𝜏 . Furthermore, a
corresponding total shear stress profile total-𝑢′𝑣′+, which is defined as
the sum of modelled shear stress 𝑢′′𝑣′′

+
(cf. Eq. (10)) and resolved shear

stress 𝑢′𝑣′
+
, is presented in Fig. 7(a). The shear stresses are normalised

with the squared friction velocity 𝑈𝜏 . The curve of total-𝑢′𝑣′+ shows
fairly good agreements with the DNS reference.

Calibration of IDDES model constants 𝑐𝑙 and 𝑐𝑡. The WMLES branch of
the original IDDES formulation [4] contains two calibration constants
𝑐𝑙 and 𝑐𝑡, which are dependent on the underlying RANS sub-grid model.
These constants are included in the elevating function 𝑓𝑒, which is
constructed in order to reduce a damping of the modelled Reynolds
stresses in the RANS-LES intersection region (cf. Appendix for more
details). To assess the impact of the 𝑐𝑙 and 𝑐𝑡 calibration constants on
the 𝑓𝑒 function as well as the actual flow results, sensitivity studies
have been performed. Starting point of these investigation has been the
parameter set {𝑐𝑙 = 5; 𝑐𝑡 = 1.87}.

Fig. 5 presents simulation results for different values of 𝑐𝑙 (𝑐𝑡 = 1.87)
in addition with the corresponding model functions 𝑓𝑒. For 𝑐𝑙 = 5 a
single peak of 𝑓𝑒 is present around 𝑦+ = 200 (black dashed curve)
which aims to elevate the integral RANS length scale (𝑙𝑅𝐴𝑁𝑆 ) in the
RANS-LES intersection region (cf. Eq. (5)). An increase of 𝑐𝑙 to 𝑐𝑙 = 40
leads to a switch-off of the 𝑓𝑒 function (red dashed curve). However,
this switch-off has only a minor impact on 𝑅𝑒𝜏 as well as the velocity
profile but shows comparable results as for 𝑐𝑙 = 5. This is in accordance
with the results from [42], where it was demonstrated that the impact
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of the 𝑓𝑒 function within a related SST-IDDES is of minor importance.
For a reduced value of 𝑐𝑙 (𝑐𝑙 = 2.5) a second peak in 𝑓𝑒 occurs around
𝑦+ = 10 while the peak around 𝑦+ = 200 remains unchanged. This
second peak adversely affects 𝑅𝑒𝜏 (overestimation of 3.5% compared
to the DNS reference) and thus leads to a systematic underestimation
of the velocity profile. The presence of this second peak in 𝑓𝑒, well
outside of the RANS-LES intersection range, indicates that 𝑓𝑒 is used
outside of its design point. Simulation results of a sensitivity study of
the 𝑐𝑡 calibration constant (for 𝑐𝑙 = 5) do not show significant changes
in 𝑓𝑒. Consequently, no impact on 𝑅𝑒𝜏 as well as the velocity profiles
have been observed (not presented here).

As a result, it has been shown than an adaption of the initial
calibration constant 𝑐𝑙 = 5 and 𝑐𝑡 = 1.87 (adopted from SST-IDDES) does
not lead to noticeably improved agreements with the DNS reference.
A further suitability of these constants is presented in the following
sections for a refined mesh as well as for a reduced Reynolds number
of the channel flow.

Results for 𝑅𝑒𝛿 = 6875. Simulations at a much (14 times) smaller
Reynolds number of 𝑅𝑒𝛿 = 6875 while using the same wall-tangential
mesh resolution 𝛥𝑥 and 𝛥𝑧 leads to an effective refinement of 𝛥𝑥+

and 𝛥𝑧+ close to wall-resolved LES requirements (cf. [13]). This in
turn causes an earlier transition of the 𝑓𝐵 function from RANS to
LES mode in terms of 𝑦+. The transition already starts at 𝑦+ = 20
compared to 𝑦+ = 200 and thus a larger fraction of the boundary layer is
resolved for the smaller Reynolds number (cf. Figs. 6 and 8). As shown
in Fig. 6, the values of 𝑅𝑒𝜏 agree almost perfectly (overestimation
of max 1.3%) with the DNS reference for both length-scale variable
formulations. Furthermore, the velocity profiles agree fairly well with
the DNS reference and only in the middle of the channel (𝑦+ ≥ 200)
minor underestimations occur, which is consistent with the results at
the higher Reynolds number. As demonstrated in Fig. 5, turning off
the 𝑓𝑒 model function results into an elevation of the velocity profile
and could thus improve the agreements with the DNS reference in the
present case. However, this function is already close to zero at the
selected Reynolds number, so that no visible effects are to be expected
(cf. Fig. 6). This confirms that the previous calibration of the constants
𝑐𝑙 and 𝑐𝑡, which control the 𝑓𝑒 function, is also suitable for small
Reynolds numbers. Additionally, the corresponding shear stress profile
total-𝑢′𝑣′+ is presented in Fig. 7(b), which shows acceptable agreements
with the DNS reference.
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Fig. 5. Velocity profiles 𝑢+ and IDDES model functions 𝑓𝐵 and 𝑓𝑒 obtained by model variant (a) in conjunction with the DNS Ref. [41].

Fig. 6. Velocity profiles 𝑦+ for both RSM-IDDES model variants and IDDES model functions 𝑓𝐵 and 𝑓𝑒 at the lower bulk Reynolds number with DNS Ref. [40].

Fig. 7. Normalised shear stress profiles total-𝑢′𝑣′+ of both RSM-IDDES model variants at two different bulk Reynolds numbers. The DNS reference data was obtained from [40,41].
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Fig. 8. Velocity profiles 𝑦+ for model variant (b).
Intermediate summary. A basic functionality of the WMLES branch with
a RSM sub-grid model in conjunction with the SSG/LRR RANS model
has been demonstrated. However, slight deviations like the overes-
timated values of 𝑅𝑒𝜏 motivate further investigations on the hybrid
RANS-LES coupling which are presented in the following section.

4.2.3. Results for model variant (b)
In variant (b) of the present RSM-IDDES (cf. Section 2.2.2), the

eddy-viscosity approach for the sub-grid model is also applied to the
near-wall RANS layer of the WMLES branch. Thus, for the channel
flow the Reynolds stress tensor in Eq. (9) is replaced by the Boussinesq
approximation in the entire domain.

Results for 𝑅𝑒𝛿 = 98300. In the following, results of the RSM-IDDES
for both length-scale variable formulations 𝜔 and ln(𝜔) are presented.
The corresponding friction Reynolds numbers 𝑅𝑒𝜏 = 4112 (𝜔) and
𝑅𝑒𝜏 = 4135 (ln(𝜔)) are both just slightly underestimated by −1.5% and
−1.0% compared to DNS data. Furthermore, the shape and absolute
values of the corresponding velocity profiles in Fig. 8, show very good
agreement with the DNS reference (black and orange curves).

In order to identify a potential mesh dependence of the flow solution
a global mesh refinement study was performed. To this end, the mesh
resolution was increased by a factor of two in all spatial coordinate
directions resulting in 130 × 282 × 130 cells in 𝑥, 𝑦 and 𝑧, respectively.
The averaged friction Reynolds number amounts 𝑅𝑒𝜏 = 4144 which
represents an underestimation of only −0.7% compared to the DNS
reference. In addition to that, the velocity profile is very close to the
DNS data in the entire LES regime (red curve in Fig. 8). Additionally,
normalised shear stress profiles total-𝑢′𝑣′+ of the previous simulations
are depicted in Fig. 7(a). All curves shows good agreements with the
DNS reference.

Results for 𝑅𝑒𝛿 = 6875. The numerical results using model variant
(b) of the present RSM-IDDES show similar trends as for the higher
Reynolds number. Again, good agreement between RSM-𝜔-IDDES and
RSM-ln(𝜔)-IDDES is obtained with respect to 𝑅𝑒𝜏 and the velocity
profiles (cf. Fig. 6). Compared to the DNS reference, the 𝑅𝑒𝜏 values
are slightly underestimated by −1.8% for both length-scale variable
formulations. Furthermore, the corresponding shear stress profile total-
𝑢′𝑣′+ is depicted in Fig. 7(b) showing acceptable agreements with a DNS
reference.

Intermediate summary. The overall good agreements of model version
(b) with the DNS reference validates the previous calibration of the
IDDES model coefficients 𝑐𝑡 and 𝑐𝑙. Thus, the initial values of 𝑐𝑡 = 1.87
and 𝑐𝑙 = 5 originating from the SST-IDDES model are used in the novel
RSM-IDDES model.
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4.3. Embedded WMLES functionality

In this section the flow on a flat-plate boundary layer with zero
pressure gradient is considered. In contrast to the periodic channel,
the (mean) flow quantities also depend on the streamwise coordi-
nate 𝑥. With regard to the computational setup the hybrid RANS-LES
methodology is locally embedded in a surrounding RSM-RANS region,
referred to as embedded WMLES (cf. Section 3.2). Similar to the peri-
odic channel flow, we did not employ the automatism of the IDDES
(automatic switch to RANS, DDES or WMLES modes). Instead, the
integral length scale 𝑙RANS of the RANS turbulence model (cf. Eq. (4))
remained unchanged in selected flow regions and was not replaced by
a 𝑙𝐷𝐸𝑆 length scale. Thus, RANS regions outside the mesh refinement
area were defined manually. Additionally, the same zonal definition
is applied to the stress blending function 𝑓𝑢𝑠𝑒𝑟 in Eq. (11) in order to
realise variant (b) of RSM-IDDES in the embedded region.

The boundary layer starts with zero thickness at the inflow of the
computational domain and is modelled using RSM-RANS (SSG/LRR)
until the momentum-thickness Reynolds number reaches 𝑅𝑒𝜃 = 3040.
From this point, 𝑙RANS from Eq. (4) is replaced by the IDDES length scale
𝑙hyb (manual switch from RANS to IDDES). As for the periodic channel,
𝑓𝑑𝑡 is set to 1 in order to enforce the WMLES branch of IDDES. Thus
𝑙hyb simplifies to 𝑙WMLES (cf. Appendix). A synthetic-turbulence forcing
region is applied where 𝑅𝑒𝜃 = 3040 to achieve a rapid streamwise
transition from RANS to WMLES. The synthetic turbulence generator
(STG) is active in a streamwise domain of about half of local boundary
layer thickness 𝛿𝑆𝑇𝐺. In spanwise direction the spatial extent amounts
to 5 𝛿𝑆𝑇𝐺, and periodic boundary conditions are applied.

With respect to the discretisation strategy, a hybrid grid with struc-
tured hexahedral cells within the WMLES area and partly unstructured
cells in the surrounding RANS area is employed. The WMLES part
of the grid is derived from a fully-structured grid for the same flow
conditions used in [43]. The resolution within this area is designed to
fulfil 𝛿𝑥∕𝛥𝑥 = 10 as well as 𝛿𝑥∕𝛥𝑧 = 20 throughout the entire WMLES
domain, where 𝛿𝑥 represents the local boundary thickness. The wall-
normal grid spacing of wall adjacent cells is limited to 𝛥𝑦+ = 0.2
and safely fulfils the demands of the RSM RANS model. With these
resolution criteria, the entire grid comprises 8.3 million points. The
normalised time step is set to 𝛥𝑡+ = 0.4 and satisfies the convective
CFL criterion CFL≤ 1 throughout the entire LES regime. The developing
boundary layer was simulated about 2.5 CTU (with respect to length
of the WMLES domain) where 1.2 CTU are used for the calculation of
time-averaged quantities along with additional spanwise averaging.
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Results of skin friction distribution mean-𝑐𝑓 . The simulation results of the
evolving flat-plate boundary layer are presented as surface distributions
of the time- and span-averaged skin friction coefficient mean-𝑐𝑓 .

Results of the RSM-IDDES of model version (a) are shown in
Fig. 9(a) along with the Coles–Fernholz correlation [44]. It is noticeable
that for both formulations of the length scale variable, the mean-𝑐𝑓
curves leave the 5% tolerance interval (dashed curves) as 𝑥 increases,
leading to a clear overestimation of mean-𝑐𝑓 . However, a significant
overestimation of mean-𝑐𝑓 for the fully developed turbulent boundary
layer (𝑥∕𝛿𝑆𝑇𝐺 ≥ 60) is also expected for model version (a). This is
due to the already observed overestimation of 𝑅𝑒𝜏 for the periodic
channel flow (cf. Fig. 4(b)). Since mean-𝑐𝑓 behaves proportional to
𝑅𝑒2𝜏 , deviations in 𝑅𝑒𝜏 are more pronounced in the mean-𝑐𝑓 plot. In
contrast to the expected decrease of the skin friction in streamwise
direction (as present for the Coles–Fernholz correlation), its level
remains at an almost constant value 𝑐𝑓 ≈ 0.032 after an typical initial
overshoot. The latter is due to the injected turbulence from STG at the
RANS-LES interface [36]. With regard to the comparison of RSM-𝜔-
IDDES and RSM-ln(𝜔)-IDDES, visible differences appear downstream
of the STG but vanish with increasing 𝑥 and almost align at the end
of the flat plate. This behaviour is also present for model version
(b) (cf. Fig. 9(b)). Given the very good agreement between the two
formulations of the length scale variable in the previous test cases,
these differences can probably be attributed to interactions between
the STG and the respective length scale formulation. This would be
consistent with subsequent results of sensitivity studies, where varying
injections of resolved turbulence only have a particular effect on
the flow region directly downstream. For larger distances, however,
negligible differences are present.

The results of the RSM-IDDES with model version (b) are presented
in Fig. 9(b) with SST-IDDES data of the same numerical setup. Despite
visible deviations of the RSM-IDDES compared to the Coles–Fernholz
correlation, the skin friction distribution mostly remains within the
5% tolerance interval and therefore indicates acceptable results. As for
model version (a) the mean-𝑐𝑓 level remains at an almost constant
value. However, the comparison results from SST-IDDES reveal very
similar behaviour with an nearly constant mean-𝑐𝑓 level at 0.003.
Thus, it can be stated that the present RSM-IDDES behaves widely
consistent with a well-established reference model for this particular
flow and numerical setup. Note that SST-based IDDES was chosen as
reference because of many conceptual similarities between the SST
and SSG/LRR-RSM RANS models, i.e. both sharing the same 𝜔 length-
scale equation and blending functions to switch between different
modelling regimes [17]. In contrast, earlier investigations of this flow
using Spalart–Allmaras-based IDDES and STG show a better agreement
with the expected mean-𝑐𝑓 decrease [36]. Therefore, a more funda-
mental root cause of the deviations, probably related to 𝜔-based IDDES
modelling or its interaction with STG, is presumed, rather than specific
issues with the present coupling to RSM.

Sensitivity study on RANS-LES transition. The unexpected behaviour of
the skin friction development motivates targeted sensitivity studies on
the modelling of the RANS-LES transition related to the STG injection at
𝑥𝛿𝑆𝑇𝐺 = 0. Note, that the following investigations were performed on a
mesh with a coarsened 𝑦+ value of 1 in order to reduce the simulation
time. This slightly affects the absolute level of mean-𝑐𝑓 , but not the
qualitative development and can therefore be accepted for this study.

One potential influencing factor on the evolution of mean-𝑐𝑓 is the
convection of rather large modelled turbulence from the RANS region
into the WMLES area. To assess this effect, an additional damping term
for the modelled normal Reynolds-stress components, inspired by the
corresponding term for the turbulent kinetic energy in the SST-based
volumetric version of STG (VSTG) [45], is added. This term quickly
drives the modelled stress towards the level of an explicit Smagorinsky
sub-grid model downstream of the interface. However, the results of
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this approach depicted in Fig. 10(a) show no notable change compared
to the basic RSM-IDDES computation. Thus, the convection of modelled
RANS turbulence into the WMLES domain does not play a significant
role on the subsequent mean-𝑐𝑓 development in this setup.

A further investigation addresses the length scale 𝑙𝑒 used in the
formulation of STG, cf. Eq. (15), which controls the size of the syn-
thetic structures and is related to the dissipation rate of the injected
turbulence. Compared to e.g. the Reynolds-stress input tensor used to
scale the fluctuations, the length scale is considered a more uncertain
modelling parameter in the synthetic-turbulence method. To assess its
sensitivities on the results, a simple scaling factor 𝛽 for the local values
of 𝑙𝑒 is introduced and varied as 𝛽 ∈ {0.5, 1, 2}. Note that the variation
is arbitrary and only used to reveal any effect of modifying the STG
scales on the mean-𝑐𝑓 development.

Results of the sensitivity study of 𝛽 are shown in Fig. 10(b). A
significant effect of the 𝛽 variation is visible in the flow area 0 ≤
𝑥∕𝛿𝑆𝑇𝐺 ≤ 50. For 𝑥∕𝛿𝑆𝑇𝐺 ≥ 50, however, all mean-𝑐𝑓 curves converge
and show a similar development at a constant offset from the Coles–
Fernholz correlation. With careful inspection, one may note that the
slope of the mean-𝑐𝑓 curves in this region is also rather consistent with
the reference. One possible conclusion could be, that the seemingly
almost constant mean-𝑐𝑓 value for 𝛽 = 1 is actually a result of the
rather wide-ranging impact of the synthetic-turbulence method which
interferes with the WMLES mode of RSM-IDDES over a long distance.
However, the origin of the final offset from Coles–Fernholz, which is
also present in SST-IDDES computations (cf. Fig. 9(b)), calls for further
investigation in future studies.

5. Conclusions

A Reynolds-stress based sub-grid model for a hybrid RANS-LES
method was developed. To this end, the well-known IDDES method
served as foundation for the hybridisation approach. In the presented
study, a systematic investigation of the individual sub-functionalities of
IDDES was performed with the aid of suitable test cases.

A main finding of this work was that a direct coupling of a dif-
ferential RSM-RANS model with IDDES by just replacing the RANS
length scale with the provided hybrid length scale from IDDES is not
suitable. It was shown that the resulting differential sub-grid LES is
not capable to sufficiently dissipate the turbulent kinetic energy of
the small turbulent scales in decaying isotropic turbulence (DIT) and
motivated a modification of the sub-grid model.

The local replacement of the Reynolds-stress tensor of the RANS
background model by the Boussinesq approximation and thus intro-
ducing an eddy viscosity as sub-grid model was shown to provide
appropriate dissipation capabilities. This new model was calibrated for
the same DIT case and showed excellent agreement with experimental
data.

Regarding the integration of the sub-grid model into the framework
of IDDES, two different approaches were investigated, which differ in
the formulation of the Reynolds-stress tensor in the near wall RANS
layer of the wall-modelled LES branch. Both approaches showed good
results in periodic channel flows at largely different bulk Reynolds
numbers. Moreover, the newly developed RSM-IDDES was validated
for two different length-scale variable formulations of the underlying
SSG/LRR RSM, 𝜔 and ln(𝜔), which both show consistent behaviour for
all considered flow types in this study.

Although the final application in an embedded WMLES of a flat-
plate boundary layer, the new model showed deviations from experi-
mental data, the results are still widely consistent with reference data
from SST-IDDES. With the aid of targeted sensitivity studies it was
shown that these deviations can partly be traced back to the employed
synthetic turbulence generator.

Future research will focus on coupling the preferred RSM-IDDES
variant (b) with IDDES in a fully-automatic non-zonal manner in order

to avoid additional user input.
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Fig. 9. Skin-friction distributions of the flow about a flat plate with Coles–Fernholz correlation [44].
Fig. 10. Skin-friction distributions of the flow about a flat plate.
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Appendix. IDDES method

Unless otherwise stated, the governing equations of the original
IDDES method [4] are presented below.

Filter width. The IDDES method employs a filter width 𝛥 which takes
into account the wall distance 𝑑𝑤 in addition to the local grid spacings
ℎ𝑚𝑎𝑥, ℎ𝑤𝑛:

𝛥 = 𝛥IDDES = min
{

max
[

𝐶𝑤 ⋅ 𝑑𝑤, 𝐶𝑤 ⋅ ℎmax, ℎ𝑤𝑛
]

, ℎmax
}

, (A.1)

ℎmax = max {ℎ𝑥, ℎ𝑦, ℎ𝑧}, 𝐶𝑤 = 0.15 (A.2)

For large values of the wall-normal grid resolution ℎ𝑤𝑛, the formulation
in Eq. (A.1) allows to switch to an alternative function of 𝛥 with a
steeper increase of 𝛥 in wall normal direction.

DDES branch. The DDES branch of IDDES only becomes active if the
inflow conditions do not contain resolved turbulence. The formulation
of the DDES length scale for RSM-IDDES was adopted from [22]:

𝑙 = 𝑙 − 𝑓 max {0,
(

𝑙 − 𝑙
)

} (A.3)
DDES RANS 𝑑 RANS LES
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b
s

with 𝑓𝑑 = 1 − tanh
[

(

16𝑟𝑑
)3
]

(A.4)

and 𝑟𝑑 =
𝜈 + 𝜈𝑡

𝜅2𝑑2𝑤 ⋅ [
∑

𝑖,𝑗
(

𝜕𝑢𝑖∕𝜕𝑥𝑗
)2]

1∕2
. (A.5)

The function 𝑟𝑑 serves as marker for different regions within the tur-
bulent boundary layer. For the RSM sub-grid model, the eddy viscosity
variable 𝜈𝑡 is calculated by the modelled turbulent kinetic energy 𝑘̃ and
the turbulent length scale 𝜔 provided by Menter’s BSL 𝜔 equation (cf.
Eq. (2)).

𝜈𝑡 =
𝑘̃
𝜔

=
𝑣′′𝑖 𝑣

′′
𝑖

2𝜔
. (A.6)

As with all DES methods, 𝑙𝑅𝐴𝑁𝑆 of the RSM sub-grid model is replaces
by 𝑙𝐷𝐷𝐸𝑆 , where 𝑙𝑅𝐴𝑁𝑆 is defined as 𝑙RANS = 𝑘̃1∕2∕𝑐𝜇𝜔 with 𝑐𝜇 = 0.09.
The length scale 𝑙𝐿𝐸𝑆 is defined as

𝑙LES = 𝐶DES𝛥, (A.7)

with the empirical constant 𝑐𝐷𝐸𝑆 depending on the RANS background
model. For the novel RSM-IDDES 𝑐𝐷𝐸𝑆 has been calibrated to 𝑐𝐷𝐸𝑆 =
0.65.

WMLES branch. This branch of the IDDES method is active, if the
inflow conditions contain resolved turbulence. The corresponding in-
tegral length scale is defined as:

𝑙WMLES = 𝑓𝐵(1 + 𝑓𝑒)𝑙RANS + (1 − 𝑓𝐵)𝑙LES (A.8)

The blending function 𝑓𝐵 as well as the elevating function 𝑓𝑒 represent
empirical functions:

𝑓𝐵 = min {2 exp(−9𝛼2𝑔 ), 1.0}, 𝛼𝑔 = 0.25 − 𝑑𝑤∕ℎmax (A.9)

𝑓𝑒 = max {(𝑓𝑒1 − 1), 0}𝑓𝑒2 (A.10)

with 𝑓𝑒1
(

𝑑𝑤∕ℎ𝑚𝑎𝑥
)

=

⎧

⎪

⎨

⎪

⎩

2 exp
(

−11.09𝛼2𝑔
)

if 𝛼𝑔 ≥ 0

2 exp
(

−9𝛼2𝑔
)

if 𝛼𝑔 < 0
(A.11)

and 𝑓𝑒2 = 1.0 − max {𝑓𝑡, 𝑓𝑙} . (A.12)

The function 𝑓𝑒2 influences the strength of the elevating function 𝑓𝑒
with the aid of the functions 𝑓𝑡 and 𝑓𝑙:

𝑓𝑡=tanh
[

(

𝑐2𝑡 𝑟dt
)3], 𝑓𝑙=tanh

[

(

𝑐2𝑙 𝑟dl
)10] (A.13)

with 𝑟dt=
𝜈𝑡

𝜅2𝑑2𝑤 ⋅ [
∑

𝑖,𝑗
(

𝜕𝑢𝑖∕𝜕𝑥𝑗
)2]

1∕2
, 𝑟dl=

𝜈

𝜅2𝑑2𝑤 ⋅ [
∑

𝑖,𝑗
(

𝜕𝑢𝑖∕𝜕𝑥𝑗
)2]

1∕2
.

(A.14)

Similar to 𝑟𝑑 , the quantities 𝑟𝑑𝑡 and 𝑟𝑑𝑙 are markers of the turbulent
oundary layer and characterise the log layer (𝑟𝑑𝑡 = 1) and the laminar
ublayer (𝑟𝑑𝑙 = 1), respectively. The calibrations constants 𝑐𝑙 and 𝑐𝑡

depend on the underlying RANS sub-grid model and amount to 𝑐𝑙 = 5
and 𝑐𝑡 = 1.87 for the novel RSM-IDDES.

Blending of the DDES and WMLES branches. An automated switch be-
tween the DDES and WMLES branches depending on the inflow condi-
tion achieved by expressing the integral length scale as follows.

𝑙ℎ𝑦𝑏 = 𝑓𝑑
(

1 + 𝑓𝑒
)

𝑙RANS +
(

1 − 𝑓𝑑
)

𝑙LES (A.15)

with 𝑓𝑑 = max {(1 − 𝑓𝑑𝑡), 𝑓𝐵} (A.16)

and 𝑓𝑑𝑡 = 1 − tanh
[

(

16𝑟𝑑𝑡
)3
]

. (A.17)
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