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Abstract

The Ground Based Augmentation System (GBAS) is a local-area, airport-
based augmentation of Global Navigation Satellite Systems (GNSS) that pro-
vides precision approach guidance for aircraft. It enhances GNSS performance
in terms of integrity, continuity, accuracy, and availability by providing dif-
ferential corrections and integrity information to aircraft users. Differential
corrections enable the aircraft to correct spatially correlated errors, improving
its position estimation. Integrity parameters enable it to bound the residual
position errors, ensuring safety of the operation. Additionally, a GBAS ground
station continuously monitors and excludes the satellites affected by any system
failure to guarantee system integrity and safety.

Among the error sources of GNSS positioning, the ionosphere is the largest
and most unpredictable. Under abnormal ionospheric conditions, large ionos-
pheric gradients may produce a significant difference between the ionospheric
delay observed by the GBAS reference station and the aircraft on approach.
Such a spatially decorrelated ionosphere could lead to hazardous unbounded
position errors if undetected. Conventional GBAS solutions to mitigate this
threat assume that the “worst-case” ionospheric gradient ever observed in the
relevant region is always present, which is a very conservative assumption.
This approach, which relies on the conservative ionospheric threat models de-
rived for GBAS, maximizes integrity, often at the expense of availability and
continuity, especially in geographic areas with highly active ionosphere.

As opposed to assuming a permanent “worst-case” gradient, I propose the
Network-GBAS concept, in which several reference stations collaborate to mon-
itor for actual ionospheric gradients. This concept consists of two main steps.
First, the network detects the anomalous ionospheric gradients, estimates the
gradient parameters, and transmits this information to the GBAS stations
installed in its coverage area. Then, the GBAS stations replace the “worst-
case” gradient used to mitigate the ionospheric threat in current algorithms
with the gradient information provided by the network. This approach reduces
conservatism and leads to an improvement of the system availability without
compromising user integrity.

This thesis validated the performance of the detection and estimation al-

A



gorithms with simulated and real ionospheric gradients from two different lo-
cations known for their high levels of ionospheric activity. One location was
Alaska, where the analyzed real anomalous gradients were small in size but
fast-moving; the other location was Brazil, dominated by large-but-slow anom-
alous gradients. This analysis led to the adaptation of the algorithms to work
in challenging scenarios.

The evaluation of the Network-GBAS concept compared in simulations the
availability of a Category I (CAT I) GBAS station at the Brazil location in
two cases: assuming the conservative ionospheric threat model, and using the
gradient information provided by the network. On a selected nominal day (i.e.,
with no significant ionospheric activity), availability improved from 79.5% to
94.6% during the nighttime. On a selected active day, availability improved
from 68.7% to 89.5% during the nighttime. During the daytime, availability
achieved 100% on both days.

Results demonstrate that the Network-GBAS concept can significantly en-
hance CAT I GBAS availability in active ionospheric regions without compro-
mising user integrity. Furthermore, by incorporating the information provided
by the network into existing solutions, the Network-GBAS is compatible with
existing algorithms and hardware, and thus should be certifiable if adapted to
the characteristics of each region where GBAS is fielded.
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Resumen

El Sistema de Aumentacién Basado en Tierra (GBAS por sus siglas en
inglés) en un sistema de area local que se instala en los aeropuertos. GBAS au-
menta las senales de los Sistemas Globales de Navegacién por Satélite (GNSS)
y proporciona a las aeronaves la informacién necesaria para realizar aproxima-
ciones de precisién. Su principal objetivo es mejorar el rendimiento de GNSS
en términos de integridad, continuidad, exactitud y disponibilidad, mediante
la transmisién de correcciones diferenciales y parametros de integridad. Las
correcciones diferenciales le permiten a la aeronave mejorar la exactitud de su
posicién. Los pardmetros de integridad le permiten calcular limites para los
errores residuales de posiciéon. Adicionalmente, la estacién GBAS monitoriza
y excluye los satélites afectados por cualquier tipo de fallo en el sistema para
garantizar la integridad y la seguridad de los usuarios.

Entre las fuentes de error de GNSS, la ionosfera es la mayor y mas impredeci-
ble. En condiciones ionosféricas anormales, los grandes gradientes ionosféricos
pueden producir una diferencia significativa entre el error ionosférico obser-
vado por la estacién GBAS y la aeronave. Si esta diferencia no se detecta y
se mitiga, podria dar lugar a grandes errores en la posicién de la aeronave.
Las soluciones GBAS convencionales para mitigar esta amenaza asumen que
el gradiente ionosférico mas grande jamés observado en la regién pertinente
estd siempre presente, lo cual es una suposicion muy conservadora. Este en-
foque, basado en los modelos conservadores de amenaza ionosférica derivados
para GBAS, maximiza la integridad, a menudo a expensas de la disponibili-
dad y la continuidad del sistema, especialmente en zonas geograficas con una
ionosfera muy activa.

Para solucionar este problema, esta tesis propone el concepto de “Network-
GBAS”, en el que varias estaciones de referencia colaboran para monitorizar
los gradientes ionosféricos. KEste concepto consta de dos pasos. Primero, la
red detecta los gradientes ionosféricos, estima sus parametros y transmite esta
informacién a las estaciones GBAS instaladas en su zona de cobertura. A
continuacién, las estaciones GBAS sustituyen el valor del gradiente basado en
el modelo de amenaza por la informacion del gradiente proporcionada por la
red. Este enfoque reduce el conservadurismo y conduce a una mejora de la
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disponibilidad del sistema sin comprometer la integridad del usuario.

Esta tesis valida el rendimiento de los algoritmos de deteccién y estimacion
con gradientes ionosféricos simulados y reales de dos lugares diferentes conoci-
dos por sus altos niveles de actividad ionosférica. Uno de los lugares es Alaska,
en donde los gradientes andmalos reales analizados son de pequeno tamaio,
pero se mueven a altas velocidades; el otro lugar es Brasil, en dénde los gradi-
entes caracteristicos son de gran tamafo, pero lentos.

La evaluacion del concepto de “Network-GBAS” compara en simulaciones
la disponibilidad de una estacion GBAS de Categoria I (CAT I) situada en la
ubicacién de Brasil en dos casos: asumiendo el modelo conservador de ame-
naza ionosférica, y utilizando la informacién del gradiente proporcionada por
la red. En un dia nominal, seleccionado para este estudio, la disponibilidad
del sistema mejoré del 79,5% al 94, 6% durante la noche. En un dia activo, la
disponibilidad mejoré del 68,7% al 89,5% durante la noche. Durante el dia,
la disponibilidad alcanzé el 100% en ambos dias.

Los resultados demuestran que el concepto de “Network-GBAS” mejora
significativamente la disponibilidad de una estacién GBAS CAT I en regiones
ionosféricas activas sin comprometer la integridad del usuario. Ademads, al
incorporar la informacién proporcionada por la red en las soluciones existentes,
el “Network-GBAS” es compatible con los algoritmos y el hardware existentes,
por lo que seria certificable si se adapta a las caracteristicas de cada regién
en la que se instale GBAS.
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Resum

El Sistema d’augmentacié basat en terra (GBAS per les sigles en angles)
és un sistema d’area local que s’instal-la als aeroports. GBAS augmenta els
senyals dels Sistemes de Navegacié Globals per Satel-lit (GNSS) i proporciona
a les aeronaus la informacié necessaria per fer aproximacions de precisié. El
seu objectiu principal és millorar el rendiment de GNSS en termes d’integritat,
continuitat, exactitud i disponibilitat, mitjancant la transmissié de correccions
diferencials i parametres d’integritat. Les correccions diferencials permeten a
I’aeronau millorar la exactitud de la seva posicié. Els parametres d’integritat
permeten calcular limits per als errors residuals de la posicié. Addicionalment,
I’estacié GBAS monitoritza i exclou els satel-lits afectats per qualsevol tipus de
fallida del sistema per tal de garantir la integritat i la seguretat dels usuaris.

Entre les fonts d’error de GNSS, la ionosfera és la més important i més im-
predictible. En condicions ionosfériques anormals, grans gradients ionosferics
poden produir una diferencia significativa entre ’error ionosféric observat per
lestaci6 GBAS i 'aeronau. Si aquesta diferéncia no es detecta i mitiga, pot
provocar grans errors en la posicié de ’aeronau. Les solucions GBAS con-
vencionals per mitigar aquesta amenaga assumeixen que sempre és present el
gradient ionosferic més gran mai observat a la regié pertinent, la qual cosa
constitueix una suposicié molt conservadora. Aquest enfocament, basat en els
models conservadors d’amenaca ionosferica derivats per a GBAS, maximitza
la integritat, sovint a costa de la disponibilitat i la continuitat del sistema,
especialment en zones geografiques amb una ionosfera molt activa.

Per solucionar aquest problema, aquesta tesi proposa el concepte de “Net-
work-GBAS”, en que diverses estacions de referéncia col-laboren per moni-
toritzar els gradients ionosferics. Aquest concepte consta de dos passos. Primer,
la xarxa detecta els gradients ionosferics, estima els seus parametres i transmet
aquesta informaci6 a les estacions GBAS instal-lades a la seva zona de cober-
tura. Tot seguit, les estacions GBAS substitueixen el valor del gradient basat
en el model d’amenaca per la informacié del gradient proporcionada per la
xarxa. Aquest enfocament redueix el conservadorisme i condueix a una millora
de la disponibilitat del sistema sense comprometre la integritat de 'usuari.

Aquesta tesi valida el rendiment dels algorismes de deteccié i estimacié amb

X



gradients ionosferics simulats i reals de dos llocs diferents coneguts pels alts
nivells d’activitat ionosféerica. Un dels llocs és Alaska, on els gradients anomals
reals analitzats sén de petit tamany, pero es mouen a altes velocitats; ’altre
lloc és Brasil, on els gradients caracteristics sén de grans dimensions, pero lents.

L’avaluacio del concepte de “Network-GBAS” compara en simulacions la
disponibilitat d’una estacié GBAS de categoria I (CAT I) situada a la ubicacié
del Brasil en dos casos: assumint el model conservador d’amenaca ionosferica,
i utilitzant la informaci6é del gradient proporcionada per la xarxa. En un dia
nominal, seleccionat per a aquest estudi, la disponibilitat del sistema va mil-
lorar del 79,5% al 94,6% durant la nit. En un dia actiu, la disponibilitat va
millorar del 68,7% al 89,5% durant la nit. Durant el dia, la disponibilitat va
assolir el 100% en tots dos dies.

Els resultats demostren que el concepte de “Network-GBAS” millora signi-
ficativament la disponibilitat d’una estacié GBAS CAT I en regions ionosferi-
ques actives sense comprometre la integritat de I'usuari. A més, en incor-
porar la informacié proporcionada per la xarxa en les solucions existents, el
“Network-GBAS” és compatible amb els algorismes i el hardware existents, per
la qual cosa seria certificable si s’adapta a les caracteristiques de cada regid
on s’instal-li GBAS.
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Introduction

1.1 GNSS and its use in aviation

Air transport is considered one of the greatest contributors to the advance-
ment of modern society, as it provides a rapid and reliable means of transport
for millions of people and goods around the world [1, 2]. Due to its impor-
tance for society and the economy, different studies worldwide have predicted
a significant increase in world air traffic in the coming years [3, 4, 5]. However,
the capacity of busy airports and airspace surrounding those airports is not
increasing at the same rate [6, 7].

In this scenario, Global Navigation Satellite Systems (GNSS) play an im-
portant role in aeronautical navigation, which was supported only by on-board
inertial navigation systems and ground-based radio navigation aids in the past.
The reason is that they provide global coverage and significantly enhanced
navigation performance that enable more efficient use of airspace and airport
capacity. However, standalone GNSS positioning is not able to meet the strin-
gent requirements demanded by the International Civil Aviation Organiza-
tion (ICAO) for all phases of flight [8] because in addition to a high level of
accuracy, different levels of integrity, continuity, and availability are required.

Therefore, the use of additional methods to achieve the required level of
performance is needed. GNSS augmentation systems provide integrity infor-
mation for the primary GNSS satellite core constellations as, for example,
the US Global Positioning System (GPS), and improve the accuracy of the
user position solution with respect to unaugmented use of the primary GNSS
constellations. According to the origin of the augmentation information and
how the performance of the navigation signals is monitored, these systems
can be classified in three different groups: Aircraft Based Augmentation Sys-
tems (ABASs), Satellite Based Augmentation Systems (SBASs), and Ground
Based Augmentation Systems (GBASs).

In ABAS, GNSS augmentation is fully performed on the aircraft, which is
fully responsible for integrity monitoring. Unlike the remaining augmentation

1
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systems, ABAS focuses on integrity only and not on improving position so-
lution accuracy (i.e. no corrections are provided). Typically, augmentation is
achieved by two methods: the inclusion of additional sensors and the leveraging
of redundant GNSS measurements. The first type of ABAS, so-called Aircraft
Autonomous Integrity Monitoring (AAIM), combines GNSS signals with addi-
tional measurements coming from altimetry systems or inertial sensors and can
provide horizontal and vertical navigation down to 350-ft Minimum Descent
Altitude (MDA) for a Non-Precision Approach [9] (one foot (ft) is equivalent to
0.3048 meters (m)). The second type of ABAS, so-called Receiver Autonomous
Integrity Monitoring (RAIM) [10, 11], detects and excludes potentially cor-
rupted ranging signals on the aircraft by leveraging redundant GNSS measure-
ments. However, current RAIM supports only Non-Precision Approaches using
a single-frequency single-constellation architecture (GPS L1). The Advanced
Receiver Autonomous Integrity Monitoring (ARAIM), which is an extension
of the “traditional” RAIM, is still under development. It uses signals from
two frequencies and multiple constellations to detect and mitigate indepen-
dent and correlated GNSS signal faults, which will make it possible to support
applications such as aviation precision approaches [12, 13].

SBAS is a form of wide area differential GNSS. It uses a network of ac-
curately located ground reference stations spread over continental regions to
compute integrity and correction information for one or more primary GNSS
constellations. This information is then broadcast to the covered area using
geostationary (GEO) satellites. The differential corrections enable an aircraft
approaching an airport to correct the navigation satellite measurements by
removing the spatially correlated errors between the ground stations and the
aircraft. Thus, the aircraft is able to improve the accuracy of its position
estimation. Additionally, the integrity parameters enable the airborne sys-
tem to calculate bounds on the residual position errors and ensure safety of
the operation. In SBAS coverage areas, GNSS-based precision approaches are
already established today. The Wide Area Augmentation System (WAAS)
and the European Geostationary Navigation Overlay Service (EGNOS), the
United States and the European systems respectively, are certified as preci-
sion approach guidance systems for approaches with Localizer Performance
with Vertical guidance (LPV) down to a decision height of 200 ft (LPV-200)
[14, 15]. However, for precision approach guidance under visibility conditions
lower than the Category I (CAT I) minima (i.e. a cloud ceiling lower than 200
ft or a visibility of less than 800 m or a runway visual range of less than 500
m), local augmentation provided by GBAS is necessary to meet the stringent
performance requirements.

GBAS is a local area, airport-based differential GNSS that also supports
one or more primary GNSS constellations. It is the only system based on GNSS
that can support approaches under Category III (CAT IIT) weather conditions
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including automatic landings. The principle of GBAS is not significantly differ-
ent from SBAS. A GBAS reference station broadcasts differential corrections
along with integrity parameters. As in SBAS, the aircraft uses the differential
corrections to improve its position estimation and the integrity parameters to
calculate reliable bounds on the residual position errors. The main difference
between the two is that GBAS corrections to satellite pseudoranges are com-
puted using only the ground infrastructure installed inside the protected area
of an airport. Therefore, GBAS is more accurate than SBAS, since pseudo-
range error characteristics are more similar the closer the ground receivers
are located from the aircraft. Furthermore, GBAS provides scalar corrections
(i.e., one value for each satellite) while SBAS provides vector corrections (i.e.,
satellite orbit correction, satellite clock correction, and ionospheric correction).
GBAS pseudorange corrections and integrity parameters are broadcast to users
through Very High Frequency Data Broadcast (VDB) antennas located at an
airport to provide optimal coverage of its runways and approach paths. The
currently certified GBAS augments GPS L1 service supporting only CAT I
precision approach operations. The standards to support approaches under
CAT III weather conditions were published at the end of 2018 [8], and ground
stations meeting this standard are expected to be operational in the near future.

LNAV LNAV/VNAV LPV, CATI | CATII/llI
600 — 400 ft 400 - 350 ft 350-200ft | 200-0ft
W (MDA) (MDA) (MDA/DH) ' (DH)
N

/.

GPS + Baro
or
SBAS

Figure 1.1: Aircraft approach procedures based on GNSS augmentation systems.

Figure 1.1 illustrates the application of each GNSS augmentation system
attending to the requirements of each phase of flight in terms of MDA and/or
Decision Height (DH) expressed in feet (information taken from [9]). Note that
the MDA and the DH refer to different requirements. The MDA is a specified
altitude or height in a Non-Precision Approach below which the aircraft must
not descend without the required visual reference [16]. Therefore, an aircraft
flying a Non-Precision Approach remains at the MDA until the pilot can see
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the runway and continues the descent to land. If the aircraft reaches the
Missed Approach Point (MAP) and the pilot still cannot see the runway, the
Missed Approach procedure must be initiated. The DH is a specified altitude in
the Precision Approach (approach with vertical guidance) at which a Missed
Approach must be initiated if the required visual reference to continue the
approach has not been established [16].

1.2 State of the art and motivation

For more than 50 years, airports have relied on the Instrument Landing Sys-
tem (ILS) to provide pilots with approach and landing guidance in low-visibility
conditions. Although the system has proved to be reliable and functional, ILS
is costly to maintain and has operational limitations that reduce runway ca-
pacity in certain conditions. In contrast to the conventional ILS in use today,
GBAS can provide approach guidance to multiple runway ends at an airport
and thus can significantly reduce the required amount of infrastructure and
the associated costs. Furthermore, it provides a steadier approach guidance
signal than ILS [17] and could reduce environmental impacts due to shorter
routes and noise abatement.

A GBAS station can offer two types of services: the Positioning Service and
the Approach Service [18]. The GBAS Positioning Service provides horizontal
position information with integrity and supports Area Navigation (RNAV) op-
erations. The GBAS Approach Service provides guidance on the final approach
segment by outputting ILS-like deviation information relative to a defined refer-
ence path. Currently, only the GBAS Approach Service is operational. GBAS
Approach Service Type C (GAST C) stations, which support operations un-
der CAT I weather conditions, have been certified and are fully operational.
In the last years, an increasing number of stations are used on a regular ba-
sis for approach guidance in Newark, Houston, Sydney, Malaga, Frankfurt,
and Zurich [19]. Standards for GBAS Approach Service Type D (GAST D)
stations, which are designed to support precision approaches and automatic
landings under CAT III weather conditions, have been agreed upon by ICAO
at the end of 2016 [20] and are in effect since November 2018. However, the
ground stations and the avionics equipment are still under development.

The current GBAS architecture for both GAST C and GAST D is based on
the use of a single constellation (GPS) and single frequency (L1 C/A code). The
GBAS reference station broadcasts differential corrections that enable airborne
users to correct most of the spatially correlated GPS ranging errors, including
the ones caused by the ionospheric delay, which is typically the largest source
of error. Nevertheless, residual errors still remain for which models are derived
at the range domain. At the position domain, so-called Protection Levels
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lonospheric gradient

Airplane —

speed

GBAS reference receiver

Figure 1.2: Tonospheric gradient threat in GBAS.

(PLs) are calculated by the avionics using these error models and the integrity
parameters received from the GBAS ground station. Then, they are compared
to the Alert Limits (ALs), the maximum allowable bounds, to determine safety
of the operation for each user. If any of the PLs exceeds the corresponding
ALs, GBAS is unavailable.

The component of the PLs that describes the remaining residual errors due
to the nominal ionospheric decorrelation between the reference station and
the user is called o,,. This integrity parameter, explained in more detail
in Section 2.3.3.5, is broadcast by the ground station and derived based on
historical data collected in the relevant regions [21, 22, 23]. However, under
abnormal ionospheric activity such as large ionospheric gradients, there could
be a large difference between the ionospheric error experienced by the GBAS
reference station and the aircraft, as shown with the black dashed lines in
Figure 1.2. Since this error is not corrected through the use of the differential
corrections and is also not overbounded by the PLs, the presence of spatial
abnormal ionospheric gradients may lead to non-differentially-corrected and
insufficiently bounded position errors [24].

Protection of airborne users against the ionospheric gradient threat has al-
ready been tackled in GAST C and GAST D. In GAST C, it is the sole respon-
sibility of the ground subsystem to ensure mitigation of anomalous ionospheric
errors. The GAST C station implements a monitor called Code Carrier Di-
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vergence (CCD) that allows the detection of abnormally large gradients in the
experienced ionospheric delay [25]. However, this monitor alone is not suffi-
cient to mitigate all hazardous ionospheric errors. For this reason, a GAST C
ground station verifies by simulation that each satellite geometry potentially
usable at the aircraft (PLs < ALs) is safe in the presence of the ionosphere-
anomaly threat applicable in the region in a process called “Position Domain
Geometry Screening (PDGS)” (26, 27, 28]). In case a simulated satellite geom-
etry is not safe, the ground station inflates the integrity parameters so that
the PLs exceed the ALs when an arriving aircraft aims to use this satellite
geometry, making GBAS unavailable. These ionosphere-anomaly threats form
the so-called “ionospheric threat model”, which is based on the worst-ever-
experienced ionospheric gradients measured in the relevant regions and de-
fines a range of values for the gradient parameters that could harm GBAS
([29, 23, 30, 31]). The main problem in this case is that the PDGS methodol-
ogy assumes that the “worst-case” or largest gradient is always present. This
is a very conservative assumption since large ionospheric gradients typically
occur around solar maximums, which are linked to the phase of the 11-year
solar cycle and also depend on the geomagnetic latitude, the time of the day,
and the season within a year [32]. Despite this conservative assumption, the
PDGS method has been shown to meet the CAT T availability requirements in
the Conterminous United States (CONUS), which is representative of the mid-
latitudes [26]. Nevertheless, the assessment of the Brazilian and Asia-Pacific
GBAS ionospheric threat models performed by Yoon et al. in [30] and Saito
et al. in [31] respectively showed the existence of much larger spatial gradi-
ents (produced by so-called Equatorial Plasma Bubbles (EPBs)) than those of
the mid-latitudes (e.g. CONUS [29] or German [23] threat models). The very
severe ionospheric threat models developed for the equatorial regions together
with the assumption of an “always present ionospheric gradient” resulted in
excessive inflation of the integrity parameters when using the PDGS method-
ology, decreasing GBAS availability to 58.3% in Brazil [28].

Therefore, recent studies have focused on reducing the above conservative
assumptions in order to meet CAT I availability requirements in equatorial re-
gions. Yoon et al. propose in [28] a probabilistic method that uses Monte Carlo
simulations and a prior probability of extreme EPBs occurring to reduce the
required inflation factors. However, although the system availability for CAT I
precision approaches improved to 89.6%, it is not yet sufficient to achieve the
required 99%. In [33], Yoon et al. propose to use the existing information
about the characteristics of the EPBs to improve the stochastic approach de-
veloped in [28]. However, the lack of sufficient historical data collected during
large ionospheric events in equatorial regions might limit the use of this ap-
proach. Furthermore, this method cannot predict and protect against a larger
gradient that might occur at some point in time in the future.
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In GAST D, new monitors implemented on the airborne and ground are
responsible to mitigate these errors and their risks [34]. The new monitors
implemented on the airborne are: the CCD and the Dual-Solution Ionospheric
Gradient Monitor (DSIGMA). The general monitoring principle for CCD im-
plemented at the airborne stays unchanged from the ground CCD monitor
implemented in GAST C, but different time constants and different detection
thresholds are used in GAST D [34]. DSIGMA is specific to the GAST D sys-
tem as it compares the difference between the 30 seconds and the 100 seconds
smoothed measurements [34]. However, even if most of the responsibility in
mitigating the ionospheric anomaly is shifted to the airborne, the standards
require also the ground to detect ionospheric gradients that are not visible to
the aircraft. Thus, on the ground an Ionospheric Gradient Monitor (IGM) [35]
and the CCD monitor are implemented to detect a portion of the threat space.
The CCD monitor implemented on ground for GAST D also has the same mon-
itoring principle as the one implemented for GAST C but again uses a different
time constant and a different threshold. The IGM needs a very precise phase
center stability (in the order of mm) and has associated siting constraints of the
GBAS reference receiver antennas to ensure that all potential gradients can be
detected. Especially at large, space constrained airports this causes significant
problems in finding appropriate sites for the ground station. Furthermore, the
baseline concept of GAST D assumes that the prior probability of occurrence
of an anomalous ionospheric gradient is one. This assumption, as previously
mentioned, is conservative and requires that the monitors designed to protect
integrity in GAST D be very sensitive and trigger false alerts. Recent studies
[36] suggest reducing this prior probability of occurrence to 1073, which would
significantly relax the monitoring thresholds making the implementation of
GAST D easier in regions where its availability is degraded. However, the de-
rivation of the prior probabilities of occurrence of an anomalous ionospheric
gradient relies on a statistical approach that uses historical data. Therefore,
again, the lack of sufficient historical data collected under active ionospheric
conditions could limit the use of this statistical approach. Due to these issues,
it is expected that the current version of GAST D will not meet the operational
requirements (especially continuity and availability) in regions with more se-
vere ionospheric conditions than those present in mid-latitudes [8].

All the methodologies mentioned above for ionospheric threat mitigation in
GBAS have one characteristic in common: they consider only the ionospheric
information obtained from ground infrastructure installed inside the protected
area of the airport or from the aircraft itself. This implies poor observability
of certain gradients and forces the GBAS ground station to make conservative
assumptions to protect integrity, which impacts the availability of the system.
For that reason, Lee et al. propose in [37] a methodology for real-time ionos-
pheric threat adaptation using predicted values of space weather indices. Since
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space weather prediction itself is unreliable due to prediction errors, the au-
thors also develop an uncertainty model derived from historical data in order
to feed this external information into GBAS. However, even if such an un-
certainty model is developed, these indices come from an external source not
controlled by the service provider, which could lead not only to integrity is-
sues but also to security threats. Furthermore, the methodology in [37] was
only tested with data from mid-latitudes, which are significantly less active
than the equatorial regions.

In recent years, with the launch of new satellites that transmit signals in
the L5/Eba frequency band (a second frequency band that can be used for
air navigation), the use of dual-frequency and multi-constellation algorithms
has become a promising solution to mitigate the ionospheric gradient threat
(especially in equatorial regions). Dual-frequency methods allow better de-
tection of ionospheric gradients or forming an ionosphere-free combination of
the navigation signals for positioning. The use of more than one constellation
makes the system less vulnerable to signal loss due to ionospheric scintilla-
tions. However, until today, no clear concept for future dual-frequency multi-
constellation GBAS that provides improved performance compared to the cur-
rent single-frequency single-constellation systems has been established. Two
different options for the future GBAS system, which will support CAT III pre-
cision approaches and automatic landings, are under discussion: the GBAS Ap-
proach Service Type F (GAST F) concept being developed primarily through
the Single European Sky ATM Research (SESAR) program in Europe [38, 39],
and the GBAS Approach Service Type X (GAST X) concept being developed
primarily in the United States [40, 41]. Both concepts propose to shift all
responsibility for anomalous ionospheric gradient monitoring to the aircraft.
This has the advantage of allowing more realistic error bounding because the
actual real-time navigation and aircraft performances can be exploited and less
conservative assumptions have to be made. Another approach ([42]) proposes
the use of a dual-frequency carrier-phase based ionospheric gradient monitor
installed at the ground station to support future GBAS. This monitor, as its
single-frequency version for GAST D (IGM), assumes a prior probability of
occurrence of anomalous ionospheric gradients of 10™3, which is a conservative
value for CONUS but not for equatorial regions like Brazil during nighttime.
Furthermore, the baseline between the two GBAS receivers performing the
monitoring is expected to be at least 1 km, which is unusual, thus maintaining
some of the siting constraints of the single-frequency version. Validation of this
monitor has been carried out only in simple simulations, using a cut-off satel-
lite elevation angle of 15°. However, the signals from satellites at elevations
between 5° and 15°, which are used in GBAS, experience most of the cycle
slips and scintillation. This could seriously impair the false alert probability
and carrier phase ambiguity resolution on which this monitor depends. The
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next generation of dual-frequency multi-constellation GBAS brings with it new
technical, regulatory, and political challenges that must be resolved before it
can become operational. In fact, standards for future GBAS are not expected
to be finalized before 2030.

Therefore, it is clear that increasing GBAS availability in equatorial regions
remains a challenge nowadays that needs to be solved so that GBAS can become
the primary guidance system for precision approaches and landings worldwide.

1.3 Research questions and objectives

The main objective of this thesis is to support the development of GBAS
worldwide by proposing a methodology to increase its availability in geographic
areas with highly active ionosphere without compromising user integrity. This
thesis focuses on increasing the system availability in active ionospheric regions
for the currently operational system (GAST C). The motivation is to provide
a solution for all aircraft on which GBAS is to be installed until the date
when the new GAST F/X stations are operational, which is expected to be
not earlier than 2037.

To this end, this thesis develops a real-time ionospheric gradient monitoring
concept that reduces the existing excess of conservatism in the current GBAS
assumptions adopted to mitigate the ionospheric threat. The concept is based
on the use of a dual-frequency, multi-constellation wide-area network that mon-
itors for ionospheric gradients and transmits this information to GBAS stations
installed in the coverage area.

However, the inclusion of ionospheric information external to the GBAS
installation implies a high risk to the overall integrity of the system, as dis-
cussed in Section 1.2. For this reason, this thesis has two sub-objectives: (i) the
proposed solution must provide sufficiently reliable ionospheric information to
meet the integrity requirements of GBAS, and (ii) it must be certifiable with
minimal additional effort and maintain compatibility with existing hardware
with as few modifications as possible.

To achieve these objectives, this thesis should answer the following Re-
search Questions (RQ):

¢ RQ1: How can the existing excess of conservatism be reduced in cur-
rent GBAS solutions to mitigate the ionospheric gradient threat without
compromising user integrity?

e RQ2: What is the interface to current GBAS solutions so that no changes
to the current standards are required?
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e RQ3: What is the performance of the proposed method under nominal
and highly active ionospheric conditions?

e RQ4: How much does the proposed concept increase GBAS availability
in geographic areas with highly active ionosphere relative to current state-
of-the-art solutions?

Note that this work does not consider the secured communication link re-
quired between the network and the specific GBAS stations. This topic is left
for future work to experts in these areas.

1.4 Thesis outline and contributions

This thesis proposes solutions to the research questions identified above.
Each solution and the main contributions of this thesis are presented in Chap-
ters 3 to 6. Therefore, this section gives only a brief summary of the major
contributions together with an outline of the thesis.

Chapter 2 provides a detailed overview of the single-frequency single-constella-
tion GBAS fundamentals and the main existing solutions for the ionospheric
threat mitigation. The first part of the chapter focuses on explaining the gener-
ation of GBAS corrections and the calculation of the aircraft’s position. It also
describes the error sources and the integrity concept, including the calculation
of the protection levels and a brief description of the main integrity monitors.
The second part of the chapter focuses on explaining the impact and mitigation
of the ionospheric threat in GBAS. Thus, it describes the main characteristics
of the ionosphere in different regions of the world and the ionospheric threat
models of CONUS, Germany, and Brazil. It also explains the PDGS algorithm
currently adopted in CAT I GBAS.

Chapter 3 contains the main contributions of this thesis and addresses RQ1
and RQ2. It gives the complete methodology to be followed, from the detection
and estimation of anomalous ionospheric gradients in real time to the integra-
tion of this information with current GBAS solutions. The main contributions
of this chapter are:

e The design and development of the Network-GBAS concept, which uses
an external monitoring network to detect and estimate ionospheric gra-
dients in real time.

e The design and development of the algorithm for real-time ionospheric
gradient detection, which is based on the time derivatives of the slant
ionospheric delays measured by each satellite-station pair.

e The design and development of the algorithm for the estimation of the
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ionospheric gradient parameters and their overbounding based on a net-
work of stations and the cross-correlation between the slant ionospheric
rates.

e The design and description of the methodology to derive the minimum
detectable error for each of the stations in the network to meet the in-
tegrity requirements.

e The design and description of the methodology to integrate the informa-
tion from the network in the current CAT I GBAS solutions adopted for
the ionospheric threat mitigation, more specifically in the PDGS algo-
rithm.

Chapter 4 evaluates the concept and algorithms proposed in Chapter 3 with
simulated and real ionospheric perturbations from a high-latitude, active ionos-
pheric region, namely in Alaska. Therefore, it contributes to answering RQ3 for
the auroral region. The RQ3 is also addressed in Chapter 5 for the equatorial
region. The main contributions of this chapter are the following:

e The design and implementation of an ionospheric gradient simulator ca-
pable of generating synthetic ionospheric perturbations with the typical
characteristics of those of the auroral region.

e The evaluation of the detection algorithm with simulated ionospheric
gradients and with a real ionospheric gradient experienced in Alaska by
several satellites both in post-processing and in real time.

e The evaluation of the estimation algorithm with simulated ionospheric
gradients and with a real ionospheric gradient experienced in Alaska by
several satellites both in post-processing and in real time.

e The adaptation of the estimation algorithm proposed in Chapter 3 for the
automatic selection of the reference station considering the characteristics
of the real measurements in Alaska.

Chapter 5 evaluates the concept and algorithms proposed in Chapter 3 with
simulated and real ionospheric perturbations from a low-latitude, active ionos-
pheric region, specifically in Brazil. Therefore, it addresses RQ3 for the equa-
torial region. Chapter 5 follows a structure analogous to Chapter 4 to facilitate
the comparison of the results between the two regions. The contributions of
this chapter are the following:

e The design and implementation of an ionospheric gradient simulator ca-
pable of generating synthetic equatorial plasma bubbles.

e The evaluation of the detection algorithm with simulated ionospheric
gradients and with a real ionospheric gradient experienced in Brazil by
several satellites both in post-processing and in real time.
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e The evaluation of the estimation algorithm with simulated ionospheric
gradients and with a real ionospheric gradient experienced in Brazil by
several satellites both in post-processing and in real time.

e The adaptation of the estimation algorithm proposed in Chapter 3 to
cope with the equatorial plasma bubbles, which are composed of two
single gradients, one downward and one upward.

Chapter 6 addresses RQ4. The main contributions of this chapter are:

e The design and development of the methodology to derive the minimum
detectable gradient for a real airport and a simulated GBAS station pro-
tected by the network in Brazil.

e A first evaluation of CAT I GBAS availability using the methodology
proposed in this thesis and its comparison with the system availability
obtained using the current solutions in Brazil.

Chapter 7 contains the conclusion of this thesis. It concludes with suggestions
for further research.

1.5 Thesis publications

This section presents the publications that resulted from the work accom-
plished in this thesis.

The Network-GBAS concept and the algorithms for detection and estima-
tion of ionospheric gradients together with their evaluation in Alaska (Chapters
3 and 4) have been published in:

e M. Caamano, M. Felux, D. Gerbeth, J.M. Juan, G. Gonzalez-Casado, and
J. Sanz, “Network-Based Ionospheric Gradient Monitoring to Support
GBAS”, in Proceedings of the 32nd International Technical Meeting of
the Satellite Division of The Institute of Navigation (ION GNSS+ 2019),
2019, pages 2888-2902, doi: 10.33012/2019.16926.

e M. Caamano, J.M. Juan, M. Felux, D. Gerbeth, G. Gonzalez-Casado,
and J. Sanz, “Network-based ionospheric gradient monitoring to support
GBAS” in NAVIGATION, Journal of the Institute of Navigation, 2021,
68(1), pages 135-156, doi: 10.1002/navi.411. This article is an extension
of the paper presented at ION GNSS+ 2019 and therefore was published
with the same title.

Furthermore, preliminary studies on the design of the methodology for the
“Network-GBAS” were published in:
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e M. Caamano, D. Gerbeth, M. Felux, and M.S. Circiu,“Using a Wide
Area Receiver Network to Support GBAS Ionospheric Monitoring”, in
Proceedings of the 30th International Technical Meeting of the Satellite
Division of The Institute of Navigation (ION GNSS+ 2017), 2017, pages
1418-1428, doi: 10.33012/2017.15319.

The methodologies to derive the minimum detectable gradient by the net-
work and to overbound the estimated gradient parameters (explained in Chap-
ter 3) together with the results of Chapters 5 and 6 will be published in two
journal papers that are, at the moment of writing this thesis, under prepa-
ration.






Background

This chapter provides an overview of the Ground Based Augmentation Sys-
tem (GBAS) and describes the architecture and integrity concept of the existing
state-of-the-art single-frequency system. The scope of the chapter focuses on
the GBAS Approach Service Type (GAST) that is as of April 2022 operational,
which offers approach guidance under CAT I weather conditions (GAST C). In
addition, it includes a detailed description of the ionospheric error mitigation
strategy in GAST C. Particularly, it describes the Position Domain Geometry
Screening (PDGS) methodology, which is used in Chapter 6.

2.1 GBAS architecture

The Ground Based Augmentation System (GBAS) is a development of local-
area differential GNSS whose main purpose is to provide precision approach
guidance for aircraft.

The system consists of three elements shown in Figure 2.1:

1. The GNSS Space Segment provides ranging signals and broadcasts navi-
gation data (orbit and clock parameters, satellite health status, and other
complementary information) to the ground facility and users. Current
GBAS is based on GPS C/A signals transmitted on the L1 frequency
band (1575.42 MHz).

2. The GBAS Ground Subsystem provides aircraft within its coverage vol-
ume with approach path data and, for each satellite in view, pseudorange
differential corrections and integrity information. Initially, GBAS cover-
age was defined through the Maximum Use Distance (Dmax) parameter,
which was set to 43 km. However, according to current standards [8], pi-
lots can use GBAS pseudorange corrections beyond this limit to facilitate
the transition to the approach phase. The ground system includes typi-
cally four reference receivers and antennas installed in carefully surveyed
and protected locations inside the area of an airport. These antennas

15
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Figure 2.1: GBAS architecture.

are specially developed for GBAS to minimize multipath errors affecting
each reference receiver and are commonly known as Multipath Limit-
ing Antennas (MLAs). The GBAS master control center collects all the
measurements from the reference receivers and generates differential cor-
rections and integrity parameters. Furthermore, it constantly monitors
the GPS signals and, in case it detects any system failure, it excludes the
affected measurements (e.g. satellites) from the correction and integrity
messages. Differential corrections and integrity information are broad-
cast to users in different messages types via Very High Frequency Data
Broadcast (VDB) transmitters.

3. The Airborne Subsystem uses the GPS signals collected by the GNSS
receivers on board the aircraft and the differential pseudorange correc-
tions transmitted by the GBAS ground station to determine its position
relative to the approach path very accurately. Furthermore, it uses the
integrity parameters received from the ground station to calculate con-
servative bounds of the residual position errors and ensure safety of the
operation.
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2.1.1 GNSS Space Segment

The GNSS Space Segment is the responsible of providing the ranging signals
and navigation data to the ground facility and users.

As of April 2022, three GNSS core constellations are fully deployed and
operational: the NAVSTAR Global Positioning System (GPS) from the United
States of America, the Global Navigation Satellite System (GLONASS) from
the Russian Federation, and BeiDou from the People’s Republic of China. The
European Galileo constellation is expected to be completed in 2022 with a total
of 30 satellites (24 active and 6 spares)[43]. In spite of the existence of all these
satellite constellations, current operational GBAS is based on an architecture
designed in the 1990s, which was a single-constellation architecture (GPS) only.
GPS consists of at least 24 satellites that are distributed in six orbital planes.
The satellites operate in near-circular orbits at an altitude of about 20,200 km
above the Earth’s surface. The orbital planes are inclined by an angle of 55
degrees to the equator, and each satellite completes an orbit in approximately
11 hours and 58 minutes (twice a day) [44]. Furthermore, since the start of GPS
operation, the GPS satellites transmit signals at two frequencies, designated
L1 and L2. The main GPS carrier signal L1 is transmitted at 1575.42 MHz
and is modulated by two codes: the coarse/acquisition (C/A) code, which is
the one used by civilian users, and the precision/secure (P/Y) code, which is
encrypted and reserved for military and authorized civilian users. The second
signal, GPS L2, is centered at 1227.6 MHz and was established to provide a
second frequency for ionospheric group delay correction. More recently, since
the launch of the Block IIF satellites on May 2010, GPS introduced signals
on a third frequency designated L5 and centered at 1176.45 MHz. In contrast
to GPS L2, GPS L5 is usable for aviation safety-of-life applications, and these
two signals, L1 and L5, are compatible with their equivalents in the Galileo
constellation, E1 and Eba.

2.1.1.1 GNSS observables and potential influences

Two different types of measurements are used in GBAS: pseudorange or
code measurements and carrier-phase measurements. The basic process of
generating the pseudorange measurements is as follows: first, the receiver gen-
erates a replica of the Pseudorandom noise (PRN) code for each satellite and
correlates the replicas with the actual PRN codes transmitted by each of the
satellites in view. When the maximum of the correlation is reached, the dif-
ference between the signal transmission time on the satellite and the reception
time on the receiver is calculated. This time difference or transit time is then
multiplied with the speed of light to obtain the pseudorange. This process of
aligning the PRN code replicas with the received signals is known as code lock
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and is done continuously through a Delay Lock Loop (DLL).

The carrier-phase measurement is the difference between the phase of the
carrier received from the satellite and the phase generated internally by the
receiver’s oscillator. The receiver continuously tracks the carrier modulated by
the navigation data with a Phase Lock Loop (PLL) and records these phase
measurements in equal intervals of receiver time. Note that the receiver can
measure only a partial number of cycles and not the number of whole cycles
between the receiver and the satellite. When combining these partial cycles
with an initial unknown number of whole cycles, the apparent distance or range
between the satellite and the receiver is obtained. This unknown number of
cycles is the so-called integer ambiguity [44], which changes arbitrarily every
time the receiver loses the lock on the signal, producing jumps or discontinuities
in the carrier-phase measurement.

Equation 2.1 describes in a simplified form the pseudorange (pfr) and

carrier-phase measurements (¢; ,r) in meters for frequency i, a single satellite
j, and a single receiver r as:

pl,=Ri+c-(0ty— o))+ TI + 1] + MP,  +n,,

4 . 4 | ) . (2.1)

lo=Ri+c (8t —00) + T — I] + N - N], + MPyJ,  +ng; .
Here, RJ is the geometrical satellite-user range in meters, c is the speed of
light in meters per second, 6¢, and 6t/ are the receiver and the satellite clock
biases respectively both expressed in seconds, I J is the ionospheric delay for

frequency i in meters, T¢ is the tropospheric delay in meters, and N] and \;
are the integer ambiguity in cycles and the corresponding wavelength of the
frequency ¢. Finally, MPpJZ .~ and MP4’. represent the code multipath and the

phase multipath errors on frequency 7, and Tiji , and 77¢j2- , the thermal noise
and other code and phase measurement errors all in meters.

As can be seen in Equation 2.1, both the pseudorange and carrier-phase
measurements are affected by a number of common errors that prevent the
user from obtaining the true range R: (i) the user clock offset because the
user receiver is not synchronized to the satellite clocks, (ii) errors introduced
by the propagation of the signal through the ionosphere and troposphere, and
(iii) errors coming from the user side such as multipath and noise. However,
some of these errors have a different behavior for the code and the carrier-phase
measurements, a fact that is used in GBAS to improve position accuracy as
explained in the following sections. Note that in Equation 2.1, terms referring
to the receiver and satellite code and carrier-phase hardware biases and carrier-
phase wind-up have not been considered as they are not used throughout this
thesis. For a more detailed description of the errors in the pseudorange and
the carrier-phase measurements refer to Section 4 of [45].
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2.1.2 GBAS Ground Subsystem

GBAS is a code-based differential system. The GBAS Ground Subsystem
is responsible for generating and broadcasting carrier-smoothed pseudorange
differential corrections and integrity information for each satellite in view. Fur-
thermore, it also includes fault detection monitoring to ensure integrity in
non-nominal conditions by excluding the affected measurements from the cor-
rection and integrity messages.

The differential pseudorange corrections are calculated based on the known
(pre-surveyed) position of the reference receivers and the satellite position
broadcast in the navigation message. Inside the GBAS coverage area, the
aircraft applies the approved pseudorange corrections, and errors common to
both the ground and the airborne are removed from each airborne measure-
ment, improving the accuracy of its position estimation. Common errors in-
clude those due to the satellite (clock offset, ephemeris, hardware delays) or
those introduced by the propagation medium (ionosphere, troposphere), which
are assumed to be similar because they are correlated over short distances. The
processing algorithms, including carrier-phase smoothing and the computation
of differential corrections, are explained in Section 2.1.2.1.

The broadcast integrity parameters enable the overbounding of the residual
remaining errors on the aircraft after the application of the corrections. Since
the description of the integrity assurance in nominal and non-nominal condi-
tions by the GBAS Ground Subsystem requires a lengthy explanation, these
methods will be presented separately in Section 2.3.

2.1.2.1 Generation of pseudorange corrections

As explained in Section 2.1.1.1, the code and carrier-phase measurements
experience common errors. Since the carrier-phase measurements are less noisy
than the code measurements but ambiguous, the difference between carrier-
phase measurements recorded in two consecutive epochs can be used to reduce
high frequency noise and multipath in code measurements. This process is
called carrier-phase smoothing in the literature and is done by using a Hatch
filter [46]. Note that, by using the difference between two consecutive epochs
or rate of change of the carrier-phase measurements, the integer ambiguity
is automatically removed if no cycle slip has occurred. However, the time-
varying ionosphere induces a bias called “Code-Carrier Divergence” in the
single-frequency smoothed pseudorange when it is averaged in the smoothing
filter. In Section 4.2.3.1 of [45], this effect is analyzed.

To build the carrier-smoothed code measurements, the carrier-phase dif-
ference between the current and the previous epoch is added to the previous
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smoothed pseudorange, and that value (a projection of the current smoothed
pseudorange) is weighted and added to the weighted current raw pseudorange
measurement. The expression of the smoothed pseudorange at epoch ¢ (ac-
cording to section 3.7.1.2.8.3.3 of [47] and section 3.2.1.2.8.5.1 of [48]) is:

A0 =F 0+ (1= 50) [ (e - 0+ o0 - ol - 1) 22)

where ﬁzr(t) is the current carrier-smoothed pseudorange, ﬁg’r(t — 1) is the
previous carrier-smoothed pseudorange, pg ,(t) is the current raw pseudorange

measurement, qbf ,(t) is the current carrier-phase measurement, and qbf Lt =
1) is the previou7s carrier-phase measurement, all expressed in meters. 7Here,
AT represents the sample interval, and 7 is the filter time constant, both
expressed in seconds. The time interval or sampling rate of the measurements
for GBAS is 0.5 seconds, and the smoothing time constant (7) depends on the
active service type of the station (e.g., 100 seconds for GAST C). Note that
the definition of the weights on the current pseudorange and the projection
from the carrier phase difference in Equation 2.2 heavily emphasizes the latter
compared to the former.

After the carrier-smoothing process, the ground subsystem computes carrier-
smoothed pseudorange corrections for satellites in view and above the mini-
mum elevation angle (5°). A pseudorange correction candidate (denoted as
PRC ¢sc?) for each reference receiver r and satellite j is initially obtained by
subtracting the smoothed pseudorange and the satellite clock bias from the
geometric range as described in Equation 2.3 (see sections 3.7.1.2.8.3.1 of [47]
and 3.2.1.2.8.5.4 of [48)]):

PRCcsc% = Ri — ﬁfn —cC- 5tj, (2.3)

where R is the geometric range from the receiver r to the satellite j calculated
from the precisely known position of the reference antennas and the position
of the satellite, ﬁf; is the smoothed pseudorange, and 6t/ represents the clock
error for satellite j relative to GPS time. Both the satellite position and the
satellite clock error are computed from information included in the broadcast
navigation message encoded on the carrier-phase measurements. Note that all
equations in this chapter refer to the measurements on the L1 frequency band
at time epoch t. Thus, the indices for the frequency and time are omitted for
simplicity and are included only if necessary.

The candidate pseudorange corrections (PRC ¢s¢) contain the receiver clock
error that is common to all satellites tracked by that receiver, which is removed
by subtracting a weighted average of all candidate pseudorange corrections for
a given receiver in a process called smoothed clock adjustment (SCA). This



Chapter 2. Background 21

process also removes the common part of all other errors contained in all visi-
ble satellites, including a fraction of the atmospheric errors. However, this does
not impact the position solution estimation in the aircraft. This is because any
bias common to all satellites that would be introduced when applying the cor-
rections projects into the user receiver’s clock estimate but leaves the position
estimate unaffected. In this process, only the satellites common to all ground
reference receivers (the so-called “common set”) are used.

The correction for a receiver r and a satellite j after the smoothed clock
adjustment is:

J
PRCSCA; = PRCCsci — Z wZ . PRCCscf;, (2.4)
=1

where J represents the total number of used satellites and wl represents the
weights given to each satellite. The existing methods to compute these weights
are not specified in this thesis, but the requirement is that Zwﬂ =1. Com-
monly used methods are either equal weights [48] or a weighting that is de-
pendent on satellite elevation [47].

Finally, the broadcast correction for satellite j is computed as an average
of all candidate pseudorange corrections over all receivers for that particu-
lar satellite Rg(j):

' 1 Rg(j) A
PRCY = —— . P 7 2.
RC 7ol ; RC ¢l (2.5)

In addition to the pseudorange corrections, the ground also broadcasts range
rate corrections (RRC'rx) to enable the airborne system to extrapolate during
the interval following the last received message. The reason behind is that the
airborne update rate is specified to be at least 5 Hz [49] and thus faster than
the update rate of the GBAS message from the ground (2 Hz). The range
rate corrections at current epoch t are computed as the rate of change of the
current and previous transmitted pseudorange corrections as:

, PRCY.. (t) — PRCY. . (t — 1
RRCY (t) = rx (1) AT rx(t=1), (2.6)

2.1.3 Airborne Subsystem

The Airborne Subsystem receives the pseudorange and range rate correc-
tions broadcast by the GBAS ground station and applies them to its own
smoothed pseudorange measurements in order to compute its position. The
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processing algorithms, including carrier-phase smoothing and the computation
of the position, are explained in Section 2.1.3.1.

Additionally, it receives the broadcast integrity parameters, which allow
it to compute safety bounds of the residual position errors that remain after
the application of the differential corrections. The explanation of the integrity
assurance and protection level computation will be presented in Section 2.3.

2.1.3.1 Airborne processing

GBAS avionics typically consist of a Multi-Mode Receiver (MMR) capable
of receiving the GBAS messages from the ground system and the GNSS ranging
signals from the satellites.

The smoothed pseudorange measurements are computed in the aircraft by
processing the raw pseudorange and carrier-phase measurements using the
same smoothing filter [46] and time constant (100 seconds for GAST C) as
for the generation of the corrections on the ground (see Equation 2.2). This
is done to avoid introducing different time-varying errors due to mismatched
filters. Then, the pseudorange corrections broadcast by the ground station
are applied to the airborne smoothed pseudoranges, p’, (). This process is
described in Section 2.3.8.2 of [49]. The corrected smoothed pseudorange at
the airborne receiver for a satellite j at airborne epoch t, 5. .,..(), is then:

ﬁgir,corr (t) = ﬁfnr(t) + PRC]TX (tPRCTX) + RRC?I’X (t - tPRCTX) + Tcgir (t) +c- 5t] (t)a
(2.7)

where ﬁfm (t) is the airborne smoothed pseudorange for satellite j, PRC];‘FX is
the broadcast correction at time tprc .y, RRC]'TX is the range rate correction
broadcast at time tprc ,y TC’Zir is the differential tropospheric correction,
and 6t/ is the satellite clock bias for satellite j computed by the airborne
receiver. The tprc,, is the time at which the corrections and the range rate
corrections were generated. The user computes the time difference between
its current epoch ¢ and the time of transmission of the corrections from the
ground station tprc . If this time difference is within the time of applicability
of the pseudorange corrections (Section 2.3.11.5.2.1.1 of [20]), it is multiplied
with the range rate corrections to account for the temporal variation of the
errors during this time difference.

The difference in tropospheric delay between the GBAS reference station
and the aircraft arises in part due to the altitude difference between the two
[50]. Therefore, a differential tropospheric correction is computed according
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to the formula of Section 2.3.8.3 in [49]:

; 106 —Ah
vt =3 (R
\/0.002 + sin?(¢’

air)

where Ah is the height of the aircraft above the GBAS reference station, GZ”
is the elevation angle of satellite ;7 computed by the airborne receiver and N,
and hg are the refractivity index and the troposphere scale height, which are
parameters specific to the ground station and broadcast in the GBAS message
that will be explained in Section 2.3.3.4. There is also a tropospheric delay
difference due to spatial decorrelation between ground and air, but since this
difference is small and unknown, no correction can be made for it.

2.1.3.2 Airborne position determination

After the application of the corrections, atmospheric errors and errors due to
the satellite are largely removed, but the corrected pseudorange measurements,
ﬁfm, coprrs Still contain the receiver clock offset, ¢ - 6t,, and a residual error, &),
in addition to the geometric range.

Based on the smoothed and corrected pseudorange measurements, the air-
borne receiver can calculate its position coordinates in an Earth-Centered
Earth-Fixed (ECEF) coordinate system (Zqir = [Tair, Yair, Zair]) and its re-
ceiver clock bias error (c - dt,) for J > 4 by solving the following system
of equations:

ﬁfu’r,corr = Hw] _mai'rH +C'5tr+5~‘z)> ] = 17--'>u77 (29)
where x/ represents the position of satellite j at the time of the signal trans-
mission, x! = [27,y7, 27].

Equation 2.9 defines a nonlinear system whose usual resolution technique
consists of determining the position of the aircraft and the receiver clock bias
iteratively by starting with an initial approximate position, xq4ir,0 (typically
the estimated position of the previous epoch or the center of the Earth if
no prior knowledge is available), and an initial clock offset estimate, ¢ - dt, o
(initial value typically used is 0).

Thus, after linearising the geometrical range of Equation 2.9 in the neigh-
borhood of a point (Zg4ir,0) corresponding to the approximate position of the
aircraft’s receiver, and rewriting it for all visible satellites (J > 4) in a matrix
form, this equation can be expressed as:

Ap = ﬁflir,corr o Ri = GAzgr + éjp? (210)
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where Ap represents the difference between the smoothed corrected airborne
measurements, p.. .. and the estimated geometric range between the esti-

mated aircraft position at each time and the satellite position, Rﬁ, Axgir =
[0Zqir, 0Yair, O Zair, Otair] contains the increment of position and the increment
of the clock offset, and the so-called “geometry matrix”, G, has a dimen-
sion of J x 4. It contains on the j* row the unit vectors from the user to
satellite j described as:

¢’ = [=cos(#”) - cos(p?), — cos(6?) - sin(¢p?), — sin(6?), 1], (2.11)

with 67 being the elevation and ¢’ the azimuth angles (relative to the horizon in
the ECEF coordinate system) of the satellite j. The last column of 1 represents
the receiver clock offset.

Then, Equation 2.10 is solved for AZ4;, using the weighted least squares
method as described in Equation 2.12:

AZgir = SAp. (2.12)

The S matrix is the weighted pseudo-inverse of the geometry matrix G, which
relates the measurements from the pseudorange domain to the position do-
main and is defined as:

S=(GWaG)'G'wW. (2.13)

The weighting matrix, W, is introduced to give more weight to the satellites
where less measurement error is expected. W can be defined as a J x J
diagonal matrix containing the inverse of the expected uncertainty associated
with each pseudorange measurement as entries. It is defined as:

1 e
(O.IGBAS,TL‘)Q (1) 0
0 N 0
W= _ opasal . , (2.14)
0 0 R S

J
(UGBAS,w)Z

where the (ojG BAS $)2 terms represent the overbounding variances of the differ-
ential corrected péeudorange measurements for satellite j and GBAS Approach
Service Type “x”, e.g. C or D, that will be explained in Section 2.3.3. This ma-
trix is defined assuming that the measurement errors from different satellites
are uncorrelated and can be described by a zero-mean Gaussian distribution.

Once the increment AZg;,- is computed, it is added to the previous po-
sition and user clock estimate to obtain a new position and clock estimate.
The process is repeated until the increment is small enough to remain below
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a predefined threshold. This is a standard method of GNSS-based position
determination, and it is fully described in Chapter 6 of [44].

Note that, all previous equations are valid only for a single constellation. In
the case where measurements from a second GNSS constellation are used, the
rows of G would be the same for the first three terms (columns) as in Equation
2.11 but, instead of a single column with “1” for the clock offset, two columns
with either “1 or 0” or “0 or 1” depending on the constellation per row would
be added. This is done to select the specific constellation to which each of the
satellites belongs to. Thus, G would have a dimension of J x 5.

In GBAS Approach services, the aircraft computes its lateral and vertical
position deviations from a reference approach track. The computation of the
deviations is out of scope and is not explained in this thesis, but a detailed
description of their calculation can be found in Section 2.3.11.5.1 of [20].

2.2 GBAS performance requirements

GBAS provides precision approach service for three different categories
of operation: Category I (CAT I), II, and III. The different categories refer
to the requirements in terms of Decision Height (DH) and Runway Visual
Range (RVR) that have to be met in order to proceed with the intended oper-
ation. For example, in case of CAT I, the aircraft can be guided to a minimum
altitude, the DH, below which it can only continue if the runway is visible.
The requirements for Category II (CAT II) and CAT III are more stringent
because they allow operations for lower DHs, which means that the pilot has
less time to react if an unexpected problem occurs (such as being out of posi-
tion when the runway becomes visible) and the operation has to be aborted,
leading to a missed approach. Table 2.1 specifies the limits on the RVR and
DH for the different precision landing categories [16]. For CAT I the require-
ment is either a RVR no lower than 550 m or a visibility not less than 800
m. The difference between these two terms is the following: RVR refers to
the distance over which a pilot of an aircraft on the center line of the runway
can see the runway surface markings delineating the runway or identifying its
center line, whereas visibility is a general metric applicable to an area, and is
normally measured by a person from the tower.

Moreover, in each intended operation, different levels of accuracy, integrity,
continuity, and availability have to be achieved. These four performance eval-
uation parameters are defined in [8, 51] as follows:

e Accuracy: “GNSS position accuracy is defined as the difference between
a computed and a true position” [51]. The probability that the position
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error is within the accuracy requirements under nominal fault-free con-
ditions should be at least 95%.

e Integrity: “Integrity is a measure of the trust that can be placed in the
correctness of the information supplied by the total system” [51]. Tt is
defined through three quantitative elements: (i) the integrity risk, or
the Probability of Hazardously Misleading Information (PHMI), (ii) the
Time to Alert (TTA), and (iii) Alert Limits (ALs). PHMI represents
the probability that the true aircraft position lies outside the confidence
position error bounds and above the ALs due to an erroneous output,
and this condition has not been notified to the pilot (or autopilot) within
the specified Time to Alert (TTA). Thus, TTA represents the maximum
time that the system has to warn the user in case GBAS should not be
used for the intended operation. The ALs are the maximum position
errors that are acceptable in the lateral and vertical domain. As an
example, if Hazardously Misleading Information (HMI) causes a vertical
error greater than 10 meters to a CAT I user, the GBAS ground station
must detect this event and alert the users within a 6-second TTA if the
affected measurements cannot be reliably excluded. The probability of
HMI occurring should be less than 2 x 1077 per approach to guarantee
the system’s safety (see Table 2.2).

e Continuity: “Continuity is the capability of the system to perform its
function without unscheduled interruptions during the intended operation,
expressed as a probability. For example, there should be a high probabil-
ity that guidance will remain available throughout an entire instrument
approach procedure” [51].

e Availability is the percentage of time that the system simultaneously
meets the Accuracy, Integrity and Continuity requirements.

Category DH RVR Visibility
CAT I DH > 60 m RVR > 550 m Visibility > 800 m
CAT II 30 m < DH < 60 m RVR > 300 m -

CAT Illa O0m < DH < 30 m RVR > 175 m -

CAT IIIb Om<DH<15m | 50m <RVR <175 m -

CAT IIlc 0m RVR > 0m -

Table 2.1: Precision Approach Categories.

The navigation performance requirements and the ALs (Vertical Alert Limit
(VAL) and Lateral Alert Limit (LAL)) for each category of operation and spe-
cific GBAS Approach Service Types (GASTSs) are summarized in Table 2.2.
Here, “lateral” refers to “cross-track” or perpendicular to the approach direc-
tion of the aircraft. Furthermore, all types of operation require the availability
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Oper. Accuracy Integrity
type & Cont.
GAST Integrity
Lat. | Vert. Risk TTA | LAL | VAL
APV-1 2x 1077 8 x107°
(GASTA) | 16m | 20 m per 150 s 10s | 40m | 50 m per 15 s
APV-II 2x 1077 8 x107°
(GASTB) | 16 m 8 m per 150 s 6s 40m | 20 m per 15 s
CAT I 2x1077 8 x107°
(GASTC) | 16 m 4m per 150 s 6s 40m | 10 m per 15 s
1x107°
CAT II per 15 s vert. 4x107°
(GASTD) | 50 m | 29 m | and 30 s lat. 2s 17m | 10 m per 15 s
1x107° 2x107°
CAT III per 15 s vert. per 15 s vert.

(GASTD) | 5.0m | 29 m | and 30 s lat. 2s 17m | 10 m | and 30 s lat.

Table 2.2: Performance requirements.

to be above 99%. This information has been extracted from [8, 52].

As can be seen in Table 2.2, civil aviation demands high levels of availabil-
ity and continuity, but also high integrity, especially for precision approach
and automatic landings under CAT III weather conditions. However, ensuring
integrity might produce a loss of continuity and availability in certain con-
ditions. As an example, during an approach, sensitive integrity monitors de-
signed to meet the stringent integrity requirements could trigger excessive false
alerts, and therefore produce a loss of continuity. Furthermore, prior to an ap-
proach, protection against the ionospheric gradient threat in equatorial regions
could cause a loss of availability due to the high values of the threat model
[28, 53, 54]. Therefore, there is a trade-off between these requirements that
represents a challenge for GBAS development: integrity must be protected
without making too many conservative assumptions that might degrade the
system’s availability and continuity.

2.3 Integrity assurance in GBAS

Depending on the rate of occurrence and the size of the impact of the
different errors that might affect GBAS positioning, the integrity of the system
can be achieved in two complementary ways. As a first step, however, it
is important to define the integrity risk requirement of each of the potential
errors (see Section 2.3.1) and to bound their probability of occurrence. Any
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error that is known to occur at a rate below the allocated integrity risk does
not need to be considered.

For all the other errors, which occur with a probability higher than the
defined integrity risk, two different strategies are used: (i) integrity monitor-
ing to detect and exclude faulty measurements from the position solution, and
(ii) bounding of the nominal position errors through the generation of Pro-
tection Levels (PLs).

This section provides the background information on the protection level
calculation and the principles of integrity monitoring, with a focus on GAST C.

2.3.1 Integrity risk allocation in GAST C

In GAST C, the ground is fully responsible for ensuring integrity of the
GBAS Signal-in-Space (SiS) to support CAT I operations. This means that
the ground station must detect any failure in the ground or in the space segment
and prevent users from losing integrity as a result. To do this, the ground sub-
system broadcasts integrity parameters which, when applied by the airborne
user, bound the actual error with the given integrity risk. In addition, the
ground executes several integrity monitoring algorithms that detect and ex-
clude faulty signals that can lead to hazardous user position errors and might
not be bounded by the protection levels.

The GBAS SiS integrity risk value is defined to be less than 2 x 1077 in
any one approach (see Table 2.2). From the total SiS integrity risk, 0.5 x 10~7
in any one approach is allocated to the HO and H1 protection levels. The
remaining 1.5 x 10~7 is allocated to the so-called H2 faults and includes failures
that must be mitigated by the GBAS Ground Subsystem [47]. From these
errors, ephemeris errors are covered by a protection level with an integrity
risk allocation of 2.3 x 1078 [55]. Protection against the remaining failures is
achieved through integrity monitoring. Figure 2.2 shows an example of GBAS
CAT T integrity risk allocation (information taken from [55]).

2.3.2 Protection levels

To ensure the integrity risk requirement is met, the system computes po-
sition error bounds after the application of differential corrections. These
conservative error bounds are called Protection Levels (PLs) and consist of
the Vertical Protection Level (VPL) and the Lateral Protection Level (LPL).
They are calculated based on models of the individual error components in
the pseudorange measurements (ogpas), a given integrity risk (an allocation
from the 2 x 10~7 requirement), and the current satellite geometry (G). The
protection levels are then compared with the ALs and the system is declared
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Loss of Integrity (LOI)

2 x 1077 per approach

2.5x108 2.5x 108 1.5x 107
Single
Nominal : g All other
" receiver i
conditions failure conditions
(HO) e (H2)
1.4x 107 1x108

All other failures

ingl i
Single satellite (not bounded

failur
atlures by any PL)
2.3x108 1.17 x 107
Ephemeris failures Other single-satellite
(bounded by failures (not bounded
ephemeris PLs) by any PL)

Figure 2.2: Example of GBAS CAT I integrity risk allocation ([55]).

unavailable if at least one of the PLs exceeds the corresponding AL. Figure
2.3 illustrates these two concepts.

The ALs are defined for the vertical and lateral domain (Vertical Alert
Limit (VAL), Lateral Alert Limit (LAL)) and represent the maximum allowable
errors that can be safely tolerated. They vary with the distance of the aircraft
to the landing threshold point. The CAT I LAL decreases from 63.15 m to
a value of 40 m on the final approach segment close to the runway threshold,
where the minimum decision height is reached. The VAL decreases from 43.35
m to a maximum value of 10 m. The values mentioned here are maximum
values, however tighter ALs may be used for specific approaches or specific
aircraft implementations as necessary.

PLs are defined to address the fault-free condition (HO), the case of a failure
in one of the reference receivers (H1), and the position errors due to errors in
the ephemeris data. The aircraft computes the maximum among the three
and verifies if the values are below the alert limits (in both lateral and vertical
domain). As explained previously, in case any of the protection levels exceeds



30 2.3. Integrity assurance in GBAS

k_/ L VAL

Figure 2.3: GBAS protection levels and alert limits.

the alert limits, the service becomes unavailable (or continuity is lost if an
approach has already begun).

In this thesis, only the fault-free and the ephemeris protection levels are
used. The explanation of the H1 protection levels is out of scope, but an ex-
planation and calculation of them can be found in [20]. Furthermore, since
the most stringent requirements while performing a precision approach are in
the vertical domain, only VPL and ephemeris vertical protection level (VPB)
are explained.

The fault-free vertical protection level, VPLy,, is computed as [20]:

q

VPLHO = kﬁmd ) Z Sapr_ vert JGBAS :1:)2 + Do, (2'15)
7=1

where sfmhvert represents the projection factor of the vertical and the along-
track components of the error from the pseudorange domain into the vertical
position domain for satellite j. This projection factor is computed with the
elements from the S-matrix as:

SﬁpT vert = 535 T 815 ° tan(HGPA) (2.16)

with @gpa being the glidepath angle and S the weighted pseudo-inverse of the
geometry matrix G defined in Equation 2.13.

The fault-free missed detection multiplier in Equation 2.15, k4, represents
the extrapolation of a bounding one-sigma error value to the very small required
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integrity risk allocation for nominal protection levels (2.5 x 10~® in Figure 2.2)
based on the standard Gaussian distribution. It depends on the number of
reference receivers, as described in Table 2.3. D, is a service type specific
term that represents the magnitude of the vertical projection of the difference
between 30-second and 100-second smoothed position solutions in GAST D.
In GAST C, D, is set to 0.

Number of reference receivers 2 3 4
kgma 5.762 | 5.810 | 5.847

Table 2.3: Fault-free Missed Detection Multiplier [20].

The J]éB 45, element is the standard deviation of the uncertainty of the
residual differential pseudorange error for satellite j and is described in Equa-
tion 2.17:

2 _ 2 2 2 2
OGBAS,x = Jpr,gnd,m + O pr_air + Tiono,x + Otropo- (217)

As we can see in Equation 2.17, after the application of corrections, the remain-
ing error sources affecting the differentially corrected pseudorange measure-
ments are ground multipath and receiver noise (0py_gnd,z), airborne multipath
and receiver noise (0pr_gir), ionospheric error (Giono.), and residual tropos-
pheric error (oyopo). Thus, the uncertainty of the residual error that remains
in the differential pseudorange can be expressed as the root-sum-square of
the uncertainties introduced by the different error sources because each error
source is assumed to be statistically independent from the others. Addition-
ally, these uncertainties are also used for weighting in the position solution as
described in Equation 2.14 of Section 2.1.3.2. In the following sections, the
different error models used in GBAS are described. Note that both oo, and
Opr_gnd,« depend on the active approach service type “x” because, in GAST C,
both parameters (ciono,c and opy_gng,c) could be inflated to protect against the
ionospheric gradient threat, which is not the case for GAST D. Furthermore,
a GAST D ground station broadcasts two sets of values for o, 4uq4,p for 30
seconds and 100 seconds smoothing time constants. The o, g4 D30 is used
in the weighting in the position solution and the 0, 44 p,100 is used in the
computation of the protection levels.

Additionally, the vertical ephemeris protection level (VPB) is defined as:

J

VPB? = |SZzpr,vert| “ T Air - Pi + kmd,e,x ’ Z(S{zpr,vert)2 ’ (OJGBAS,J:)Z’ (2'18)
7j=1

VPB = max(VPBY), (2.19)

where x 4; is the distance (slant range) between the aircraft and the GBAS
reference point (in meters), kmq e, represents the ephemeris missed detection
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multiplier, and P! represents the ephemeris decorrelation parameter for satel-
lite j (see Section 2.3.3.2). These last two parameters are both dependent on
the approach service type (see Section 2.3.11.5.2.4 of [20]).

Since this thesis focuses on GAST C, in the following sections, the subindex
“x” to distinguish between different active approaches is dropped for simplicity
and is only retrieved when necessary.

2.3.3 Integrity parameters and models for the error sources

The GBAS ground station broadcasts, together with the differential correc-
tions, several integrity parameters that enable aircraft approaching an airport
to bound the residual position errors remaining in the corrected measurements
by means of the PLs.

One important assumption to compute the protection levels is that, in the
fault-free case, the measurement errors of the ground and the airborne systems
can be described by a zero-mean Gaussian distribution. As described in Equa-
tion 2.17, the standard deviation of the total uncertainty error is computed
as the root-sum-square of the ground multipath and noise contribution, the
troposphere residual uncertainty, the ionospheric residual uncertainty, and the
airborne multipath and noise.

In the next subsections, the models for each of the components of the resid-
ual uncertainty are discussed. Additionally, the integrity parameters broad-
cast by the GBAS ground station, which are related to these different error
sources, are also explained.

2.3.3.1 B-values

B-values are estimates of the contribution of a single reference receiver to
the average pseudorange correction error under the hypothesis that a given
reference receiver has failed [56]. They are computed for each satellite and ref-
erence receiver as the difference between the broadcast pseudorange corrections
and the corrections obtained excluding the reference receiver measurements hy-
pothesized to be failed. The process to calculate them can be found in Section
5.4.4 of [47]. Before a correction for a specific satellite is calculated, the corre-
sponding B-values are compared to their respective monitoring thresholds to
identify potentially faulty measurements. If all B-values are below their respec-
tive thresholds, the pseudorange correction PRC 7x is transmitted to the air-
craft. In case one or more B-values are over the thresholds, the corresponding
faulty data is excluded from the calculation of the corrections and this process
is repeated continuously until all B-values are below their thresholds. These
B-values are key inputs to the H1 protection levels mentioned in Section 2.3.2.
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2.3.3.2 Ephemeris Decorrelation Parameter (P-value)

The P-values “characterize the impact of residual ephemeris errors due to
spatial decorrelation for each satellite” [56]. The P-value is defined as the
Minimum Detectable Error (MDE) of the ephemeris monitors implemented in
the GBAS ground station divided by the minimum distance between the GBAS
reference point and the satellite. P-values are used in the ephemeris protection
levels as described in Equation 2.18.

2.3.3.3 Model of ground noise and multipath

The broadcast residual uncertainty of the ground noise and multipath,
Opr_gnd, 15 defined as “the standard deviation of a normal distribution asso-
ciated with the signal-in-space contribution of the pseudorange error due to
conditions on the ground” [56]. The op, gnq values are obtained based on
ground receiver error estimates and bounds derived from pre-operation siting
trials and ongoing error monitoring during operation. Note that, although
the oy, gna values provide a statistical measure of ground-based error sources
(e.g., multipath, noise), they do not include other errors such as equipment
failures, rare satellite signal anomalies, and ephemeris errors. In GAST C, the
Opr_gnd,c and B-values broadcast to the aircraft are based on 100 seconds of
ground receiver smoothing.

The 0pr_gng values are related to the Ground Accuracy Designators (GADs),
which are standard error models that have been derived to define different
performance levels of the GBAS Ground Subsystem. These GAD curves, and
the example 0, 4,4 values that they represent, do not represent the typical
accuracy of the system but instead, are meant to be used in PL calculations
to bound rare-event errors.

There are three different GAD curves defined: Ground Accuracy Designator
A (GAD A), Ground Accuracy Designator B (GAD B), and Ground Accuracy
Designator C (GAD C) ([57], Section 3.4.1 of [47]). The GAD C curve repre-
sents the model for a standard GBAS ground station that uses Multipath Lim-
iting Antennas (MLAs) and a narrow correlator receiver. The GAD B model
defines the performance that can be achieved with receiver technologies simi-
lar to GAD C, but using conventional survey antennas instead of MLAs. The
GAD A represents a level of performance that can be achieved with low-cost re-
ceivers and antenna installations. These models are described in Equation 2.20:

. a _|_a .e*gj/90)2
Tpr_gnd(07) = \/( 0Tl + (a2)2, (2.20)

Rg

where Rg represents the number of receivers, and 67 the elevation of the satel-
lite j. The parameters ag, a1, as and 0y, which depend of the ground accuracy
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designator type, are defined in Table 2.4. Figure 2.4 shows the GAD curves
as a function of satellite elevation for Rg = 4.

GAD | Elevation [°] | ao [m] | a1 [m] | a2 [m] | 60 [°]
GAD A >5 0.5 1.65 0.08 14.3
GAD B >5 0.16 1.07 0.08 15.5

> . . . .
GAD C > 35 0.15 0.84 0.04 15.5
5 to 35 0.24 0 0.04 -

Table 2.4: GBAS - GPS Accuracy requirement parameters [47].
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Figure 2.4: Ground accuracy models as a function of satellite elevation.

2.3.3.4 Model of tropospheric residual uncertainty

The troposphere introduces a delay in the GNSS signal propagation. In
comparison with the ionosphere, the troposphere is not dispersive, which means
that this delay does not cause a code and carrier phase divergence and it also
does not depend on signal frequency. Since the troposphere is a ranging error
source that is not common to the ground station and the aircraft, the aircraft
must calculate a differential tropospheric correction and a bound of the residual
troposheric error [58]. For that purpose, the ground transmits three different
parameters. The first parameter is the refractivity index of the atmosphere at
the GBAS location, N,. It consists of dry and a wet components and can be
calculated based on locally measured weather data (temperature, air pressure
and humidity) at a particular location. o, is the standard deviation of this
parameter and represents a conservative assessment of the one-sigma variation
of daily values from the broadcast one. The last parameter is the tropospheric
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scale height, hg, which is calculated based on the Earth surface height at the
GBAS location, the user height, and its dry and wet components [50].

Based on the aforementioned tropospheric parameters, the standard devia-
tion of the residual tropospheric error after the application of ground correc-
tions, oropo, can be calculated. The model used for oo, as defined in Section
2.3.12.2 of the DO-253D [20] document is described in Equation 2.21:

10 (1—eo) (2.21)
. -(l—e , .
1/0.002 + sin?(67)

Otropo = Oref * ho

where Ah is the altitude of the aircraft above the GBAS station and 67 rep-
resents the satellite elevation angle.

The small variation of N, between user and ground locations is included
within the ionospheric parameter o, introduced below.

2.3.3.5 Model of the residual nominal ionospheric error

After GBAS pseudorange corrections are applied in the aircraft, residual
ionospheric errors remain due to ionospheric spatial decorrelation between the
GBAS reference station and the aircraft. This spatial decorrelation is taken
into account by the aircraft system when computing protection levels.

Under fault-free conditions, the residual ionospheric error, g;up,, is defined
as in Section 2.3.12.3 of [20] and is computed as described in Equation 2.22:

Tiono = Fpp * Ovig * (xAir +2-7- UA'L'T)~ (222)

Here, Fj, is the so-called obliquity factor, which is used to convert vertical
ionospheric delays (i.e. zenith direction) into the slant domain (i.e. across the
path of the satellite pseudorange through the ionosphere) and assumes that
the ionosphere can be approximated as a thin shell layer situated at a specific
height, hr, above the Earth’s surface. The term F},, is described in Equation
2.23 (Section 2.3.12.3 of [20]):

1 R, - cos(#7) 2
Re+hl

~1/2

Fl, = : (2.23)

where R, represents the equatorial radius of the Earth (6378.1363 km), Ay the
ionospheric shell height (typically assumed to be 350 km above the Earth’s
surface), and €/ the elevation angle of the satellite. In Equation 2.22, x 4, is
the distance (slant range) between the aircraft and the GBAS reference point
(in meters), 7 is the smoothing time constant, and v 44 is the horizontal speed
of the aircraft (in meters/second). The term 2 - 7 - v ;. represents code-carrier
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divergence due to the ionosphere that occurs when the aircraft traverses the
ionospheric gradient over one smoothing time constant.

Additionally, in order to enable the aircraft to calculate the bound for nom-
inal ionospheric decorrelation, GBAS ground stations broadcast the so-called
0vig parameter, where “vig” stands for Vertical Ionospheric Gradient. The o
parameter expresses a conservative bound on typical one-sigma variation in the
vertical ionospheric delay per user-to-reference separation. It is calculated per
region/country, as it depends on local nominal ionospheric conditions, and it
is based on measurements recorded by separated monitoring stations.

Several values for the o,;; parameter have been proposed in the literature.
In the Conterminous United States (CONUS) region, the typical one-sigma
variation of the nominal ionospheric spatial decorrelation for GPS L1 frequency
was found to be around 1 mm/km [59]. However, a conservative bound of 4
mm/km was finally selected for the 0., in CONUS [21] to add margin for
small ionospheric irregularities that can be considered “nominal” and also for
non-Gaussian tail behavior. In further studies ([60]), the authors suggested to
include a bound for anomalous tropospheric errors in the o, as:

R 2 2
Ovig = \/Gvig + O-anomalous,tropo' (224)

Thus, the use of a 0y, value of 6.4 mm/km, including a 5 mm/km bound
for worst-case anomalous troposphere and 4 mm/km bound for nominal ionos-
pheric decorrelation along the vector between ground facility and user, was
finally proposed in the CONUS region [60]. The o, for the CONUS region
is considered to be representative for all mid-latitude regions, but each re-
gion in which GBAS is installed must calculate its own value. Other mid-
latitude regions use their own o,;, values, as is the case of Germany, where
2.07 mm/km is utilized [23].

In equatorial regions, where the nominal behavior of the ionosphere is more
active than in mid-latitudes, higher values for the o, parameter have been
proposed. As an example, in Brazil, a value for o,;, of 14 mm/km for daytime
operations (between 6 am and 6 pm local time) [22] has been derived. In
this case, this value also includes an anomalous tropospheric component of 5
mm/km. Work to assess 0, in Brazil to extend GBAS operations into the
early morning and early evening periods while maintaining integrity against
more severe ionospheric conditions is ongoing.

The 0, parameter that is actually broadcast may also depend on the active
service type of the GBAS ground station. In GAST C, this parameter might be
inflated to protect users against large gradients that might be present between
the GBAS ground station and the aircraft on approach. More details about
this process are given in Section 2.4.3.
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2.3.3.6 Model of the airborne multipath and receiver noise

The residual uncertainty attributed to the airborne multipath and noise
(0pr_air) is computed based on a standardized error model. The model is
designed and applied to all aircraft types in order to avoid individual testing
and certification for each installation and each aircraft. Figure 2.5 shows the
airborne multipath models as a function of satellite elevation.

0.9

—-- AAD A
—— AADB

0.8
0.7 1
0.6
0.5

o
N

air [meters]

‘_l
S 0.31

0.2, e e e e —————— —— —

0.1

0.0

0 10 20 30 40 50 60 70 80 90
Elevation [°]

Figure 2.5: Airborne multipath models as a function of satellite elevation.

The airborne error model is composed of receiver thermal noise, o,, and
multipath noise, oy, (Section 2.3.12.1 of [20]). Both errors are parameterized
as zero-mean Gaussian overbounds, and the total error distribution is computed
as the root-sum-square of the two components as shown in Equation 2.25, where
67 represents the satellite elevation angle relative to the horizon:

Tprair(09) = \/(@n (69))2 + (0rmp)2 (2.25)

The model describes the distribution of the airborne error for 100 second
smoothed measurements. The GPS L1 C/A standard models called Airborne
Accuracy Designators (AADs) provide parameters for the noise and multipath
functions for two performance classes of receiver/antenna combinations (see
Section 3.6.8.2 of [8]): Airborne Accuracy Designator A (AAD A) reflects the
performance of “standard” receiver technologies with wide-correlator sampling,
and Airborne Accuracy Designator B (AAD B) reflects the performance of “ad-
vanced” receiver technologies with narrow-correlator sampling. The following
equations describe these models:
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Omp(0) = 0.13 +0.53 - e7/10, (2.26)

0.15+0.43- ¢ 969 for AAD A,
on(0) =

2.27
0.11 +0.13- e 940 for AAD B. (2.27)

2.3.4 Integrity monitoring

The purpose of the integrity monitors is to detect and exclude anomalous
measurements before they become hazardous to the users so that the nominal
protection levels given by Equation 2.15 cover all remaining error sources [55].

Typically, integrity monitors are defined as a statistical hypothesis test
where there are two hypotheses: the null hypothesis (H0), which assumes no
anomalies, and the alternative hypothesis (H1), for the anomalous (or faulty)
case. The test observables or “test statistics” are compared with a certain
significance level or “monitoring threshold”. When the test statistic exceeds
the threshold, the monitor triggers an alert to indicate that there is a failure.

Figure 2.6 depicts the Probability Distribution Function (PDF) of the nom-
inal and the faulty cases. Here, two possible issues might occur. On the one
hand, it can happen that an error has occurred but the test statistic has re-
mained below the threshold, and thus the fault has not been detected. This case
is depicted with the blue area in Figure 2.6 and is defined by the Probability
of Missed Detection (PMD) or P,,4. On the other hand, it may be the case
that no fault has occurred but an alert has been triggered. This case is rep-
resented by the red area in Figure 2.6 and is defined by the Probability of
False Alert (PFA) or Pj,. Note that the design of the integrity monitors is
challenging because the detection thresholds have to be low enough to detect
all potential hazardous errors and meet the integrity requirement but also high
enough so that the monitors do not trigger excessive false alerts, allowing the
continuity requirement to be met.

Integrity monitors are designed considering that the nominal test statistic
follows a zero-mean Gaussian distribution with a standard deviation, o,ominai-
However, in practice, actual pseudorange error distributions are non-Gaussian
since, typically, they are thicker in the tails. Since the stringent integrity
risk requirements in GBAS demand that the tails of the error distributions be
covered up to a very small probability, the nominal standard deviation must
be inflated to bound the actual test statistic at these small probabilities. This
is achieved by multiplying the nominal standard deviation, ¢,omine, by an
inflation factor, I,onitor. More details on how to calculate the inflation factors
can be found in [61].
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kfu : lmonitor * Onom.

Threshold
A\

Sample from nominal
distribution
+ Error

Sample from
nominal
distribution

A
\ 4

MDE

Figure 2.6: Threshold and minimum detectable error.

Based on a given Py,, a threshold, T'hr, is derived as:
Thr = kfa * Imonitor * Tnominal, (2-28)

where £y, is the false alert multiplier needed to meet the required Py,. The
kt, depends on the continuity requirement and is computed from the inverse

of the standard normal cumulative distribution, Q! (%)

Furthermore, the error that is detected with a missed-detection probability
(Ppnq) sufficiently low to meet the integrity risk requirement is “one whose
mean impact on the test statistic is known as the minimum detectable error
(MDE)” [55] and is defined as:

MDE = Thr + kmd “ Imonitor * O nominal s (229)

where k,,; is the scalar multiplier needed to meet the required P,,; and is
computed from the inverse of the standard normal cumulative distribution,
QY (P,.q). Figure 2.6 represents the MDE as a fixed bias added to the nominal
test statistic, which is depicted as a zero-mean Gaussian.

More details on the relationship between MDE, which is expressed in the
test statistic units, and the worst-case error impact of a fault in the range
domain (meters) can be found in [55].
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2.3.5 Integrity monitors in GAST C

From the ground subsystem SiS integrity risk of 2 x 1077, 1.5 x 10~ is allo-
cated to all the other errors that are not covered by the HO and H1 protection
levels. Ephemeris faults within this grouping are covered by the ephemeris pro-
tection level (see Section 2.3.2), but all other faults must be mitigated through
integrity monitoring without the additional defense of a purpose-built protec-
tion level. Different types of monitoring implemented in the GBAS ground
station protect against different types of faults or anomalies that can occur on
the ground, at the aircraft, on the satellites, and/or in between the ground,
the aircraft, and the satellites. These faults can be classified considering their
origin [8]: (i) errors due to a faulty ground subsystem, (ii) errors due to faults
in the ranging sources, (iii) errors due to environmental faults, and (iv) Radio
Frequency Interference (RFI).

This thesis focuses only on errors due to environmental conditions, and more
specifically, on errors produced by anomalous ionosphere. All other monitors
are considered to be out of scope of this thesis. Therefore, only a brief descrip-
tion of the other potential faults and the associated integrity monitors, based
on the description in [62], is given in the following. A detailed description of
some of these integrity monitors can be found in [63].

Errors due to a faulty ground subsystem can occur due to a hardware or
software error on the ground equipment, a failure on the VDB link or anomalous
large multipath due to e.g. obstacles in the vicinity of the GBAS reference
antennas. Two methods to protect against a faulty ground station are the
ground mean and sigma monitors explained in [64]. Both methods use the
B-values introduced in Section 2.3.3.1 as input, which are monitored by the
Multiple Receiver Consistency Check (MRCC) (refer to Chapter 31 of [65] for
an explanation of this monitor).

Errors due to faults in ranging sources include different types of threats.
Some of these threats are: signal deformation of the transmitted C/A code
(Section 5.12.1 of [47]), excessive acceleration of code and carrier phase mea-
surements due to unpredictable satellite clock behavior [8, 66] or low power
conditions that lead to transmission of the signals with power below the min-
imum required level (Section 5.12.2 of [47]). Furthermore, code and carrier
divergence due to a failure on the satellite causes code and carrier phase sig-
nals to drift apart from each other. To detect this fault, a monitor working in
the range domain, the Code Carrier Divergence (CCD) monitor, was designed
[25]. Originally, the purpose of the CCD monitor was to allow for detection of
satellite hardware failures causing code and carrier to diverge. However, this
monitor is also used in the detection of abnormally large temporal gradients
in ionospheric delay which also cause the code and carrier of the broadcast
signal to diverge significantly. “Measurement quality monitoring” is also in-
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cluded due to undetected cycle slips that make carrier phase measurements
jump excessively. Some examples are given in Section 2.3.6.7 of DO-253D [20],
but a more detailed description of the cycle slip detectors used in this work
are given in Section 3.3.1.1 of Chapter 3.

Errors due to environmental faults are caused by: anomalous ionosphere
and anomalous troposphere. In the case of anomalous troposphere, a weather
front between the reference station and the aircraft can cause significant dif-
ferential measurement error, up to 0.41 m over a 5 km baseline [67]. However,
the work in [58] investigated the inclusion of a non-nominal troposphere model
in the protection levels calculation. This was done by adding this contribution
into the o,, parameter, as discussed in Section 2.3.3.5. In the case of anom-
alous ionosphere, anomalously large spatial ionospheric gradients well beyond
nominal ionospheric spatial decorrelation can occur. This is an issue because
these gradients are not removed through the application of pseudorange cor-
rections and are also not considered by the protection levels. Therefore, they
can lead to hazardous position errors if they are not detected by the GBAS
ground station [24]. Furthermore, the rapid variations of GNSS signals due to
small scale ionospheric irregularities, so-called ionospheric scintillations, occur
often in ionospherically active regions around the geomagnetic equator and at
high latitudes. These scintillation effects might cause the receiver to lose track
of affected satellites [68].

Lastly, the effect of the radio-frequency interference can lead to signal track-
ing degradation or even to outages of the service. Thus, it is important to
monitor and detect the presence of RFI (Appendix D of [20]).

In the next section, a detailed description of the existing methods to mit-
igate the ionospheric gradient threat in GAST C, which is the main focus of
this thesis, is given.

2.4 Impact and mitigation of anomalous ionosphere on
GBAS

The ionosphere is a region of the upper atmosphere of Earth ionized pri-
marily by solar ultraviolet (UV) radiation. It has no fixed boundaries, but it
is typically considered to exist within about 80 km and up to more than 2000
km altitude [69, 44]. Due to the free electrons in this region, GNSS signals
are refracted as they pass through the ionosphere causing variations of the sig-
nals’ time of arrival with respect to an identical signal traveling through free
space. This refraction has a different effect on the pseudorange and on the
carrier-phase measurements; the pseudorange measurements are delayed while
the phase measurements are advanced.
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The speed of propagation of radio signals in the ionosphere depends upon
the number of free electrons in the path of a signal, defined as the Total Elec-
tron Content (TEC). It is defined as the number of electrons in a cylinder
of 1 m? cross section extending from the receiver to the satellite (see Equa-
tion 5.20 from [44]). The TEC can be derived from dual-frequency code and
carrier-phase measurements. Note that, in case of estimating the TEC with
carrier-phase measurements, this estimate contains the carrier-phase ambigui-
ties of both frequencies. In many GNSS applications, the ionosphere is mod-
eled as a thin-shell layer. This model assumes that the ionosphere has all its
TEC concentrated in a layer infinitely thin located at a certain height from
the surface of the Earth (typically 350 km). Therefore, the ionospheric delay
experienced by a signal is assumed to be concentrated in a single point, the
so-called Tonospheric Pierce Point (IPP). The IPP is defined as the intersec-
tion of the line of sight satellite-receiver with the ionosphere, modeled as a
spherical layer situated at a constant height of 350 km above the Earth’s sur-
face (see Figure 2.7). The specific equations to calculate IPP locations and
velocities can be found in [70].

Thin shell
350 km

Figure 2.7: Thin shell model and Ionospheric Pierce Points (IPPs).

As mentioned in previous sections, one of the residual errors that can build
up for the user of a differential GNSS system like GBAS is the ionospheric
spatial decorrelation error. This error is caused by the distance between the
user and the GBAS reference station, which makes that the signals received
pass through the ionosphere in different regions. Therefore, the ionospheric
delays experienced by the aircraft and the GBAS ground subsystem are not
the same. These errors are not completely removed after the application of
the differential corrections and should be overbounded in the protection levels
by using the o,,, term as described in Equation 2.22. However, previous
studies ([59]) have shown that ionospheric anomalies can grow during severe
ionospheric storms and create large spatial gradients that exceed the nominal
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one-sigma error bound (04¢). If these gradients are not detected and mitigated,
they can lead to unacceptably high differential position errors exceeding the 10-
meter VAL [24]. Thus, considerable effort was invested in GBAS to mitigate
the impact of the ionospheric gradient threat.

This chapter describes, first, the different types of ionospheric anomalies
studied in the literature and the GBAS ionospheric threat models, and after,
the current methods to mitigate the ionospheric gradient threat in GAST C.

2.4.1 Description of ionospheric anomalies

Prior to the investigation of the different mitigation techniques, exhaustive
research analyzed data from ionospheric storms to understand and parame-
terize the ionospheric threat [59, 71, 72, 73]. Several studies showed that the
ionospheric behavior is different depending on the geomagnetic latitude, the
time of the day, and the season within a year (e.g, [74, 32]). Furthermore, the
occurrence of solar events are linked to the phase of the 11-year solar cycle and
the temporal and seasonal variations are linked to the geographical coordinates.
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Figure 2.8: Ionospheric activity regions associated to MODIP bounds ([75]).

Regarding the geographic variability, three primary zones, represented in
Figure 2.8 can be distinguished according to [75]: (i) the polar region, (ii) the
mid-latitude region, and (iii) the equatorial region. Here, the authors define
the different ionospheric activity regions as a function of the Modified Dip
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Latitude (MODIP) angle, which is defined as:

MODIP = ﬂ, (2.30)
cos (lat,)
where DIP is the so-called geomagnetic DIP angle, that is, the angle made with
the horizontal by the Earth’s magnetic field lines, and lat, is the geographic
latitude of the receiver. More details about the calculation of the MODIP lines
(i.e., lines with constant MODIP) are given in [75].

The polar region (|MODIP| > 60°) includes the auroral band around 67°
latitude. Typically, daytime ionospheric delays are low in this region due to
lower solar UV ionizing flux. However, energetic events such as geomagnetic
storms can feed particles into the auroral zone, causing it to extend towards
the equator. The ionospheric perturbations originating in the auroral region
typically propagate following the magnetic field lines and are often the source
of Large Scale Traveling Tonospheric Disturbances (LSTIDs) at mid-latitudes
([76], [77]).

The ionosphere in geomagnetic mid-latitude regions (36° < |[MODIP| <
60°) includes the US, Europe, south of South America, south of Africa, most
of Asia and Australia. It is usually “calm” and varies smoothly with time and
location. This smooth variation allows for the GBAS assumption of highly cor-
related ionospheric delays between the aircraft and the GBAS ground station.
However, during the worst solar-induced geomagnetic storms, an increase in the
TEC values occurs, causing large ionospheric gradients. These large gradients
have been extensively studied in the literature, and an ionospheric threat model
has been developed for mid-latitudes. More details are given in Section 2.4.2.1.

The equatorial region (|JMODIP| < 36°) covers part of South America, cen-
tral Africa, and part of Asia. It is characterized by the equatorial or Appleton
anomaly. The Appleton anomaly describes regions of enhanced ionospheric
delay occurring from pre-noon to midnight hours that are offset by 15° —30° in
geographic latitude north and south from the magnetic equator. In addition to
the equatorial anomaly, the equatorial region is known for often experiencing
scintillation phenomena. Scintillations occur in the propagation of the GNSS
signals through plasma density irregularities in the ionosphere leading to ob-
served power fades of up to 30 dB. Most common GNSS receivers are not able
to track these signals resulting in loss of lock of the affected satellites [68, 78].
Scintillations are mostly observed in two bands north and south of the geomag-
netic equator and in the auroral regions, and are rarely seen in mid-latitudes.
Furthermore, the observed presence of scintillation is another warning sign that
large anomalous ionospheric gradients may be nearby. The scintillation topic
is beyond the scope of this thesis and therefore it is not further discussed.

In low latitudes, scintillation usually occurs around so-called Equatorial
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Plasma Bubbles (EPBs). The term plasma bubble is used to describe a re-
gion in the nighttime ionosphere within which the plasma density is signifi-
cantly reduced, causing large ionospheric gradients. Characteristics of these
bubbles such as temporal evolutions and vertical, latitudinal and longitudi-
nal development have been studied extensively in the literature, and a threat
model has been developed for the equatorial regions. More details are given
in Section 2.4.2.2.

In the following sections, the different threat models are described.

2.4.2 lonospheric gradient threat models

The ionospheric threat mitigation strategies rely on the use of ionospheric
threat models. As commented previously, since the ionosphere behaves differ-
ently in the different regions, the ionospheric threat model must be derived
and validated per region in which GBAS is to be installed. This thesis focuses
on two main threat models: the threat model for mid-latitudes and the threat
model developed for the equatorial regions.

2.4.2.1 Mid-latitudes

The ionospheric threat model for mid-latitudes was firstly determined for
Conterminous United States (CONUS) by analyzing historical data of days
with severe abnormal ionospheric behavior during the peak of Solar Cycle 23.
For this purpose, data containing unusual behavior during ionospheric storms
observed by both the U.S. Wide Area Augmentation System (WAAS) and
the network of Continuously Operating Reference Stations (CORS) was used.
This data was analyzed since April 2000 by exhaustive automated and also
manual processes. The details of these processes can be found in [71, 59, 24].
In these works, the ionospheric spatial gradients were calculated automatically
for all satellites tracked by “clusters” of CORS stations within close proximity
(several tens of kilometers) of each other in regions known to be affected by
ionospheric storms. All apparent gradients of large anomalous magnitude were
computed by dividing the difference in slant ionospheric delay (i.e., along the
actual path between the satellite and receiver) between two CORS stations
by the distance between the two stations by using the so-called station-pair
method [29]. Finally, the selected gradients were passed through a series of
automated screening algorithms and, lastly, they also underwent a manual
check. Among all the gradients that were analyzed, the largest one was an
extremely steep gradient that had a magnitude of up to 412 mm/km of spatial
decorrelation, which is more than 100 times larger than the conservative one-
sigma bound on vertical (zenith) gradient considered in the US, 4 mm/km (see
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Figure 2.9: GBAS ionospheric threat model for mid-latitudes.

Section 2.3.3.5). This gradient was observed during the geomagnetic storm
of November 20, 2003 [29].

As a result of the largest gradients identified in the CONUS region, a pa-
rameterization of the ionospheric threat was defined in [29]. An anomalous
ionospheric spatial gradient is modeled as a simplified linear semi-infinite wave
front (wedge model) moving with constant speed, as shown in Figure 2.9. The
main five parameters in the GBAS ionospheric threat model are: the slope of
the gradient (gjono) in slant delay measured in mm/km, the width of the wedge
(Wiono) in km, the forward propagation speed of the wave front relative to a
fixed point on the ground (vjn,) in m/s, the direction (djon,) in degrees, and
the maximum delay (Djono) in meters. The slant ionospheric delay is mea-
sured across the path of the satellite pseudorange through the ionosphere and
not in the zenith direction. Thus, it is dependent on the satellite elevation.
The behavior of the ionospheric anomalies outside the model is considered to
have negligible probability.

However, as the ionosphere varies significantly with location, ionospheric
threat models for each region intended to use GBAS have to be developed.
Previous studies published results from the ionospheric threat models for Ger-
many ([23]), South Korea ([79]), and Europe ([80]), which have shown that the
gradients observed are within the bounds of the ionospheric threat model for
CONUS. Therefore, the CONUS threat model is considered to be represen-
tative for mid-latitude regions under the condition that no significant penalty
exists on system availability.

The upper bounds of the threat model parameters for the CONUS region
and Germany are summarized in Table 2.5 ([29, 23]).
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Threat
Model CONUS threat model German threat model
Param.
Max. 375; 5° <6< 15° 40; 5° <6 <30°
slope 375+ 50- (6 —15)/50; 15° <6 <65° | 40+2.5- (0 —30); 30° <0 <70°
[mm /km] 425; 65° < 6 < 90° 140; 70° < 6 <90°
Speed 0 — 750 0 — 1200
/s
Approach
direction Any direction Any direction
(]
Width
25 — 200 20 — 200
[km)]
Max.
delay 50 50
[m]
Time of Any time Any time
day

Table 2.5: GBAS ionospheric threat model parameters for CONUS and Germany.

2.4.2.2 Equatorial regions

In the equatorial regions, the CONUS threat model previously described
cannot be directly applied because the ionospheric activity is significantly more
variable and unpredictable compared to mid-latitude regions. Therefore, a new
threat model valid for low-latitude ionospheric conditions was developed for
Brazil [30], and for the Asia Pacific region [31].

An assessment of the Brazilian GBAS ionospheric spatial gradient was car-
ried out using dual-frequency GNSS measurements collected on 123 active
ionospheric days during the peak of Solar Cycle 24 (from April 2011 to March
2014) [30]. Here, almost all of the largest gradients were discovered in the
presence of an Equatorial Plasma Bubble (EPB). This ionospheric phenome-
non occurs during nighttime, specially after sunset, and has a band-like spatial
structure elongated in the north-south direction and moving eastward. Inside
an EPB region, the density of ions is significantly lower compared to the sur-
rounding ionosphere, causing the so-called plasma deplections. These deplec-
tions can be described as two steep side walls in the east-west direction of the
deplection within which there are also plasma density irregularities [81]. The
largest observed slant gradient in Brazil occurred on March 1, 2014, was caused
by one of these “walls”, and had a magnitude of 850.7 mm/km [30], which is
almost double the upper bound of the CONUS threat model (425 mm/km).
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Figure 2.10: GBAS ionospheric threat model for Brazil.

Threat Model Parameter

Brazilian threat model

Maximum slope [mm/km)]

860

Speed [m/s]

40 - 246

Approach direction [°]

Within +30° of magnetic equator
(from West to East)

Width or Transition zone length [km] 22 - 454
Zonal length [km] 96 - 752
Maximum delay [m] 35

Occurrence time of day

Local nighttime

Table 2.6: GBAS ionospheric threat model parameters for Brazil [30].

Furthermore, in the Asia Pacific region, ionospheric gradients as large as
518 mm/km were observed from the analysis of GNSS data in Ishigaki (near
+19.6° geomagnetic latitude) during April 3, 2008, which were also caused
by an EPB event [31].

However, since not only the magnitude of the gradients induced by EPBs
but also their characteristics are different than the storms occurring in mid-
latitudes, a new threat model was developed in Brazil including more para-
meters to describe the EPBs. In Figure 2.10, the threat model parameters
describing the three-dimensional geometry of a plasma bubble are shown. The
first change with respect to the mid-latitude’s threat model is the shape; in this
case, the EPB is modeled as a double-sided linear wedge (parameterized by the
gradient of the ramp and its transition zone length) with a depletion region
in the middle, traveling eastward with constant propagation speed [30, 54].
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These parameters include the same as for the single wedge model: gradient
slope (giono ), width of transition zone length (wisn,), maximum delay or max-
imum depletion (Djono), and propagation speed (vigno) and direction (djpno)-
However, two other parameters were included: the tilt angle and the occurrence
time. As previously mentioned, the occurrence time of the plasma bubbles is
typically during the nighttime (from 6 pm to 6 am local time), especially after
sunset. The tilt angle describes the orientation of the EPB relative to geomag-
netic north. This is a simplification for Brazil because the EPBs are known to
travel following the MODIP lines and therefore have a latitudinal variation [82].

The current set of bounding parameter values that form the EPB threat
model is summarized in Table 2.6.

2.4.3 lonospheric threat mitigation in GAST C

As mentioned previously, a GAST C ground station is responsible for ensur-
ing integrity at the output of the airborne receiver against all threats emanating
from the GBAS signal in space (i.e., not from aircraft equipment or structure).
This means that the worst-case aircraft differential range error induced by an
ionospheric anomaly has to be determined considering also the limitations of
GBAS ground station monitoring. Typically, the ground monitor considered
for determining the ionosphere-induced range errors is the Code Carrier Di-
vergence (CCD) monitor [25] (see Section 2.3.5).

The CCD monitor detectability depends highly on the relative speed, Av,
between the ionospheric front and the projected IPP velocity over the propaga-
tion direction of the front. If the front velocity and the projected IPP velocity
are the same or very similar in direction and magnitude, the ionospheric de-
lay observed by the ground station does not change in time fast enough to be
detected by the CCD monitor. Therefore, for a GBAS user, two worst-case sce-
narios are typically considered: (i) the gradient is seen to be almost stationary
from the fixed ground station due to the motion of the satellite and the gra-
dient, and (ii) the gradient approaches from behind the aircraft and therefore
impacts it before it is visible to the ground station. The first scenario results
in small variations of the ionospheric delay over time and thus, the ionospheric
gradient would not be detected by the CCD monitor. In the second case, large
position errors might built up at the aircraft before the gradient impacts the
ground station and the CCD monitor is able to detect it. Therefore, the CCD
monitor alone cannot mitigate the potential integrity failure in case ionospheric
anomalies occur under specific worst-case satellite geometries.

For this reason, different approaches to mitigate the ionospheric gradient
threat in CAT I GBAS have been proposed in the literature, which are de-
scribed in the following subsections.
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2.4.3.1 Position domain geometry screening

One possible way to mitigate this integrity threat for CAT I GBAS users
is to assume that the worst possible ionospheric anomaly is always present. In
this way, a GAST C ground station verifies by simulation that each satellite
geometry potentially usable at the aircraft (PLs < ALs) is safe in the presence
of the “worst-case” ionosphere-anomaly threat applicable in the region in a
process called Position Domain Geometry Screening (PDGS). This methodol-
ogy was first proposed in [83] and adapted in [26, 84, 27]. In case a simulated
satellite geometry is not safe, the ground station inflates the integrity para-
meters so that the PLs exceed the ALs when an arriving aircraft aims to use
this satellite geometry, making GBAS unavailable. From the PLs, only the
VPL is taken into account for simplicity, because the most stringent require-
ments are defined for the vertical domain. Furthermore, due to the satellite
geometry, the navigation performance is generally worse in the vertical than
in the horizontal domain.

The PDGS algorithm comprises mainly three parts: (i) simulation of the
worst-case ionosphere-induced range errors based on the established ionos-
pheric threat model, (ii) computation of the maximum vertical ionospheric-
induced position errors, and (iii) the inflation of the broadcast integrity pa-
rameters.

2.4.3.1.1 Ionosphere-induced range error simulation

This step determines the worst-case differential ionospheric-induced range
errors that could occur in the airborne in the presence of an ionospheric anom-
aly. For that purpose, exhaustive simulations are conducted to consider all
possible combinations of gradient slopes and widths together with aircraft po-
sitions and relative speeds between the IPP and the ionospheric front [83].
The maximum differential range errors (¢) that build up in the aircraft before
the CCD monitor triggers are included in a look-up table as a function of the
ionospheric gradient slope (giono) and front velocity relative to the IPP (Awv).

Closed-form expressions derived based on the exhaustive simulations de-
scribed in [83] were presented in [84, 26, 27] in order to calculate the ionosphere-
induced range errors in a more straightforward manner. However, in [53], the
authors argue that the previously derived formulas cannot be applied when
the magnitude of a gradient gets larger than the values covered by the CONUS
threat model, as it does in Brazil. Therefore, Kim et al. derived in [85]
improved and more general closed-form expressions considering the Brazilian
threat model to calculate the ionosphere-induced range errors. These updated
formulas are summarized in the following.
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Case 1: Very small relative speed of the ionospheric front and IPP

When Auw is close to zero, the CCD monitor cannot detect anomalous ionos-
pheric gradients. Moreover, the ionosphere-induced range errors increase as the
effective separation between the GBAS ground facility and an approaching air-
plane increases. This effective separation includes a physical separation, x 4,
between ground facility and airplane and a synthetic separation, 2-7-v 44, due
to the memory of the single-frequency carrier-smoothing filter used in both
ground and airborne GBAS processings [25]. In this case, the ionosphere-
induced differential range error in meters, ¢, is calculated using Equation 2.31:

D.
£ = min ( wno7giono) : (xAir +2-7- UAir) y if Av < a, (231)

10Nn0
where a is:
MDDR,.q
2 - min (Dw"" , giono>

a =

: (2.32)

Wiono

and MDDR,.; is the minimum detectable divergence rate of the CCD monitor,
D ono is the maximum ionospheric delay considered in the threat model (in me-
ters), Wiono is the ionospheric front width (kilometers), giono is the ionospheric
gradient (m/km), x4, is the physical separation between the GBAS ground
facility and an approaching airplane (kilometers), 7 is the time constant of
the single-frequency GBAS carrier-smoothing filter, which is 100 s for CAT 1
GBAS, vy is the velocity of the aircraft on approach (km/s), Av is the rela-
tive speed between the ionospheric front velocity and the projected velocity of
a satellite IPP (km/s), and a is a value of the relative speed Av at which the
CCD monitor starts to detect the anomalous ionospheric gradient.

Case 2: Moderate relative speed of the ionospheric front and IPP

In this case, the CCD monitor begins to detect anomalous ionospheric gra-
dients and the ionosphere-induced differential range errors are calculated as
in Equation 2.33:

o 27T VA Giono

€= p— (A0 =) + Giono - Tair, f a<Av<b,  (233)

where b is a point of Av at which the differential range error calculated from
the exhaustive simulations is at a minimum (see Figure 10 of [85]) and is
calculated as:

~ 0.0165

Giono

b

+0.113. (2.34)
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Case 3: Large relative speed of the ionospheric front and IPP

In this case, the CCD monitor alerts with a very small probability of missed-
detection and the potential ionosphere-induced differential errors do not grow
over the value calculated with Equation 2.35:

€ = Giono * TAir, 1 Av>0b. (2.35)

2.4.3.1.2 Maximum ionospheric vertical position errors

The first step provides the ionospheric-induced range error per satellite (¢)
as a function of the relative speed either in the form of a look-up table or
using the closed-form expressions. Based on this output, ionospheric-induced
position errors can be computed considering potential satellite geometries.

First, the GBAS ground station generates all possible subsets of geometries
from an all-in-view set of J usable satellites down to 7 — 2. This assumes that
the airborne might not use up to two satellites from the ones visible to and ap-
proved by the ground station due to, e.g., maneuvering, filter convergence, etc.

Then, the ionosphere-induced position errors are computed assuming that
two satellites are simultaneously affected by the ionospheric front [26, 27]. In
this case, the so-called two satellites affected scenario, it is also assumed that
the IPP velocity of one satellite projected into the direction of propagation of
the ionospheric front is approximately the same as the velocity of the ionos-
pheric front. This means that the relative velocity between the front and the
first satellite is considered to be approximately zero. Since, in general, the IPP
velocities of two satellites are always different, the relative velocity between the
front and the second impacted satellite will not be zero and thus, that error
will likely be detected by the CCD monitor.

Since the worst possible satellite pair in terms of position error cannot
be predicted a-priori, all possible independent satellite pairs (ji,j2) must be
considered for each subset geometry [26, 27]. Once all possible satellite sub-
sets are identified, the ionosphere-induced vertical position error (denoted as
Ionosphere-induced Error in Vertical (IEV)) for each of these subsets and each
pair of satellites (j1,72) is calculated as:

Sisz,vs'r'L -l — v S{zlpr,vs'r't el ‘} )

(2.36)

J2
apr_ve

J1 J1
Sapr,vs

Jije — Lo J2 . g2
IEV = max{ Sapr_vert * € T Sapr_vert * €

) €= ys €

where s4pr_vert is the vertical position component of the weighted-least-squares
projection matrix S for satellite j; or ja (see Section 2.3.2, Equation 2.16),
¢ is the ionosphere-induced range error for satellite j; or jo (computed from
the look-up tables or using the closed-form equations), and v is a dimension-
less constant between 0 and 1 used to overbound the errors introduced by
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any observed ionosphere anomaly. When ~ is equal to 1, IEV reaches its
most conservative value [27]. The IEV for both satellites is computed and the
largest IEV is selected to be the value of that satellite pair. After the IEV
is computed for all the satellite pairs from a subset geometry, the Maximum
Ionosphere-induced Error in Vertical (MIEV) for this subset is calculated as
the maximum of the IEVs.

The previously described methodology can be applied to all regions in the
world. However, in Brazil, where the threat model specifies certain limits
for the direction of propagation of the EPBs, the selection of satellite pairs
is specified within the orientation angle constraint given by the limit on the
EPB tilt angle [28]. Thus, some cases where the front affects specific satellite
pairs are physically very unlikely, and therefore these satellite pairs are dis-
carded. In this case, the satellites are individually simulated as single-satellite
impact scenarios [28].

The MIEV for each satellite subset that might be used by the airborne
user is compared with the CAT I Tolerable Error Limit (TEL) in the vertical
direction, which is 28.78 meters at the minimum DH of 200 ft [86]. If the
MIEV value of a subset exceeds the TEL, the geometry must be excluded in
order to mitigate the potential integrity risk. This is done by inflating the
broadcast integrity parameters.

2.4.3.1.3 Inflation of the integrity parameters

The goal of this step is to inflate the broadcast integrity parameters such
that the potentially hazardous satellite geometries that generate MIEVs ex-
ceeding the TEL are excluded. The reason behind is that when the ground
station inflates the integrity parameters, the VPLs computed in the aircraft
increase accordingly. However, depending on which integrity parameters are
decided to be inflated, satellite geometries that are not hazardous (MIEV <
TEL) might be discarded as well, leading to an unnecessarily loss of availability.

Therefore, several possibilities have been studied in the literature for the
inflation of the integrity parameters: o,;, inflation in [83, 26, 27, 28], and
Opr_gnd and P-value inflation in [84, 83, 27, 28]. From these possibilities, the
inflation of 0, is the method that is more commonly used.

Inflation of the o,,, parameter

The inflation process in this case starts with an uninflated o, value, which
is the nominal and corresponds to an inflation factor I,y of 1 (04ignom). Then,
the I, is incremented by small amounts (e.g. 0.01 [26]), and o, is:

Ovig = Ivig * Ovig,nom- (2.37)
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After each inflation, VPLs are computed and the process stops when all haz-
ardous geometries are excluded. This inflation process is repeated for differ-
ent decision height distances (horizontal distance between the ground facility
and the aircraft when it reaches 200 ft decision height in CAT I precision
approaches) [26, 27, 28]. In addition, the inflation process simulates as well
aircraft distances up to 7 km from the decision height in order to guarantee
integrity in the whole region [26, 27, 28]. Note that the further away the air-
craft is from the decision height distance, the larger are the values of VAL and
TEL [86]. Thus, 0., inflation gets usually more stringent when the distance
between the aircraft and the runway threshold decreases. Finally, the inflation
factor is the minimum value that eliminates all hazardous geometries.

However, since the 0,;, parameter does not vary across satellites, it increases
the VPLs of all potentially usable geometries, including also the safe ones. This
typically leads to an undesirable loss of availability.

Combined inflation

Several studies [53, 28] that apply the geometry screening algorithm to-
gether with the Brazilian threat model have suggested that when this threat
model is utilized, 0., can occasionally reach its maximum value. The o
maximum value is limited by the number of bits that can be transmitted due
to space in the message [87] and it is equal to 25.5 mm/km.

Therefore, in this case, the o, parameter is inflated until it reaches the
maximum value of 25.5 mm/km and then, 0,, gnq is inflated as needed until
all the potential hazardous satellite geometries are screened out [53, 28].



Methodology

As addressed in Chapter 2, mitigation of large ionospheric gradients remains
as an issue in GBAS because the existing solutions degrade the availability of
the system in geographic areas that have a highly active ionosphere.

The problem is that integrity monitoring relies on the use of “worst-case”
conservative threat models, which leads to an excessive inflation of the in-
tegrity parameters in GAST C. Therefore, the main objective of this chapter
is to provide a solution to reduce the excessive conservatism currently taken in
GBAS assumptions in order to increase availability. The solution proposed is
the use of a wide-area network of stations that monitor for ionospheric gradi-
ents in real time, which serves two purposes: (i) to distinguish abnormal from
nominal ionospheric conditions, avoiding the conservative assumption of an al-
ways present “worst-case” gradient, and (ii) to estimate the actual gradient
parameters when there is an anomalous ionospheric gradient present, avoiding
the use of the largest values ever found in history.

In [88], T and other authors performed preliminary studies on the design of
the methodology for “Network-GBAS” based on the calculation of the ionos-
pheric gradients between IPPs for each station and each satellite. This method-
ology relied on the accuracy of the mapping functions (see Equation 2.23) when
transferring slant ionospheric delays to vertical delays. However, the mapping
function employed might create large errors when there are anomalous ionos-
pheric gradients [89, 90, 91]. Furthermore, the methodology presented in [88]
depends highly on the baselines between stations and, if stations are not suffi-
ciently close, the gradients might be underestimated. Therefore, I adapted the
methodology to overcome these issues and describe it throughout this chap-
ter. The work included in this chapter was published in [92, 93] as stated
in Section 1.5.

This chapter is structured as follows: Section 3.1 reviews current GBAS
standards in order to find a solution that reduces current conservatism without
having to change them, Section 3.2 introduces the “Network-GBAS” concept
in general terms, Section 3.3 provides the methods developed in this thesis to

95
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detect anomalous ionospheric gradients, estimate the gradient parameters and
ensure integrity, and Section 3.4 describes the interface between the information
provided by the network and a GBAS station.

3.1 Feasibility of reducing conservative assumptions in
GBAS

As noted in Section 1.2, the availability of GBAS is determined mainly
through the probability of protection levels exceeding the required alert limits,
and this value increases with the assumption of an always-present “worst-case”
ionospheric gradient. This means that the highest values of the ionospheric
gradient threat model applied in the relevant region (see Section 2.4.2) are
always used in the inflation of the integrity parameters and in the validation
of the integrity monitors. In the first case, PLs will occasionally exceed ALs
even in nominal conditions while, in the second case, the design of the integrity
monitors may be excessively complicated or difficult to deploy.

However, although conservative, this worst-case assumption is needed to
guarantee the integrity of the system because GBAS ground stations operate
completely autonomously and do not receive any external information about
the state of the ionosphere.

Since this assumption is the principal reason why GBAS cannot be de-
ployed in geographic areas with a highly active ionosphere (e.g. auroral and
equatorial regions), in the new version of the Standards and Recommended
Practices (SARPS), provisions are explicitly made to leverage external ionos-
pheric information (Section 7.5.6.1.7 of [8]): “The service provider may elect
to: [...] Introduce additional monitoring (internal or external to the GBAS),
[...]. Another mitigation strategy is monitoring of space weather (external to
the GBAS system)”.

Thus, including external information in GBAS is possible without the need
to modify the current standards, as long as the integrity of the system is
guaranteed. For this reason, this thesis proposes a concept for monitoring the
state of the ionosphere in real time and including this information in GBAS. As
a result, a relaxation of the current conservative assumptions is possible with a
consequent increase in the availability of GBAS in regions where it is degraded.

3.2 Dual-frequency ionospheric monitoring concept

As previously mentioned, integrity parameters in GBAS are typically com-
puted under “worst-case” conservative assumptions. For this reason, this thesis
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proposes a concept capable of adjusting the integrity parameters transmitted
to the aircraft based on the real-time state of the ionosphere.

For this purpose, first, the concept defines a methodology that detects and
estimates ionospheric gradients using a wide area network of dual-frequency
and multi-constellation GNSS stations situated in carefully surveyed locations.
In this way, the state of the ionosphere can be monitored in real time. Then,
it defines a methodology for adjusting the integrity parameters based on the
performance of the monitor. These adjusted parameters would be used in the
same manner as the current conservative (unadjusted) integrity parameters
in existing algorithms for mitigating the ionospheric threat at GBAS ground
stations. This process is therefore transparent to aircraft, which receive the
integrity parameters from the GBAS stations and use them to ensure the in-
tegrity of precision approaches and landings. Thus, the overall concept of
GBAS integrity remains unchanged, facilitating the use of existing standards.
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GNSS measurements | |GNSS measurements |
\

\ 4
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Figure 3.1: Simplified diagram of the network.

The network of stations would consist of mainly the GBAS stations installed
in the relevant region that would need dual-frequency capable receivers or have
a second dual-frequency receiver installed for monitoring purposes only. Since
it is foreseen that GBAS stations will be installed principally at important
airports, the network might need other external dual-frequency monitoring
stations to enhance the coverage of the GBAS stations while monitoring for
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gradients. These external monitoring stations could be newly installed and/or
already existing dual-frequency reference stations like (e.g.) SBAS stations.
Note that the quality of the measurements provided by existing reference sta-
tions must be sufficient to guarantee integrity in order to be considered as part
of the network. The dual-frequency measurements coming from both types
of stations (GBAS and external) would be used to estimate the ionospheric
delay reliably in order to detect ionospheric anomalies in real time. Further-
more, the utilization of multiple constellations would provide improved sam-
pling of the ionosphere. Additional ionospheric measurements coming from
other constellations could also be used to support the single-frequency and
single-constellation GBAS by extending its knowledge of the ionospheric state
beyond what would be available from a single constellation. Therefore, the
stations that are part of the network must be dual-frequency capable, while
the use of several constellations is optional.

The functionality of the proposed monitoring network is described in the
following and depicted in Figure 3.1:

1. The processing component of each of the stations receives GNSS dual-
frequency (mandatory) and multi-constellation (optional) code and car-
rier phase measurements and calculates the geometry-free combination
of the carrier-phase measurements at current epoch ¢ as in Equation 3.1
(Equation 5.33 of [44]):

(f2)?

T}I,r(t) AT ( iél,r(t) - g“z,q«(t)> ; (3.1)

where qS]l ,(t) is the carrier-phase measurement in meters for frequency
b

f1 (e.g., L1/E1), and ¢§¢2’T(t) the carrier-phase measurement in meters
for frequency fo (e.g., L5/Eba). A single satellite from the GPS or other
satellite constellations is represented by j and identified with its system
name and its number within its system (e.g., GO3 is satellite number
3 in the GPS constellation). The station that calculates the geometry-
free combination is 7, which is identified with a certain station name.
Moreover, each station r belongs to the set of the monitoring network of
stations denoted as R. Note that, the geometry-free combination of the
carrier-phases contains the carrier-phase ambiguities of both frequencies
and the hardware biases. Therefore, it is not exactly a direct estimate
of the ionospheric delay. Nevertheless, this work refers to the result of
Equation 3.1 as an estimate of the slant ionospheric delay (with errors).
The reason is that this value is not used directly but its first derivative
is used instead, and thus, the errors mentioned above cancel out because
they are constant over time. Moreover, the slant ionospheric delay is cal-
culated at the IPPs, considering the ionosphere modeled as a “thin shell”
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located at 350 km above the Earth’s surface [70]. Since this work con-
siders only the slant ionospheric delay calculated for frequency (L1/E1),
frequency subscripts are omitted in the following.

2. The rate of change of the estimated ionospheric delay corresponding to
each satellite j and each station r is compared with a predefined threshold
derived with real measurements from this station r and integrity require-
ments. This threshold decides whether there is a significant perturbation
affecting this satellite-station pair in real time. In Sections 3.3.1 and
3.3.3, more details about the threshold derivation and the detection al-
gorithm are given, respectively.

3. The detection information from each of the stations observing a given
satellite is shared within the network in real time. Here, the network dis-
tinguishes between three possible cases: (i) several monitoring stations
have detected the same ionospheric gradient, (ii) none of the monitoring
stations have detected anomalous ionospheric gradients, and (iii) several
monitoring stations have detected anomalous gradients, but the network
is not able to ensure that this gradient is the same for all of them. In the
case that several monitoring stations have detected the same ionospheric
gradient, a central processor estimates its parameters. This gradient pa-
rameter estimation process is done per satellite, and it requires that at
least 3 stations have detected the gradient (see Section 3.3.4). Further-
more, the estimated gradient parameters are overbounded to consider
the potential “worst-case” estimation errors. If fewer than 3 stations
have detected the gradient, the network is not able to estimate the ac-
tual gradient parameters, and it triggers a “Warning” to indicate that
the GBAS stations should use “worst-case” assumptions. If none of the
monitoring stations have detected any anomalous ionospheric gradients,
the network transmits the largest gradient that could be affecting the
supported GBAS stations without being detected, or the “Minimum De-
tectable Gradient (MDG)”. The calculation of the MDG is addressed in
Section 3.3.2. If several stations have detected a gradient, but the net-
work is not able to ensure that the gradient detected is the same for all
the stations, it triggers a “Warning” to indicate that the GBAS stations
should use “worst-case” assumptions. Figure 3.2 describes the network
decision logic.

4. Each GBAS station would be then responsible of using the network in-
formation to adjust the integrity parameters and support the already
existing equipment in covering the GBAS approaches at each airport.
The applicability of the dual-frequency monitoring concept to GAST C
is further discussed in Section 3.4.

Note that the Network-GBAS concept would also support single-frequency
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GBAS stations that are not nodes of the network but are located in the network
coverage area. This could not be done if the different nodes of the network
were not connected. For instance, dual-frequency GBAS reference receivers (as
in [42]) or additional dual-frequency receivers installed within the airport area
could be used, but this would only protect a single GBAS station. Furthermore,
in both of these cases, it would be necessary to ensure that the distance between
the dual-frequency receivers installed within the airport area is sufficient to
detect gradients before they become harmful for GBAS. This is more difficult
in the case of not using a network, because the observability of gradients is
lower and, in addition, airports often have restrictions on the areas in which
these receivers can be installed.

Network
Information

Gradient
detected?

Yes

Calculation of Yes
MDG

In at least
3 stations?

A

WARNING!

Same gradient?

Estimation + Overbounding WARNING!
of gradient parameters

Figure 3.2: Flow chart of the network decision logic.

3.3 Methods

This section describes the algorithms to detect anomalous ionospheric gra-
dients in real time and estimate gradient parameters like slope, width, speed,
and direction in near real time. However, before the real-time operation of
the algorithms, pre-processing is needed in order to derive detection thresh-
olds while taking into account the characteristics of each of the stations in
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the monitoring network. Furthermore, the process to calculate the Minimum
Detectable Gradient (MDG) is described.

3.3.1 Derivation of the monitoring thresholds

An appropriate monitoring threshold derivation is the key part in the al-
gorithmic chain, since this threshold determines whether an anomalous ionos-
pheric gradient is measured or not. Therefore, it is important to study the
expected performance of each of the monitoring stations inside the network
in days when the state of the ionosphere was considered nominal. For that
purpose, for each of the monitoring stations, several days of dual-frequency
GNSS measurements recorded under nominal ionospheric conditions were se-
lected manually. To select nominal days, an ionospheric index called “Along
Arc TEC Rate (AATR)” defined in [32] was used. Section 4.1.2 of Chapter
4 and Section 5.1.2 of Chapter 5 give more details about this index and the
selection of nominal days with real data.

Furthermore, the amount of nominal data that is selected for monitoring
threshold derivation should be large enough to cover all possible satellite geome-
tries used while avoiding false alerts due to environmental features (e.g. mul-
tipath). Note that, in the “Network-GBAS” concept, a false alert in a certain
station of the network does not automatically lead to a loss of continuity, but
instead, requires assuming the “worst-case” ionospheric threat model parame-
ters for that specific satellite on that area of the network.

Once the nominal data is selected, several processing steps have to be per-
formed in order to compute the detection thresholds. These steps are: (i) data
processing, (ii) definition of the test statistic, and (iii) threshold derivation.

3.3.1.1 Data processing

Even in nominal conditions, the carrier-phase measurements might contain
cycle slips (discontinuities in the phase measurements due to the receiver losses
of lock) that could result in false gradient detections; thus it is necessary to
process the data before calculating the threshold. This data processing consists
of the following two stages: (i) detection of cycle slips, and (ii) visual check to
remove possible cycle slips that might be left after step (i).

Figure 3.3a shows an example of a cycle slip that occurred on the L2 carrier-
phase measurements of satellite GO7 during the day 73 of year 2015 at station
“av17”, located in Alaska (one of the stations used in Chapter 4).
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3.3.1.1.1 Detection of cycle slips

In this thesis, two different cycle slip detectors that can run in real time
and are based on dual-frequency measurements are implemented.

Cycle slip detector based on the geometry-free combination of
carrier-phases

This cycle slip detector is based on the one explained in Section 4.3.1.1
of [45]. Tt searches for jumps in the slant ionospheric delay estimation (1)
computed as in Equation 3.1.

The geometry-free combination from carrier-phase measurements in two
different frequencies (f; and f) removes the geometry, including clocks and
all non-dispersive effects. In nominal conditions (i.e., without scintillation or
large gradients), slant ionospheric delays experience smooth changes between
consecutive epochs, even if the receivers have a sampling rate of 30 s. This
fact is taken advantage of by the detector, which predicts fﬂ(t) by perform-
ing a second-degree polynomial fitting over a sliding window of the last N
samples (e.g. 10 samples in Section 4.3.1.1 of [45]). The predicted value from
this polynomial is subtracted from the observed value (at the current epoch)
to detect cycle slips.

The threshold for this cycle slip detector depends on the sampling rate
of the data. Following the explanation given in Section 4.3.1.1 of [45], the
threshold used in this thesis is:

CS :L- a —@-e<77%T)
Tesder = e (o ) (32)

with ag = % - (Af, = Ap) and Ty = 60 s. Figure 3.3b shows that this detector
was able to detect the cycle slip depicted in the example of Figure 3.3a.

Cycle slip detector based on code and carrier-phase data: the
Melbourne-Wiibbena (MW) combination

This cycle slip detector, explained in Section 4.3.1.2 of [45], uses the “Wide-
lane” combination of the carrier-phase measurements in two frequencies and
the “Narrow-lane” combination of the code measurements in two frequencies
to compute the Melbourne-Wiibbena (MW) combination (By). This combi-
nation has a double benefit. On one hand, the “Wide-lane” combination has a
larger wavelength than each signal individually. On the other hand, the mea-
surement noise is reduced by the “Narrow-lane” combination of code measure-
ments. These two facts together lead to an easier detection of the cycle slips.

The detection is based on the real-time computation of mean (mp,, ) and
standard deviation (op,, ) values of the By, measurement test data computed
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Figure 3.3: Example of cycle slip detection with two different detectors: (b) based
on the geometry-free combination of carrier-phases and (c) based on the Melbourne-
Wiibbena (MW) combination. The measurements used to calculate the slant ionos-
pheric delay (a) and the tests correspond to satellite GO7, day 73 of the year 2015, and
station “av17”, located in Alaska. The orange oval highlights the effect of the cycle
slip in the slant ionospheric delay estimation.
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as in Equation 4.39 of [45]. A cycle slip is declared when a By measurement
differs from the mean bias value by more than a predefined number of standard
deviations (e.g., 6-0p,, in [45]), which is the threshold. Figure 3.3c shows that
this detector was able to detect the cycle slip depicted inside the orange oval
in the example of Figure 3.3a, where a jump in slant ionospheric delay of more
than ten meters is observed.

For a more detailed explanation of the algorithm for this cycle slip detector
refer to Section 4.3.1.2 of [45].

3.3.1.1.2 Visual check

However, since the test signals used to detect the cycle slips are still driven
by frequency-dependent effects in regions where “nominal conditions” include
some activity in the ionosphere, some less evident cycle slips could remain
undetected. Examples of this problem can be found in [94] and [95]. As
a consequence, the computed thresholds using only the previously described
cycle slip detectors could suffer from an increase of their values, degrading the
detection performance of the monitoring network.

For this reason, in this work, a manual check is applied after the cycle slip de-
tectors to remove possible remaining cycle slips and outliers. Another possibil-
ity in this step could be to use a third more complex and sensitive cycle slip de-
tector, which would be preferable when working with greater amounts of data.
One example of these more sensitive cycle slip detectors can be found in [95],
where the authors propose a method similar to the GBAS acceleration-ramp-
step monitor applied to the ionospheric-free combination of carrier-phases (i.e.
unaffected by ionosphere). Using the knowledge of the precise coordinates of
the receivers on the ground, the precise orbits, and the clock corrections, they
remove most of the physical effects present on the ionospheric-free combination.
The resulting values are completely independent of the ionospheric effects, are
very accurate, and can be used to detect these smaller cycle slips.

3.3.1.2 Test statistic

After data processing, the algorithm computes the test statistic Itest! (t)
for each epoch t, each satellite j, and each station r, as the first derivative or
rate of the processed slant ionospheric delay in order to remove the unresolved
ambiguities in the carrier-phase measurements:

@ -F(-1
N AT

Here, fﬁ (t) is the slant ionospheric delay estimation calculated with Equation
3.1 for station r, satellite j, and epoch t, I} (t — 1) is the slant ionospheric

Ttest! (t) . (3.3)
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delay estimation for station r, satellite 7, and the previous epoch, and AT is
the time difference between two consecutive epochs. Note that any cycle slip
would produce a high rate value if it is not detected and removed from the
slant ionospheric delay estimation.

3.3.1.3 Threshold derivation

The values of the test statistics, Itest! (t), for a given station 7, computed
for all the satellites with elevations 6;. (), and all epochs ¢ during the selected
nominal days, are sorted in bins of satellite elevation angle. The size of these
elevation bins depends on the elevation angle. This different binning size is
used to account for the fewer number of samples available from high elevation
satellites and for the faster movement of the satellites at lower elevations in
comparison to their slow movement at high elevations (see Section 4.2.2.1 of
[62]). This thesis applied two different binning strategies for the two networks
of stations studied, one situated in Alaska and the other one in Brazil, due to
the different characteristics of the data. The sizes of the elevation bins used
in Alaska were: 2° between 5° and 25° of elevation, 5° between 25° and 50° of
elevation, and 10° between 50° and 90° of elevation. The sizes of the elevation
bins used in Brazil were: 2° between 5° and 55° of elevation, 5° between 55°
and 70° of elevation, and 10° between 70° and 90° of elevation.

Then, given an acceptable false alert probability, Pf,, a threshold for each
station can be defined as:

Thr, (em) = kfa * O Ttestr (am) , (34)

where 0 pest, (0) is the standard deviation of the Itest, (6,,) distribution com-
posed of the Itest! (t) samples for all satellites and epochs arranged into eleva-
tion bins, with 6,, and m = 1,2, .., M representing the elevation bins. More-
over, ky, is the false alert multiplier computed from the inverse of the stan-
Py,
2

dard normal cumulative distribution, Q! ( ) However, this methodology

only applies if Itest, (0,,) is Gaussian. In the case this probability distrib-
ution presents non-Gaussian behavior, a Gaussian overbound of the tails of
Itest, (0,,) distribution is calculated.

For that purpose, first, the data is normalized by subtracting from each
ITtest) (t) sample the mean computed with the samples inside each elevation
bin, prtest, (0m), and dividing the result by the standard deviation of each bin,
Ortest, (0m). The probability distribution composed of these normalized data
samples is denoted as Itest, porm(0m). Figure 3.4a shows an example of the
normalized distribution for one of the stations of the network located in Alaska
used in Chapter 4, and Figure 3.4b shows an example of the normalized distrib-
ution for one of the stations of the network located in Brazil used in Chapter 5.
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Figure 3.4: Two examples of the normalized test statistic distributions for: (a) one
of the stations of the network used in Chapter 4,“av17”, and (b) one of the stations
of the network used in Chapter 5, “chpi”.

Typically, the distribution obtained after normalizing the samples of the
original distribution is homogeneous throughout all the elevation bins. In these
cases, a global inflation factor is used for overbounding the tails of the entire
normalized distribution (see Section 2.2 of [63]). However, Figure 3.4 shows
that in both cases, Alaska and Brazil, even after normalizing, the distributions
are not homogeneous throughout all the elevation bins but instead, they present
higher values for the low elevation bins.

In Figure 3.4a, it can be observed that below 30° of elevation the normal-
ized distribution is thicker, presents more outliers, and is generally noisier than
above 30° of elevation. In Figure 3.4b, it can be observed that below 20° of ele-
vation the normalized distribution is also thicker and presents curved patterns.
In both cases, this increase in the values of the normalized distributions at low
elevations is due to the fact that the Gaussian model is less applicable because
the tails of the distributions are thicker. The reason is that satellites at low
elevations experience higher nominal ionosphere due to the longer path that
the signals have to travel. Furthermore, the IPPs move faster at low elevations
and thus, they are farther apart than at high elevations when computing the
first derivative over time. This higher effect of the nominal ionosphere at low
elevations is more visible in the case of Brazil (Figure 3.4b) since the curved
patterns in the normalized test statistics come from IPPs that moved across
the Appleton anomaly, which is quite far from the network under study (see
Figure 5.1 of Chapter 5) and therefore does not affect high elevation satellites.
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In addition, it can be observed that, in high elevation bins, the lack of sam-
ples impairs the calculation of statistics. This is more visible in Figure 3.4b
(Brazil) because there are fewer samples available per bin than in Figure 3.4a
(Alaska) due to the different data sampling rate (15 seconds in Brazil versus 1
second in Alaska). A more detailed description of the data used can be found
in Sections 4.1.1 and 5.1.1.
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Figure 3.5: Example of the tail overbounding process for two different elevation bins
and station “av17”. The blue dots show the normalized test statistics, the black dot-
dashed line represents the non-inflated Gaussian distribution and the dashed green
line represents the inflated Gaussian distribution.
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Figure 3.6: Example of the tail overbounding process for two different elevation bins
and station “chpi”. The blue dots show the normalized test statistics, the black dot-
dashed line represents the non-inflated Gaussian distribution and the dashed green
line represents the inflated Gaussian distribution.



68 3.3. Methods

To consider the particularities of the data mentioned above, this work fol-
lowed the approach in [96] and a different inflation factor was calculated for
each elevation bin instead of using a global inflation factor. In this way, the
necessary inflation factors to overbound the tails of the distribution in each
elevation bin are applied. To compute the inflation factor per elevation bin,
first, the Cumulative Distribution Function (CDF) of Itest, norm(0m) and its
complement (1-CDF) are computed for each elevation bin. Also, the CDF
and its complement are calculated for a zero-mean Gaussian distribution with
an inflated standard deviation Inonitorr(6m) and m = 1,2, .., M representing
the elevation bins, G, ~ N (0, I,%wm.tw(em)). These two functions are used
to overbound the tails of Itest,norm(6m) per bin. Therefore, the standard
deviation inflation factor Inonitorr(6m) is calculated such as the following con-
ditions are fulfilled per elevation bin: CDF (Itest, norm(0m)) < CDF(G,,) and
1 — CDF(Itesty norm(0m)) < 1 — CDF(Gp,).

Figure 3.5 depicts an example of the tail overbounding process for two differ-
ent elevation bins and station “av17”. In the example of the bin for low eleva-
tions, the actual distribution of the normalized test statistics, Itest, norm (6m)
represented in blue dots, is above the normal distribution N (0,1) in the tails,
represented by the black dot-dashed line. Therefore, inflation is needed in order
to protect the tails of the distribution. This inflation is represented by the green
dashed line, which corresponds to a N'(0, IZ i1 (fm))- In the example of the
bin for high elevations, the actual distribution of the normalized test statistics,
Itesty norm(0m) represented in blue dots, is only exceeding slightly the nor-
mal distribution N'(0, 1) in the tails, represented by the black dot-dashed line.
Therefore, the inflation factor needed in this case (Imonitor,av17(617) = 1.08)
was much lower than in the case for lower elevations (Iponitor,av17(03) = 2.11).
The same effects were observed for the case of Brazil, where the distribution
at high elevations required less inflation than the distribution at low eleva-
tions (see Figure 3.6).

Figure 3.7a provides all the inflation factors needed to overbound the distrib-
ution for Itestqp17norm(0m) with m = 1,2, .., M. Here, the inflation factors are
above 1.5 for satellite elevations below 25° but below 1.2 for satellite elevations
above 35° due to the higher effects of noise and multipath and higher nominal
ionosphere present on low elevation satellites as mentioned previously. Figure
3.7b provides all the inflation factors needed to overbound Itestcnpi norm (0m)
distribution with m = 1,2,.., M. In this case, the inflation factors are also
higher at lower elevations than at higher elevations, but have higher values at
higher elevations than in the case of Alaska (Figure 3.7a) due to the charac-
teristics of the data: lower numbers of available samples recorded in nominal
conditions due to the sampling rate and higher ionospheric activity.



Chapter 3. Methodology 69

N N
=) [
N N
=) [

=
&4
=
0

M

=
=)
g
=)

o
2
o
¢

Inflation factor (station av17)
Inflation factor (station chpi)

0.0 0.0

0 10 20 30 40 50 60 70 80 90 0 10 20 30 40 50 60 70 80 90
Elevation [°] Elevation [°]
(a) Inflation factors calculated for station  (b) Inflation factors calculated for station
“avl7”. “chpi”.

Figure 3.7: Inflation factors needed to overbound the tails of the test statistic distri-
butions per elevation bin.

Finally, the detection threshold for each elevation bin at station r is defined
following Section 2.3.4 as:

Th?"r (Gm) = UItest, (Hm) + kfa . Imonitor,r (Gm) ' O [testr (gm) . (3'5)

Figure 3.8 shows an example of different test statistic values (in blue) and
different values for the detection threshold depending on different probabili-
ties of false alert considered. The data used in this example corresponds to
all visible GPS satellites for the nominal days specified for station “av17” in
Section 4.1.2 and station “chpi” in Section 5.1.2. In this case, the probability
that a certain Itest!(t) value exceeds the threshold is smaller than the Py,
utilized to calculate the ky, multiplier due to the overbounding performed,
which means that the requirement of false alert probability of the monitor is
satisfied. Furthermore, it can be observed that the threshold values depend
greatly on satellite elevation due to the higher effects of noise, multipath, and
nominal ionosphere on low elevation satellites, which also make the inflation
factors required for overbounding larger. Comparing Figures 3.8a and 3.8b

with each other, it can be observed that the Itestihpi(t) are lower than those

of I testévn(t). This is due to the different sampling rate of the measurements
(15 seconds in “chpi” versus 1 second in “av17”). This causes the ionosphere
variation to be divided by a larger number in the case of “chpi”, which also
smooths the effects of noise and multipath.

Concerning the different probabilities of false alert, when a larger number
of false alerts is allowed, the threshold gets more restrictive, and when fewer
false alerts are allowed, the threshold is relaxed, but then some anomalous
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ionospheric gradients could be missed. The false alert probability values se-
lected in Figures 3.8a and 3.8b were chosen taking into account the power of
10 immediately below and immediately above the number of samples in each
elevation bin, which are considered to be statistically independent in this work.
Figures 3.9a and 3.9b show the number of samples in each of the bins for sta-
tions, “av17” and “chpi”, respectively. Sections 4.3.1 and 5.3.1 explain in more
detail the selection of the P, for each of the considered networks.
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Figure 3.8: Example of different detection thresholds for different Py, considered. The
blue dots show the test statistic distributions calculated for all visible GPS satellites
and the nominal days selected in Chapters 4 and 5.
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Figure 3.9: Number of samples in each elevation bin for stations “av17” and “chpi”.

Note that calculating a different inflation factor for each elevation bin has
the disadvantage that the number of samples in each bin is significantly lower
than if the entire normalized distribution were used. Therefore, deriving mean-



Chapter 3. Methodology 71

ingful threshold values for each station requires a larger number of statistically
independent samples than the corresponding Py, used (e.g., above 108 to cover
Py, = 107%). In this thesis, a simplification has been made to show how
the methodology works with a limited data set. However, in a real “Network
GBAS”, the detection thresholds would be obtained with a much larger num-
ber of samples that would have to be ensured to be statistically independent.
Additionally, the thresholds would be updated every some time (e.g., every
month) to consider significant changes in satellite geometry, different values of
nominal ionosphere due to the different seasons of the year, etc.

3.3.2 Derivation of the Minimum Detectable Gradient (MDG) by
the network

The detection threshold derived for each of the monitoring stations in Sec-
tion 3.3.1 considers a certain probability of false alert, but these thresholds do
not consider any probability of missed detection.

However, since the goal of this work is to substitute the current conserva-
tive threat model for the output of the network, the network itself must cover
the integrity budget allocated to the threat model. Although the ionospheric
threat model is considered to always be true and, in principle, it does not have
a fixed integrity budget associated, in Section D.3 of [47] (“GBAS integrity
risk not covered by protection levels”), it is stated that: “The GBAS Ground
Subsystem integrity risk is less than 1.5 x 10~7 in any one approach. [...] The
integrity risk due to Ground Subsystem failures can be divided into risks associ-
ated with undetected events of environmental anomalies (Note 1) and Ground
Subsystem failures resulting in erroneous GBAS messages. [...] Anomalous
ionosphere, anomalous troposphere, excessive RFI and excessive multipath are
notably considered as environmental anomalies”. This description corresponds
to the probability of Loss of Integrity (LOI) allocated to faults different from
individual satellite failures not bounded by any PLs, which is 1 x 10~® in Fig-
ure 2.2. A part of this integrity budget should be sub-allocated to anomalous
ionosphere. The GBAS manufacturer selects these allocations according to
the characteristics of the GBAS station (e.g., detectability of the implemented
monitors). As a simplification, this work considers a sub-allocated probability
of loss of integrity per 150-second approach for abnormal ionospheric activity
(PLoI.abnormal_iono) of 1 x 1078 from the total of 1.5 x 1077 (integrity risk al-
location for H2 conditions in Figure 2.2) as in [28]. Sub-allocation for other
anomalous conditions, such as anomalous troposphere, has not been consid-
ered. Therefore, the following condition must be fulfilled [28]:

PLOI,abnormal,iono > Pmd,abnormal,iano : Pprior,abnormal,ionav (36)

where P4 abnormai_iono 18 the probability of missed detection given the existence
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Figure 3.10: Example of a square-shaped network, where the GBAS station to be
protected is located in the center. The four blue circles represent four IPPs belonging
to the same satellite and four different stations, and the red circle represents the IPP
belonging to the same satellite and the GBAS station. In Figure 3.10a, the orange
lines represent the gradient fronts moving towards the IPPs from different directions,
and the numbers near each front represent the number of stations that might detect
the gradient before it arrives at the IPP belonging to the GBAS station. In Figure
3.10b, the associated probabilities of missed detection that must be covered by each
station are shown.

of abnormal ionospheric activity, and Pprior, abnormai_iono is the prior probability
of an anomalous ionospheric gradient occurring. Typically, Pprior,abnormal_iono
is assumed to be 1 and, P4 abnormal_iono = PLOI,abnormal_iono, but recent stud-
ies have also assumed this prior probability to be Pprior abnormal_iono = 1073
[28, 36].

Furthermore, the amount that each of the stations of the network must cover
from this integrity budget depends on the characteristics of the ionospheric gra-
dients in the specific region, the number of stations composing the network,
and the location of the GBAS station(s) within the protected area of the net-
work. In the following, several examples of the calculation of P4, abnormal_iono
that each of the monitoring stations would need to cover are presented, conser-
vatively assuming Pprior, abnormal_iono = 1. Note that, once the network is oper-
ational, it could compute a Pprior,abnormai_iono based on the data it processes.

Figure 3.10 shows one example of a square-shaped network configuration,
where the single-protected GBAS station is located in the center. Here, the
four blue circles represent four IPPs belonging to the same satellite and four
different stations, and the red circle represents the IPP belonging to the same
satellite and the GBAS station. Note that this is a simplification since the
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geometry of the stations on ground can be considered similar to that of the
IPPs only when the satellites are at medium and high elevations [97]. Assuming
that the probability of a gradient moving in any direction is the same, the most
representative directions of it moving towards the network are represented as
arrows perpendicular to the ionospheric front. As can be observed in Figure
3.10a, a gradient moving from north to south could be detected by two stations
before impacting the IPP of the GBAS station. This situation is represented
with a “2” written above this direction. However, a gradient moving from
northeast to southwest could only be detected by one station before impacting
the GBAS, since the other two stations are aligned with it. This situation is
represented with a “1” written above this direction. This process is repeated
for all directions of the gradient.

Then, for each of the directions, the probability of missed detection that
each of the stations would need to cover is calculated assuming that the prob-
ability of missed detection for these two stations are statistically independent.
As an example, when the gradient comes from north to south, the total of
1 x 1078 can be shared between the two stations situated in the upper part of
the square because both can detect the gradient before it reaches the GBAS
station. Therefore, in this case, the two top stations would need to cover a
Prd abnormal_iono 0f 1 X 10~% each and the two bottom stations are not consid-
ered since they are located after the GBAS station. In the case of the gradient
moving from northeast to southwest, only one station can detect and therefore
it would need to assume the whole budget of 1 x 1078, while the others are
not considered. Once this study has been carried out with all the possible
directions, the “worst case” for each station is selected, which is the lowest
P, abnormal_iono- As can be observed in Figure 3.10b, the “worst case” in all
corners is that only one station can detect, and therefore all corners need to
cover a Pmd,abnormal,iono of 1 x 1075

However, the situation changes if the GBAS station is not situated in the
center of the square. This is the case of the example depicted in Figure 3.11.
Here, only the two stations located in the upper part of the square have to cover
the total integrity budget while the stations located in the lower part of the
square only have to cover 1 x 10~%. Considering that most networks will have
more stations available in more complex configurations, the P4, abnormal_iono
that will need to be covered by each station will likely be less restrictive.

Furthermore, there are ionospheric threat models that do not consider all
directions of the ionospheric gradient as, e.g., the threat model in Brazil (see
Table 2.6). This case is exemplified in Figure 3.12a with a single direction rep-
resenting the very limited range of directions that need to be considered. Here,
the integrity budget is distributed among all stations that could be impacted
before the gradient reaches the GBAS, but only one direction is considered.
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Figure 3.11: Example of a square-shaped network, where the GBAS station to be
protected is located near one of the corners. The four blue circles represent four IPPs
belonging to the same satellite and four different stations, and the red circle represents
the IPP belonging to the same satellite and the GBAS station. In Figure 3.11a, the
orange lines represent the gradient fronts moving towards the IPPs from different
directions, and the numbers near each front represent the number of stations that
might detect the gradient before it arrives to the IPP belonging to the GBAS station.
In Figure 3.11b, the associated probabilities of missed detection that must be covered
by each station are shown.

This differs from the previous examples in that there is no “worst case” for
the rest of the corners that is more conservative, and therefore the integrity
budget can be distributed equally among these stations.

Assuming that all satellites present similar behavior, the Pp.q abnormal_iono,r
for each of the stations of the network can be computed only once. Next, the
Minimum Detectable Error (MDE) is calculated for each of the stations com-
posing the network. The MDE has the same units as the threshold, mm/s in
this case, and is computed following the approach explained in Section 2.3.4 as:

MDE, (Qm) = Thrr (Hm) + kmd,abnormal,iono,r : Imonitor,r (em) * O [testr (Qm) s
(3.7)

where kg abnormal_iono,r 1S the scalar multiplier needed to meet the required
P4, abnormal_iono,r Previously calculated and computed from the inverse of the
standard normal cumulative distribution, Qfl(Pmd,abmrmauonw).

However, in order to include the network information in GBAS, the MDEs
of each of the stations that compose the network need to be translated into
the Minimum Detectable Gradient (MDG) by the network at the location of
the GBAS station(s) it protects. This is achieved by means of Monte Carlo
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Figure 3.12: Example of a square-shaped network, where the GBAS station to be
protected is located near one of the corners. The four blue circles represent four
IPPs belonging to the same satellite and four different stations, and the red circle
represents the IPP belonging to the same satellite and the GBAS station. In Figure
3.12a, the orange line represents the gradient front moving towards the IPPs from a
single direction, and the number below the front represents the number of stations
that might detect the gradient before it arrives to the IPP belonging to the GBAS
station. In Figure 3.12b, the associated probabilities of missed detection that must be
covered by each station are shown.

simulations (explained in Chapter 6), in which the different parameters of the
GBAS ionospheric threat model are varied until a representative number of
samples is achieved. In addition, these simulations also allow to take into
account those cases where the locations of the stations on ground are not
similar to that of the IPPs due to the low elevation of the satellites. The result
of this simulation is a MDG expressed in mm/km that can serve as an input to
the protected GBAS stations. In Chapter 6, more information on this process
is given with examples of application on a real network located in Brazil.

Note that, in the case of including additional constellations, other satellites
could be used for monitoring, achieving a lower value of the MDG.

3.3.3 Detection of ionospheric gradients

The detection step is the first part of the real-time operation of the net-
work. As previously stated in Section 3.2, the detection step is performed
individually per station r, satellite j, and epoch ¢, monitoring for ionospheric
anomalies in the rate of the estimated slant ionospheric delays. The detection
algorithm receives the GNSS dual-frequency and multi-constellation carrier-
phase measurements and calculates the slant ionospheric delay as in Equation
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3.1. Then, these measurements undergo a processing step intended to remove
possible cycle slips in the data. Once the data is processed, the test statistic
ITtestl(t) is computed (Equation 3.3). Given a predefined threshold curve for
a certain monitoring station r and considering its value for the elevation of
a satellite j at a certain epoch t, 64(t) € 6, the condition for detecting the
ionospheric gradients is:

!Itestf; ()| = Thry (0) . (3.8)

The algorithm, presented in Algorithm 1, outputs detection information that is
shared over the network in real time (i.e., at the sampling rate of the receivers
in the network, which is assumed to be the same for all receivers). This detec-
tion information consists of the Itest!(t) values, a detection flag (dtc(t)) that
becomes one when a gradient is detected, and a signal flag (sgl/(t)) that indi-
cates that valid measurements in both frequencies exist at the current epoch t.
Algorithm 1 runs continuously and receives samples at every epoch t. There-
fore, the GBAS station would receive and be able to act on this information
at the sampling frequency of the network receivers with an additional margin
for data transmission.

Note that the detection capabilities of each of the individual reference sta-
tions are just as important as those of the network. In the case that the
reference stations forming the network are so far apart that the use of multiple
constellations is not sufficient to monitor the whole area, ionospheric irreg-
ularities such as small plasma bubbles might not be detected, as mentioned
in [98]. This issue should be carefully investigated when assessing the de-
tection capabilities of the network and calculating the Minimum Detectable
Gradient (MDG), and a criteria for a maximum distance between monitoring
stations should be established. However, the study of the “desired” value of
the station separation for ideal detection of these small irregularities is not
addressed in this thesis and is part of future work.

Furthermore, in the real-time operation of the algorithm, only stage 1 of
the data processing presented in Section 3.3.1.1 is performed. The main reason
is that both cycle slip detectors introduced in that section can be implemented
in real time, whereas a manual check or another more complex cycle slip detec-
tor (such as the one proposed in [95]) are not yet real-time capable, although
studies on how to adapt these more complex cycle slip detectors to real time
are ongoing. Since the monitoring thresholds were designed using both stages
in order to guarantee integrity, in the very rare occasions where an undetected
cycle slip occurs, the monitoring thresholds will trigger false alerts. In these
cases, the monitoring network tries to estimate the ionospheric gradient pa-
rameters as if the false alerts were real gradients. Section 3.3.4 explains this
process and discusses the behavior of the algorithm during false alert events.
Moreover, the monitoring network would consist of either GBAS stations with
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very high quality and reliable measurements or external stations that are also
expected to provide high-quality measurements, therefore minimizing the like-
lihood of this problem.

Algorithm 1 Detection algorithm for a single monitor station

L: Input: ¢} (1), .]f,br(t), pi,lm(t), Py (t)s 0I(t);

2: Initialization: sgli(t) < 0, dtcl.(t) < 0;

3: for each t do

4: for each j do

5: if (bjl,r(t) and qbi}wﬂ(t) exist then

6: sgll(t) «+ 1

7 Compute IA}hr(t) > according to Equation 3.1
8 if cycle slip is declared then

9: ‘ sgli(t) « 0

10: ‘ Delete fjjc.l,r(t)

11: else

12: Compute Itesti (t) > according to Equation 3.3
13: if |Itest)(t)| > Thr,(0m) with 62(t) € 6., then

14: | dtci(t) « 1

15: Output: ITtestd(t), sgli(t), dtci(t).

3.3.4 Estimation of ionospheric gradient parameters with an
individual satellite

The estimation step of the algorithm collects in a central processor the de-
tection information shared in the network per station r in real time (see Figure
3.13). First, this central processor groups the information coming from differ-
ent stations for the same satellite. Then, it estimates the gradient parameters
explained in Section 2.4.2 per satellite following a modification of the so-called
“time-step method” ([59, 23]). This method has been adapted to work in real
time. All the formulas in the following are therefore expressed for an individual
satellite j, and thus the j superscript is omitted.

3.3.4.1 Determination of the spatial propagation of the gradient with time

For estimating the gradient parameters, the gradient’s spatial evolution with
time or, in other words, the time delay x, between detections in two stations
that are spatially separated, a station r, and a station selected as reference
needs to be tracked. In principle, the reference station is the first station that
detects the gradient, and is distinguished by substituting the subscript r with
0. Additionally, it is assumed that the ionospheric gradient is local, maintain-
ing its characteristics of magnitude (slope and width) and propagation (speed
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Figure 3.13: Diagram that shows where the different steps of the “Network-GBAS”
methodology occur for two different satellites (one depicted in blue and one in red).
The dotted arrows represent the signals transmitted by each of the satellites and the
dashed arrows represent the detection information shared by each of the monitoring
stations for each of the satellites. The circles represent the information grouped for
each satellite by the central processor: the blue circle represents the detection infor-
mation for satellite 7 = 1 and all stations and the red circle represents the detection
information for satellite j = 2 and all stations. The solid arrows represent the informa-
tion transmitted by the network to the GBAS ground station and the dotted-dashed
arrow the updated integrity parameters broadcast to the aircraft.

and direction) constant only over a certain time and distance. This assump-
tion, referred to as the “locality principle” in this work, is verified at the end of
the following subsection. Furthermore, it is also assumed that the ionospheric
disturbance propagates as a planar wave that moves with a certain speed and
impacts the different IPPs corresponding to the same satellite and different
stations r at different times. Note that the assumption of an approximately
planar wave propagation is used to simplify the analysis of the problem. This
assumption is reasonable when the spatial size of the ionospheric perturba-
tion is orders of magnitude larger than the station baselines. The longer the
baselines and the smaller the size of the ionospheric perturbations, the more
limitations this method has. The applicability of this assumption to real gra-
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dients and its limitations are presented in the results in Chapters 4 and 5.

However, since several ionospheric perturbations can occur in a short period
of time at each ground station, it is necessary to identify the same ionospheric
perturbation occurring at different ground stations. This is achieved through
the computation of the cross-correlation between the different test statistics
in real time.

3.3.4.1.1 Real-time cross correlation

Under the assumption that the ionospheric perturbation maintains its char-
acteristics of magnitude during a certain period of time, identifying the same
ionospheric perturbation means identifying the perturbations with the same
shape at different stations. To this end, the cross-correlation between the
test statistic values calculated in different stations for the same satellite is
computed.

Nevertheless, due to the real-time constraint in GBAS, it is necessary to
perform the cross-correlation between the test statistics as fast as possible
instead of using the complete set of measurements over a day. Thus, the cross-
correlation between Brpest,, a sliding window buffer containing a history of
test statistic values until current epoch t¢ for any of the stations r # 0 € R,
and Bypest,, the buffer for the station of reference is computed.

The two buffers involved in the cross-correlation process are defined as:

B = |Itesty(t
Bruen, - %ltestigtiﬁlw\@ } with t5 = tag — Nw.o...t (3.9)
r 1xXxNp

where t4 o is the epoch when the station of reference detected the anomalous
ionospheric gradient for the first time, Np is the size of both buffers, and Ny
is a window of time designed to capture the part of the test statistic that starts
to increase when a gradient begins but is still not sufficiently large to trigger
the detection thresholds. Note that the size of Ny is a design parameter that
depends on the characteristics of the data.

As can be observed in Equation 3.9, the buffers belonging to all non-
reference stations begin to fill at the same moment the station of reference
detected an anomalous gradient, t49. Therefore, all buffers are initialized
with the test statistic values from the stations to which they belong from time
tq,0— Nw to tq o and continue to receive and store the test statistic values until
current epoch t. Thus, all buffers have the same length. The maximum length
of these buffers is another design parameter, and its determination should take
into account the range of values of the expected anomalous gradient parame-
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ters. A more detailed description of the selection of Ny and Np is given in
Chapters 4 and 5, where the data used in this thesis is introduced.

Algorithm 2 describes the cross-correlation process in more detail. For the
times when dtc,(t) is equal to 1, the algorithm checks if there is any sample
of the test statistics missing in any of the two buffers involved in the cross-
correlation process. These missing data are often due to a cycle slip, a data
gap or when the satellite is no longer visible. Since integrity cannot be ensured
if there is a gap in the data, if this occurs, a “Warning” is declared to indicate
to the network that there has been a detection, but the gradient parameters
cannot be determined. In this case, the network should use the “worst-case”
threat model parameters on that area. After this initial check, Algorithm 2
computes the cross-correlation between the two buffers, Bsest, of the reference
station and Brpest,, as:

Np—1
ce(p) = 3" Brrest, () - BriestolL — p+ Np — 1). (3.10)

For each epoch ¢ in which the cross-correlation is computed, the maximum of
the cross-correlation and the index of the cross-correlation vector where the
maximum OCcurs Ppmqz(t) are found. Then, the time delay between the two
stations at epoch t is computed as:

r(t) = (pmaa(t) — (N — 1)) - AT. (3.11)

Once the time delay is found, the cross-correlation coefficient, «,(t), is
calculated between Bg and B,, two buffers containing the relevant parts of
the signal from Brgest, and Brgest,. This cross-correlation coefficient, also
known as the Pearson correlation coefficient, is determined by:

cov(Bo,B,) . By = Brtesto {0, ...,t — ke (1)}
r(t) = ————= with ol
() 0B 0B, { B, = Brtest, {fir(t),. ..t}

where “cov” represents the covariance of the two buffers, and o the stan-
dard deviation.

(3.12)

A cross-correlation coefficient of 1 between the test statistics computed at
two different stations means that the perturbation is the same, but delayed by
a certain time interval, which is used to estimate the propagation parameters.
A cross-correlation coefficient of 0 means that the perturbations at these two
stations appear to be unrelated. Therefore, these cross-correlation coefficients
a,(t) are compared in each epoch with a minimum value auy;,, below which
the perturbation occurring at the station r is not considered to be the same
as the one occurring at the station of reference. This work uses for a;,;, a
value of 0.5, which is a common value used in signal processing. Until «,(t)
reaches the value chosen for ay,;,, the network does not know if both stations
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detected the same anomalous ionospheric gradient. Therefore, it declares a
“Warning” to indicate to the GBAS stations in that area that they should use
the “worst-case” threat model parameters.

When a,(t) is above apin, the network considers that the anomalous gra-
dient measured at both stations, r and the reference, are the same. However,
when the difference between current epoch ¢ and time of detection at a sta-
tion different from the reference, t4,, is low, the real-time cross-correlation
algorithm finds poor correlations due to the noise and multipath present in
the Itest,(t) samples and the very limited amount of data corresponding to
the ionospheric perturbation stored in the respective buffers. Therefore, the
algorithm needs a certain time to converge. It is considered that the algo-
rithm converges when the difference between the cross-correlation coefficients
at the current epoch and at the previous epoch is below 1 x 1072 for the last
N¢ samples (e.g. 3 samples). The convergence condition is summarized in
Equation 3.13:

|l (tc) — ay (tc — 1)] <1 x 1072 with tc =t — N¢o,t — (N — 1),...,t.
(3.13)

The amount of time that the algorithm needs to converge depends on the
characteristics of the ionospheric gradient and the level of noise and multipath
present on the measurements, and it is further discussed in the results in Chap-
ters 4 and 5. Until the convergence criterion is met, the two stations involved in
Algorithm 2, which protect one or more GBAS stations, are treated as having
detected an anomalous ionospheric gradient, but they still do not have any in-
formation of the size and propagation of the gradient. Therefore, a “Warning”
is issued to warn the network that there is an anomalous ionospheric gradient
in that area that cannot yet be estimated. Thus, the GBAS stations that those
stations cover should use the “worst-case” threat model.

Once the algorithm converges, it outputs the cross-correlation coefficient
ar(t) and the time delay ,(t). While the convergence criteria is fulfilled, both
parameters are very similar from one epoch to the next and can be consid-
ered constant.

For the times when the cross-correlation coefficients no longer fulfill the con-
vergence criteria but the detection flag, dtc,(t), is one, the network indicates
again the use of “worst-case” assumptions. Algorithm 2 continues searching for
high cross-correlations until the gradient is no longer detected (dtc,(t) changes
from 1 to 0), and the buffer for station r is reset to empty to wait for an-
other gradient to come.

As stated in Section 3.3.3, when false alerts from different stations occur,
they are treated as “real alerts”, and they also go through the cross-correlation
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procedure. However, since the source of these alerts are not real anomalous
ionospheric gradients, Algorithm 2 does not find sufficient correlation between
the test statistics from the different stations and the same satellite and the
estimation of the gradient parameters is not calculated. In these cases, Algo-
rithm 2 triggers a “Warning” indicating that the GBAS stations affected by
these false alerts should use more conservative approaches because the net-
work cannot guarantee the integrity otherwise.

Note that the case that Algorithm 2 produces a high cross-correlation due to
false detection is very unlikely since this algorithm requires a minimum number
of samples within the buffers of Equation 3.9 to run. Moreover, it is even more
unlikely that this would occur for three different stations (the reference station
and two others) such that an erroneous estimate of the gradient parameters
could be made. For this reason, the case of getting an erroneous estimation of
the gradient due to finding large cross-correlations between false detections or
detected anomalous ionospheric gradients that are not the same, has not been
considered in this work because it is assumed to be highly improbable.

Algorithm 2 Real-time cross-correlation algorithm for an individual satellite

1: Input: Brpesto, Brest,., S9lo(t), sgl-(t), dter(t) V r € R;
2: Initialization: Bitestg, Birtest, ¥V T € R; > according to Equation 3.9

: for each t do
for each r do

3
4
5: if dtc,(t) is 1 then

6: if sgl,.(tg) is 1 and sgly(tg) is 1V tg € [ta,0 — Nw, ..., t] then
7

8

9

Calculate cc(p), k-(t) and a,(t) > according to Equations 3.10, 3.11, 3.12
if a,(t) > ammn then
: ‘ if |ar (tc) — ar (tc — 1)] €1 x 1072 then > see Equation 3.13

10: ‘ Output xr(t), ar(t)

11: else

12: ‘ Trigger “Warning”

13: else

14: ‘ Trigger “Warning”

15: else

16: Trigger “Warning”

17: Reset Briest,

18: else

19: ‘ Reset Bitest,

20: Output: kr(t), ar(t) Vr € R.

When the ionospheric threat model is not a simple wedge (e.g. CONUS),
but is more complex (e.g. Brazil), the network might be comparing two dif-
ferent areas of the gradient at different stations (e.g., one station observes the
downward part of the gradient while another observes the upward part) due
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to the movement of the satellites and the perturbation itself. In this case, this
method is able to compare exactly the same parts of the gradient at different
stations since it separates the test statistic values of the downward part (i.e.
negative values) from the upward part (i.e. positive values) before the calcula-
tion of the cross-correlation with the absolute value of the test statistics (refer
to Chapter 5 for a more detailed explanation).

3.3.4.2 Speed and direction of the gradient

When at least 3 stations are impacted by the same gradient, the speed vector
of the gradient, v, can be estimated by applying the work accomplished in [23]
and [97]. Under the assumption that the ionospheric disturbance propagates
as a planar wave, the wave phase ( can be expressed as:

(= k—w-t+ Gn, (3.14)

where k is the wave propagation vector, x is the position vector, w is the
angular frequency, and (;, is the initial phase.

North

East

Figure 3.14: Propagation of the ionospheric gradient.

Given an ionospheric gradient affecting the observations of a certain GNSS
satellite, the condition to obtain the same phase between the corresponding
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perturbation observed from two stations of the network (for example the ref-
erence station and another station r), can be written as:

(xp —xo) -k =w- Ky, (3.15)

where x, and x( are the position vectors of the IPPs at the times of detection of
the gradient (see Figure 3.14) expressed in a local reference coordinate system.
That is, €, = [Ty, East, Tr,North). The center of this local reference coordinate
system is the average of the positions of the IPPs at the times of detection
in each of the stations. Note that the variables that follow are also expressed
in this coordinate system. Defining the vector slowness as s = g as in [97],
Equation 3.15 can be expressed in terms of the vector difference of position
between IPPs, Ax,, and the time delay x, as:

Ax, 5= K,. (3.16)
Now, Equation 3.16 is considered for the different stations r belonging to the

network R that have detected the gradient until the current epoch ¢ denoted
as Np. Thus, matrix X and vector z are defined as:

A$1 K1
Amz K9
X = ) z = . . (3.17)
ATNp-1] N 1o RNr=1] Np—1x1

Here, X contains the IPP position vectors and z the time delays between the
different stations r and the station of reference. Note that the differences of
position vectors composing X and the time delays in z appear in the order
in which the different stations detected the gradient. This order replaces the
name of the stations represented by subscript r. The dimensions of X and z
are [Ngp — 1 x 2] and [Ng — 1 x 1] respectively because the first station that
detects the gradient is used as reference for calculating the cross-correlation
coefficients and the time delays.

Therefore, Equation 3.16 can be expressed as:
Xs =z (3.18)

Since X in Equation 3.18 is not invertible, the Moore-Penrose pseudoinverse
is used, and thus s can be estimated as in Equation 3.19, which can be solved
by Least Squares:

s=(X'X)"'X'z. (3.19)

However, since the information of the level of cross-correlation between the test
statistics () is available, it is used to estimate §. In this way, information
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about the trust that can be given to the measurements coming from the dif-
ferent stations can be introduced in the estimation of 8. Thus, the estimation
of 8 can be solved with a Weighted Least Squares as:

§=(X'"WoX) ' X'W,z, (3.20)

where W, is a diagonal matrix containing the weights of the Weighted Least
Squares (based on the cross-correlation results) as:

a1 0 0
0 ag ... 0

Wa=|. , (3.21)
0 0

aNR_l NR—IXNR—I

Then, the speed of the gradient ¥ is the Samelson inverse of the vector s:

N s

53 (3.22)
From the vector ¥ = [Ugqst, UNortn], the module of the speed of the ionospheric
gradient, Ujono, can be calculated as:

~ _ ~9 ~9
Viono = \/ VEast + UNorths (323)

and the direction of the gradient (azimuth measured from the North Pole) can
be computed (in degrees) as:

C/l\iono =90° — aJtanQ(i}\Nor‘tha aEast)- (324)

Nevertheless, as previously stated, the algorithm assumes that the pertur-
bation (i.e. the anomalous ionospheric front) is local, which means that the
result of comparing the measurements from two stations with a long distance
between them (e.g. 200 km) might be inaccurate since the perturbation might
change during its propagation from one station to the next. Moreover, the
geometry of the IPPs in the sky should not be aligned in order to avoid sin-
gularities while calculating the speed vector.

Therefore, before the estimation of the gradient parameters, IPPs corre-
sponding to the different stations are grouped in clusters, and these clusters
are validated to check if they are suitable to calculate a reliable estimation of
the speed vector. At the time of detection in each of the stations, the position
vectors «, for each of the IPPs corresponding to the satellite of interest and
different stations r impacted by the same gradient in a local coordinate system
are computed. Then, a cluster with these position vectors is formed, which is
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validated attending to two different criteria: (i) a radius around the central
point of the local coordinate system to guarantee the locality principle, and
(ii) a geometry index that ensures that the geometry of the IPPs in the sky
is acceptable. For the first criteria, a validation radius of 200 km is chosen.
This value is based on the maximum station separation distance considered
in the literature that addresses the ionospheric threat model derivation in the
CONUS region [29] and in Korea [79]. For the second criteria, the Geometry
Index (GI) is defined as:

GI = \/trace ((X'X)*l). (3.25)

This GI evaluates the impact of the geometry of the IPPs in the solution of
Equation 3.20 and plays a similar role as the Geometry Dilution Of Precision
(GDOP) in the estimation of the position solution: a high GI means a bad
geometry, whereas a low GI means a good geometry from the point of view of
the resolution of Equation 3.20. The values that the GI can get are further
discussed in Chapters 4 and 5.

3.3.4.3 Slope and width of the gradient

Once the speed vector of the gradient is known, the slant slope of the
gradient estimated by the considered satellite and station r is determined by
the following geometrical relationship:

—~ Ttest, (t
Giono,r (t) — 774() (326)

Av, (t)
where Awv,.(t) is the relative speed between the gradient, v, and the IPP,
vrpp, (t), projected in the direction of propagation of the gradient calculated as:
v

Avy (1) = (vrpp, (1) = B) - 1 (3.27)

As can be observed in Equation 3.26, the slope is calculated per epoch ¢ and
is not considered constant during the propagation of the gradient as the speed
vector. The reason behind is that the algorithm looks for the “worst case” or
highest slope and therefore, it needs to consider all the values of the Itest,(t)
stored in the buffer (Bpgest, ) until it finds the maximum. Once the maximum
slope for this specific satellite-station pair is found, the algorithm assumes
that it is constant until the perturbation is not detected any more. Since the
convergence of the algorithm may have occurred later than the occurrence of
the maximum slope, all slope values prior to the current epoch within the
buffer are also computed to find the maximum value.
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Another possibility to calculate the slope of the gradient is the “station-
pair method”, which calculates the difference of the slant ionospheric delay
between two stations and divides it by the distance between the stations [29].
However, this methodology requires very accurate ambiguity resolution, and its
estimation accuracy is often degraded by any remaining erroneous systematic
offset. In contrast, the methodology used in this work, is not highly sensi-
tive to remaining biases on ionospheric delay estimates, since the ambiguity is
removed when calculating the first derivative of the ionospheric delay. Note
that, as will be seen in Chapters 4 and 5, the approach used in this work to
estimating the gradient slope could have a high degree of error due to (i) the
uncertainty in the relative speed estimate, and (ii) the error in the thin-shell
assumption under IPP calculations. However, the gradient slopes estimated
by the proposed method are overbounded to consider the uncertainty in the
estimations. Furthermore, these gradient slope estimates include both spatial
and temporal changes in the ionospheric delay when only the spatial changes
are desired, which is acceptable when searching for the “worst-case” gradient
estimations in real time.

Additionally, greater observability of gradients is obtained with the pro-
posed method than with other methods (e.g., the “station-pair method”) that
use slant ionospheric delay differences between stations. The reason is that the
“station-pair method” could easily underestimate the gradient slope if stations
with baselines comparable to the gradient width are not used (e.g., estimation
of gradient slopes with corresponding widths of 20 km with stations separated
by more than 100 km would lead to large underestimation errors).

The width of the gradient estimated by the considered satellite and sta-
tion r is calculated as:

Wionor (t) = Avy (t) - T, (1), (3.28)

where Ty, (t) is the time in seconds that has passed since the gradient was
detected until current time ¢. Note that the total width of the gradient can
only be known when the whole gradient has passed and the station r is not
detecting the gradient any more.

3.3.4.4 Uncertainty model and overbound of the estimated gradient
parameters

The previously described estimation process is not free from errors that
cause the estimated values to deviate from true values. These errors exist due to
several factors such as the presence of multipath and noise in the measurements,
the approximations and simplifications in the mathematical models, and the
insufficient time resolution of the measurements to name some. Chapters 4
and 5 study these errors and their causes with simulated and real data.
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Therefore, in order to be able to substitute the conservative threat model
by the estimated gradient parameters from the network, a statistical model of
the uncertainty of the estimations is needed. To derive such a model, first,
the determination of the gradient parameter estimation errors is needed. This
work focuses specifically on the estimation errors of the slope of the gradient
since it is the parameter that serves as the interface between the network and
the GBAS stations (see Section 3.4). The estimation error of the slope for
station r and satellite j can be computed as:

J — 7 _
Giono,r gzono,r gzono,r7

(3.29)

where /g\gonw is the maximum estimated slant slope for satellite j and station

r, and ggomﬂ, is the true value for the slant slope at the same epoch, for the
same satellite and the same station. However, as the true values are unknown,
Monte Carlo simulations are carried out by varying all the gradient parameters
to calculate these errors in a controlled environment. The estimation errors for
all the other gradient parameters can be determined in the same manner by
subtracting the simulated value of the parameter from the estimated value of it.

The algorithm calculates these parameter estimation errors for all satellites,
stations and variations of all gradient parameters in the threat model. Sections
4.2 and 5.2 (Chapters 4 and 5) describe in detail the different simulation steps
and Tables 4.3 and 5.3 show the distributions used to generate variations of
each parameter for Alaska and Brazil, respectively.

Then, the algorithm sorts the error values for one parameter in bins of
estimated values in order to allow for variable behavior under different levels
of ionospheric intensity while maintaining a sufficient number of samples per
bin to obtain reliable statistics. The number of samples inside each bin and the
interval of estimated values that each bin covers depend on the characteristics
of the errors obtained. For example, the estimation errors could be comparable
for different ranges of simulated slopes, but the length of these ranges could
be different depending on the magnitude of the gradient. Section 4.3.2.2 of
Chapter 4 and Section 5.3.2.2 of Chapter 5 explain with simulated data how
to select the size of the bins, as it depends on the data and can be different
for different data sets.

The estimation error uncertainty in each bin is modeled as a Gaussian distri-
bution, which is commonly used in GNSS augmentation systems because of its
simplicity for defining the error distribution with only two parameters (its mean
and standard deviation). Therefore, once the estimation errors are divided into
bins, the estimation error samples are normalized (e.g. AJ,,,.,, withj e 1,...,7
and r € 1,..., R) by using the sample mean, pg,,,, .., and the sample standard
deviation, oy, ., in each bin with m = 1,2, .., M representing the bins.
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Figure 3.15: Normalized slant slope estimation errors versus slant slope estimated
values for the network studied in Chapter 4 (Alaska). The data bins considered are of
25 mm/km in estimated slant slope.

Figure 3.15 shows an example of the normalized slant slope estimation er-
rors for the network of stations studied in Chapter 4 (Alaska). As can be
observed, after normalization, the distribution is practically homogeneous ex-
cept for the first three bins (50 - 75 mm/km, 75 - 100 mm/km, and 100 - 125
mm/km) because they have less data due to the way the gradients are sim-
ulated. Section 4.3.2.2 explains this phenomenon. Therefore, unlike Section
3.3.1, a single inflation factor, Iy, . , is calculated for the entire distribution
to properly overbound the non-Gaussian tails of the normalized Ay,  — distri-
bution formed by the normalized samples in all bins. Figure 3.16 shows the
inflated distribution (green dashed line) for the case in Alaska, which was cal-
culated following the method described in Section 3.3.1. Thus, the inflated
standard deviation per bin can be calculated as:

UQiono,ouerbound,m = ‘lu’giono,m| + Igiono : Ugiono,m' (330)

Then, when the algorithm is running in real time, and the network estimates
the value of a gradient parameter (e.g. the slope), the previously-determined
inflation factors are applied to compute the appropriately overbounded esti-
mated parameter as described in Equation 3.31:

/g\z?ono,overbound,r (t) = /g\gono,r (t) + kne : Jgiono,ove'rbound,m7 (331)

where k. is the scalar multiplier needed to meet the required Probability of
Non-bounded Errors (PNE), P,., computed from the inverse of the standard



90 3.3. Methods

10°
1072
5 107 ‘
0 ;
i i
107°4 P P :
Actual distribution !
—-— Non-inflated ".
Inflated (lg,,, = 2.26) |
1078 ' ‘i

-20 -15 -10 -5 O 5 10 15 20
Normalized 4y, [mm/km]

Figure 3.16: Example of the Gaussian tail overbounding process for the gradient
slant slope estimation errors and the network studied in Chapter 4 (Alaska). The
blue dots show the normalized slant slope estimation error distribution for all the data
bins, the black dot-dashed line represents the non-inflated Gaussian distribution that
would correspond to the mean and standard deviation of the normalized distribution,
and the dashed green line represents the inflated Gaussian distribution.

normal cumulative distribution, Q~!(P,.). The PNE has been defined specif-
ically for this work as the probability of estimating errors erroneously in a
way that compromises GBAS integrity. Considering again the integrity tree in
Figure 2.2 and following the same argumentation as in Section 3.3.2, this prob-
ability has been selected to be 1 x 1078, Furthermore, ag, . . . am 18 the
overbounded standard deviation corresponding to the data bin m associated
to the estimated slant slope g7, ,.(t)-

The process of calculating the overbounded estimated gradient parameters
is depicted in Figure 3.17. First, the real-time algorithm estimates the gradient
slant slope (g7, (t)). Then, it calculates the bin to which the estimated slant
slope belongs (eig., m = 3). This slope has an associated estimation error
(Aiono.) that is unknown in the real case. Therefore, the information obtained
in simulation is used to overbound the estimated slant slope. This is done by
using the mean and standard deviation of the bin to which the estimate belongs
(Kgiono.s and 04, . in the example of Figure 3.17, respectively) to calculate the
inflated sigma ( in Figure 3.17) (see Equation 3.30). Finally, the
previous elements and P, are used to compute the overbounded slant slope of
the gradient (see Equation 3.31). In Chapters 4 and 5, the process previously
explained is described with simulated and real data.

O-giono,ouerbound,?)
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Figure 3.17: Process of calculating the overbounded estimated gradient parameters.

3.4 Interface between the network-based ionospheric
gradient monitor and GBAS

The network determines the current state of the ionosphere in the monitored
area by either detecting and estimating the gradients per satellite or ensuring
that no gradient is present over a certain magnitude. Then, it is the task of
each GBAS ground station to use this information to update the threat model
to be used at a certain time epoch.

This thesis proposes a methodology that includes this information into a
GAST C station inside the geometry screening algorithm explained in Sec-
tion 2.4.3.1. In this way, a GAST C ground station would use a variable
maximum gradient slope per satellite, g7 . in the calculation of anomalous
ionosphere-induced differential range errors within the PDGS algorithm (see
from Equation 2.31 to Equation 2.35 in Section 2.4.3.1) instead of using the
constant value from the threat model as done today. This variable maximum
gradient slope depends on the information received from the network, which
is one of the following values:

(i) The MDG calculated in Section 3.3.2 for the coverage area of the network,
when the network does not detect any anomalous ionospheric activity.
This value would be used as the maximum anomalous gradient that can
currently be observed by each satellite instead of the maximum “worst-
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(i)

(iii)

case” gradient defined by the regional ionospheric threat model.

The “maximum possible slope” estimated and overbounded in real time
for each satellite in the coverage area of the network calculated in 3.3.4.4,
when the network detects an anomalous ionospheric gradient and the
algorithms converge. This value would be larger than the minimum
detectable gradient from (i) but typically smaller than the maximum
“worst-case” gradient from the ionospheric threat model.

A “Warning” that implies the use of the “worst-case” ionospheric threat
model applicable to GBAS for that area, when the network detects an
anomalous ionospheric gradient but the algorithms are not yet able to
reliably estimate the gradient parameters. The “worst-case” ionospheric
threat model would also be used in case the “maximum possible slope”
from point (ii) exceeds its “worst-case” bounds, as it has much less sta-
tistical uncertainty than the real-time gradient estimates.

Therefore, the integrity parameters transmitted by the GAST C station
would require less inflation most of the time. Thus, availability would increase
in regions where conservative ionospheric threat models have to be applied
to protect integrity. The results justifying the previous statements are pre-
sented in Chapter 6. Figure 3.18 shows a diagram of the interface between
GBAS and the network.

Network
Information

Gradient
detected?

Integrity parameters

inflated using the
MDG per satellite

Estimation
possible?

WARNING! Integrity parameters
Integrity parameters inflated with estimated
inflated with conservative and overbounded
threat model gradient slope

Figure 3.18: Diagram of the interface between GBAS and the network.
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3.4.1 Real-time operation of the network

To be useful for ionospheric threat mitigation, the network information
would have to be generated and transmitted at a frequency that would allow the
GBAS stations to act in real time (send inflated integrity parameters to aircraft
every 0.5 seconds or alert aircraft within 6 seconds for CAT I approaches).
Therefore, assuming that PDGS could determine an inflation factor using the
input from the network every 0.5 seconds, the network receivers should have
a sampling rate sufficiently high to meet these requirements (i.e., below 0.5
seconds to allow certain margin for data transmission). Otherwise, if PDGS
could not work in real time, an inflation factor update interval of 60 seconds
could be used and the GBAS station should ensure that the inflated parameters
are valid for the next 60 seconds as proposed in [26].

In the case that the sampling rate of the network receivers is lower than that
of GBAS (e.g., 15 seconds versus 0.5 seconds), which is not advisable, it must
be ensured that the gradient slope observable by the GBAS is not greater than
the last slant slope transmitted by the network. In the nominal case, this is
ensured by the calculation of the MDG, which should be calculated by means
of exhaustive simulations and consider the sampling frequency of the network
receivers (see Chapter 6). In the case of gradient parameter estimation, while
Algorithm 2 does not converge, the network warns the GBAS station to use
the current conservative threat model. After convergence of Algorithm 2, the
overbounding process should consider an additional uncertainty for possible
variations of the gradient parameters (e.g., slant slope) between the time when
they were estimated by the network and the time when the gradient affected
the GBAS station. Note that if the sampling rate of the network receivers
and the baselines between them were adapted to the correlation distance of
the ionospheric disturbances (i.e., distance within which the disturbances do
not experience significant variations), this additional uncertainty in the over-
bounding process would not be necessary.

3.5 Summary

This chapter has presented the “Network-GBAS” concept, a method ca-
pable of detecting anomalous ionospheric gradients in real time (i.e., at the
sampling rate of the network receivers) and estimating their parameters in
near-real time (i.e., after Algorithm 2 has converged and the parameters have
been estimated and overbounded). The “Network-GBAS” concept is based on
a wide-area network of dual-frequency (mandatory), multi-constellation (op-
tional) GNSS monitoring stations.

This chapter has begun by analyzing whether such a concept, which includes
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external information into GBAS, is possible within current GBAS standards.
The next section has introduced the “Network-GBAS” concept in general.

Then, this chapter has described in detail the algorithm for detecting anom-
alous ionospheric gradients for each station-satellite pair, including the neces-
sary processing of the measurements and the derivation of the detection thresh-
olds as a function of satellite elevation. It has also explained the methodology
for calculating the minimum detectable error for each station of the network
to meet the integrity requirements.

Subsequently, it has described the estimation of the ionospheric gradient
parameters and the methodology to overbound them considering the possible
estimation errors. Here, it has introduced weighting within the equations for
the estimation of the gradient parameters that takes into account the cross-
correlation coefficients between the test statistics coming from different pairs
of stations. In addition, it has defined a geometry index to check if the clusters
formed by the IPPs for estimating the gradient parameters are adequate to
limit the geometric approximation errors in the methodology.

Finally, this chapter has explained the interface between the “Network-
GBAS” concept proposed in this thesis and the ionospheric threat mitigation
solutions for a GBAS CAT I station.



Performance of the Network-Based
lonospheric Gradient Monitor in a
High-latitude Region

The previous chapter has provided a methodology to reduce the current
excessive conservatism in the assumptions adopted to protect GBAS against
large undetected ionospheric gradients. The proposed method not only pro-
vides a solution to detect and estimate such gradients but also provides an
associated integrity concept to ensure the integrity of GBAS.

The main objective of this chapter is to analyze the performance of the pro-
posed methodology first with simulated data and then with real data from a
network of stations located in the auroral region. The underlying idea is to com-
pare the performance of the methodology with both simulated and real data to
establish a relationship that ensures that the simulations are representative of
the real world. Within the auroral region, I have chosen a network of stations
located in Alaska for this study. The reason is that, in this region, anomalous
ionospheric gradients tend to be small in magnitude but propagate with very
high speeds, although they could still have a negative impact on GBAS. Be-
cause of these characteristics, these gradients present a great challenge for the
methodology proposed in Chapter 3, which is based on time derivatives. Since
there are no airports near the network considered, this chapter conceptually
evaluates the detection, estimation and overbounding algorithms of Chapter 3,
leaving the direct application to GBAS for Chapter 6 with the network studied
for the equatorial region, which does have airports nearby.

This chapter is organized as follows: Section 4.1 presents the data used
throughout the chapter, Section 4.2 describes the simulation setup developed
to be representative of ionospheric characteristics in the auroral region, Section
4.3 evaluates the performance of the method with simulated data, and Section
4.4 evaluates the performance of the method with a real anomalous ionospheric
perturbation measured by the network in Alaska. The work in this chapter
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was published in [92, 93], as stated in Section 1.5.

4.1 Description of the real data used for the evaluations
in the auroral region

This section describes the characteristics of the network used to evaluate the
performance of the methodology proposed in Chapter 3 in the auroral region.
First, Section 4.1.1 describes the network architecture and the measurements
used. Then, Section 4.1.2 presents the method for selecting nominal (i.e., no
abnormal ionospheric activity present) and active days.

4.1.1 Data description

As a representative monitoring network for the auroral region, five stations
situated in Alaska belonging to the Geodetic Facility for the Advancement of
Geosciences (GAGE) were used. The locations of these stations are depicted
in Figure 4.1 and their coordinates are presented in Table 4.1. Public data is
available for this network at a 1 Hz sampling rate both for L1 and L2 frequencies
and GPS satellites [99].

1 @®ac59
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o
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Figure 4.1: Locations of the stations in Alaska.

Note that, due to the limited availability of data recorded with L1/L5 fre-
quencies and other constellations (e.g. Galileo) during active ionospheric con-
ditions, real measurements on L1 and (semi-codeless) L2 frequencies and only
the GPS constellation were used for this study. It is expected that the perfor-
mance of the methodology evaluated with measurements from multiple satellite
constellations broadcasting L1/E1 and L5/E5a will be better than the perfor-
mance achieved in the present thesis with only GPS and L1/L2 frequencies.
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The reason why this is expected is that measurements recorded on L5 are
typically less noisy and contain fewer cycle slips than on L2, and more mea-
surements available from more satellites will provide better sampling of the
ionosphere, improving the detection capabilities of the network as discussed
in Section 3.3.2 of Chapter 3.

Name | Latitude [°] | Longitude [°]
acb9 59.567 -153.585
avl7 59.404 -153.451
avl6 59.386 -153.535
av0l 59.359 -153.461
av20 59.347 -153.428

Table 4.1: Coordinates of the stations in Alaska.

4.1.2 Date selection

The dates selected from all the data available attend to two different pur-
poses: (i) the study of a real anomalous ionospheric gradient measured by the
network depicted in Figure 4.1, and (ii) the derivation of monitoring thresh-
olds for each of the stations in the network.

As an “active” ionospheric day, the geomagnetic storm that occurred on the
17th of March of 2015, St. Patrick’s Day, which has been extensively studied
in the literature [100, 101] was selected. For threshold derivation, ten “quiet”
days prior to this so-called “St. Patrick’s Day Storm” were manually selected.

Both active and nominal days were selected based on an ionospheric activity
index, the AATR [32], calculated for one of the stations under study, “av17”.
Figure 4.2 shows the specific AATR values for this station. As can be observed,
the AATR for the day of year 76, i.e. St. Patrick’s Day, is above 1 TEC Unit
(TECU) per minute, which appears to be very high activity [32]. Furthermore,
this work considers that “quiet” ionospheric conditions refer to AATR values
below 0.2 TECU/min, which is well below the 0.6 TECU/min proposed in
[32] as some ionospheric activity. As a last step, visual inspection of the data
recorded in the stations under study, “ac59”, “avl7”’, “av16”, “av20”, and
“av01”, during the days considered “nominal” was performed. During this
process, days with corrupted or missing measurements were discarded.

According to these criteria, the nominal days used to derive the detection
thresholds for the stations “av16”, “avl17”, “ach9”, and “av20” were: 52, 56,
57, 58, 63, 64, 68, 69, 72 and 73 of year 2015. In the case of station “av01”, the
measurements presented certain discontinuities on the days 63 and 64. Thus,
these corrupted days were replaced with days 67 and 70 of year 2015.
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Figure 4.2: AATR values for reference station “av17” during 30 days of year 2015.
The AATR values are calculated every 5 minutes. The threshold of 0.2 TECU /min
represents the value below which the ionosphere is considered “quiet” or nominal and
the threshold of 1 TECU/min is the value above which the ionosphere is considered
very “active” or abnormal.

4.2 Simulation setup

This section presents the simulation setup designed to evaluate the detection
and estimation capabilities of the network introduced in Section 4.1.

As a first step, it is necessary to calculate the nominal slant ionospheric
delays present in the measurements over which the simulated gradient is to
be added. For this purpose, Equation 3.1 was used with the measurements
recorded by the network on one of the “quiet” days. Among the ten nominal
days specified in Section 4.1, day 73 of 2015 was selected. Note that it was
assumed that the information recorded on this day is representative of all nom-
inal days in terms of multipath and noise present in the measurements, satellite
geometries, and nominal slant ionospheric delays. However, this is a simplifica-
tion, and more simulations with measurements from different days of the year
and different years would be needed to obtain more representative results.

Then, on top of the nominal slant ionospheric delays, synthetic ionospheric
perturbations designed to be representative of the GBAS threat model shown
in Figure 2.9 are simulated. Since there is no established ionospheric threat
model for Alaska, the single-wedge threat model was simulated, which is the
threat model used in most regions of the world.

For simulating the synthetic gradient, the perturbation was defined as a
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planar wave front that moves with a constant speed (meters per second) and
direction (degrees) over a “thin shell” layer at a height of 350 km above the
Earth’s surface. Here, “speed” and “direction” of the simulated gradient refer
to the magnitude (vjon,) and direction (djon,) of the speed vector v, measured
in the clockwise direction from the North Pole. With these two parameters,
the trajectory of the center of the ionospheric perturbation represented by
its latitude (lationo(t)), longitude (lonione(t)), and time (t;ono(t)) at current
epoch t was defined as:

lationo(t) = latione(t — 1) + Alatono,

Alonione
cos(lationo(t — 1))’
tiono (t) = tiono (t - 1) + AT,

loniono (t) = loniono(t - 1) + (41)

where lat;ono(t —1) and lonene(t — 1) are the latitude and longitude in radians,
and tono(t — 1) is the time in seconds of the center of the perturbation at the
previous epoch. The data sampling rate in seconds is represented by AT and
Alationo and Alony,, are defined as:

Alationo = Viono * AT - M’
R, + hy (4.2)

Alon. = v, .AT.M

10no 10n0 R + Iy )

where R, is the equatorial radius of the Earth and h; the “thin shell” layer
height. The latitude, longitude, and time of the center of the ionospheric
perturbation are initialized to the first latitude, longitude, and time of the
perturbation, which are input parameters.

Once the gradient trajectory is known for each epoch, the ionospheric gra-
dient in a local reference frame, where the origin ([0, 0]) is at the center of the
perturbation [lonione, latien,] and changes at each epoch, is defined. There-
fore, to obtain the amount of simulated ionospheric delay experienced by each
IPP, it is necessary to convert the IPPs from the global reference frame to the
ionospheric perturbation reference frame. Appendix A describes this transfor-
mation. As a result of the application of these geometric transformations, the
coordinates of the IPPs in the perturbation reference frame can be expressed as
Tiono = |[Tionos Yiono]. Moreover, as in GBAS, the gradient is defined only in its
propagation direction while it is assumed that its dimensions in the direction
perpendicular to the direction of motion are infinite. Therefore, the additional
slant ionospheric delay in meters (Djon,) that is added to the nominal slant
ionospheric delay calculated previously is expressed in Table 4.2. Here, Fj,
is the vertical-to-slant obliquity factor explained in Equation 2.23, gionovert is
the simulated gradient slope expressed in the vertical domain in mm/km, and
Wiono 1S the simulated gradient width in kilometers.



100 4.2. Simulation setup

Additional slant IPP coordinates in the ionospheric
ionospheric delay [m] perturbation reference frame [m)]

Ziono = (—00, +00);
Yiono > 0
Tiono = (—00, +00);
—Wipno - 10* < Yiono < 0
Tiono = (—00, +00);

Yiono < —Wiono 103

Diono =0

9i s t
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iono — L'pp * 103

Table 4.2: Equations to simulate the synthetic slant ionospheric delays in Alaska.
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Figure 4.3: Example of one synthetic perturbation simulated with a g;ono,vert of 200
mm/km; a w;on, of 100 km, and a d;,n, of 180°.

Figure 4.3 shows an example of one simulated ionospheric gradient or change
in the ionospheric delay values between the dark blue area and the dark red
area, which are the areas where the ionospheric delay values are constant and
no gradient is present. These ionospheric delay values are expressed in the
vertical domain to be independent of the elevation of each of the satellites,
which allows to simulate the same vertical ionospheric gradient for all the
satellites. Moreover, these vertical ionospheric delays are simulated by the
utilization of two different simulation gradient parameters: the vertical slope
in millimeters per kilometer and the width in kilometers. Therefore, when
an IPP corresponding to a certain satellite and station moves into the region
with the gradient, the distance from the IPP to the line y;ono = 0 in meters
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is computed and this distance is multiplied with the vertical slope to get the
vertical ionospheric delay. The multiplication of this vertical delay with the
obliquity factor that depends on the elevation of the satellite translates it
into the slant domain.

Note that, Table 4.2 defines the gradients only in the south-to-north di-
rection independently of their trajectory. For this reason, Equation A.4 of
Appendix A performs a rotation of the IPPs around the origin of the per-
turbation, which has the same effect as rotating the gradients for simulating
different gradient directions. Furthermore, although the perturbation is simu-
lated as a planetary planar wave, which is unrealistic, typically the actual front
size is several times larger than the baselines of the networks used; thus, the
approximation of a planar wave front is reasonably applicable to this analysis.

Parameter Minimum | Maximum | Step
Giono,vert (Mm/km] 50 425 25
Wiono [km] 20 200 30
Viono [m/s] 0 1200 50
diono [°] 0 270 90

tiono,0 [GPS seconds of day] 0 80000 2000

Table 4.3: Simulation parameters for Alaska.

For these studies, all the already defined simulation gradient parameters
were varied within their ranges in the CONUS and German threat models (see
Table 2.5) up to a maximum additional delay of 50 meters. Table 4.3 presents
the parameter bounds for the simulation. As can be seen, the slope of the gra-
dient was simulated in the vertical domain until the maximum value defined
in slant for the CONUS threat model. The reason is that a high elevation
satellite presents a similar value for the slant delay as for the vertical delay,
and therefore vertical values are considered up to the maximum. Note that, in
the case of low elevation satellites, much higher slant slopes than the maximum
slant slopes considered in the CONUS threat model could be simulated. How-
ever, all simulation cases that produced simulated slant slopes greater than
425 mm/km or achieved additional ionospheric delays greater than 50 meters
were not considered. Furthermore, the initial longitude and latitude of the
center of the perturbation for each realization of the simulation represented by
101i0n0,0, lationo,0, and tione 0, respectively were selected, so that the gradient
trajectory crosses approximately the midpoint of the stations composing the
network. This is because, in this way, the transformation errors due to the
conversion of the IPP coordinates to the perturbation plane are minimized.

Figure 4.4 shows the simulated slant ionospheric delays for satellite GO03,
all stations of the network in Alaska, and the synthetic perturbation depicted
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in Figure 4.3. As can be seen, there is a vertical offset in the estimated slant
ionospheric delays. This is due to the ambiguities present in the carrier-phase
measurements in Equation 2.1.
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Slant ionospheric delay [meters]

16:07 16:15 16:23 16:31 16:39 16:47
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Figure 4.4: Example of simulated slant ionospheric delays for satellite GO3 and the
network of stations situated in Alaska. These simulated slant ionospheric delays corre-
spond to the synthetic perturbation depicted in Figure 4.3 added to the real nominal
slant ionospheric delays from satellite G03.

4.3 Evaluation of the monitor with simulated
ionospheric gradients

This section analyzes the detection and estimation capabilities of the net-
work of stations depicted in Figure 4.1.

4.3.1 Detection

To analyze the detection capabilities of the network, the performance of each
of the monitoring stations inside the network was initially introduced by means
of their detection thresholds (Figure 4.5). Then, the minimum ionospheric
rates that each of the stations could detect were related with the minimum
ionospheric rates that the simulation produced when considering ionospheric
gradients with different parameters (Figure 4.6). In this way, it was possi-
ble to identify which of the simulated ionospheric gradients could be detected
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depending on the performance of each of the stations.

As discussed in Section 3.3.1.3, one of the design parameters of the detec-
tion threshold is the probability of false alert. However, in the case of the
network, it should be noted that a false alert at a given network station does
not automatically lead to a loss of continuity but instead requires assuming the
“worst-case” ionospheric threat model parameters on that area of the network.
Thus, a false-alert probability (Py,) of 10~ was selected as an acceptable com-
promise for the tests with real measurements from Alaska. This value was
chosen to avoid excessive false alerts due to the medium-high level of noise and
multipath present in the data obtained from the network in Alaska (see Figure
3.4a of Chapter 3). Nevertheless, the selected P, is likely not optimal due
to the limited data on which its selection was based, and the optimization of
its value will be investigated as part of future work. Furthermore, both cycle
slip detectors and the visual check explained in Section 3.3.1.1 were used to
derive the detection thresholds.
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Figure 4.5: Detection thresholds for all stations considered in Alaska derived with
the data specified in Section 4.1.1 and Py, = 1076.

The detection thresholds depicted in Figure 4.5 show that all the stations
of the network have similar performance with the exception of “av01”, which
has a higher threshold overall. This fact is translated into worse performance
of station “av01” because the simulated ionospheric gradients have to generate
higher ionospheric rates in order to be detected.
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Figure 4.6: Minimum ionospheric slant rates generated by simulated ionospheric
perturbations with different speeds and slant slopes that should be detected by the
different stations of the network in Alaska.

However, it might happen that the characteristics of an ionospheric gradient
or the propagation of the satellite being observed generates an ionospheric rate
that is not high enough to trigger the detection thresholds. To illustrate this
issue, Figure 4.6 shows the minimum ionospheric rate in millimeters per second
that was generated by a gradient with a certain slope and a certain speed
considering all GPS satellites, values of the rest of the parameters (width and
direction), and times of occurrence of the gradient during the day. Note that
the values shown in Figure 4.6 were calculated considering only the effects
introduced by the synthetic gradients. That is, the noise, multipath, and
nominal ionosphere present in the real nominal measurements on which these
synthetic perturbations are simulated were not taken into account in this plot.
The idea is to find the ideal performance that would be needed by the stations
in order to have sufficient detectability of all simulated gradients.

Therefore, each pixel of Figure 4.6 contains the minimum ionospheric rate
of the ionospheric rates generated by gradients of a certain speed (e.g. 900
m/s) and slant slopes varying between a value (e.g. 675 mm/km) and that
same value plus 25 mm/km (e.g. 700 mm/km). As an example, the minimum
ionospheric rate that was generated by a gradient of 900 m/s of speed and
a slope between 675 mm/km and 700 mm/km was 260 mm/s (Figure 4.6).
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This value is low in comparison to the rate that would be expected for such
a large gradient, but it corresponds to a satellite that was moving almost
perpendicularly with respect to the direction of propagation of the gradient.
This means that the propagation of the satellite has also an impact on how
the gradients are observed, and all velocities of satellite propagation must be
taken into account to avoid integrity issues.

Hence, since the values shown in Figure 4.6 are the lowest rates (and thus
test statistics) generated by the simulated gradients, if all stations in the net-
work were able to detect these values, 100% detectability of gradients with
those characteristics would be achieved. Still, from both Figures 4.5 and 4.6,
it can be concluded that the detectability was not 100% for all simulated
gradients.

Based on the simulations carried out, all stations presented 100% detectabil-
ity for all gradients that produced ionospheric rates above 45 mm/s (see Figure
4.5) independently of the elevation of the satellite or speed and propagation
characteristics of the IPPs. These were all simulated gradients above the black
dashed curve in Figure 4.6. For all the other simulated gradients that fell be-
low this curve, the probability of missed detection was larger than zero, and
achieving 100% detectability depended highly on the performance of each of
the stations in the network.

Thus, the following conclusion was drawn from the simulation results: there
is a trade-off between the quality of the measurements of the monitoring sta-
tions and the detectability with sufficient probability of harmful gradients for
GBAS. For example, all stations with exception of “av01” were able to detect
100% of the gradients that produced ionospheric rates above 10 mm/s with
satellites above 35 degrees of elevation. This corresponds to all gradients above
the black continuous curve in Figure 4.6. This means that if stations “ac59”,
“avl7?”, “av16”, and “av20” do not detect any gradients with satellites above
35 degrees of elevation, the probability that there is an anomalous ionospheric
gradient above 100 mm /km of slope and 100 m/s of speed in the area that they
supported is the same as the probability of missed detection of the network.

Nevertheless, as discussed in Section 3.3.2, calculating the probability of
missed detection of each station in the network is complex. On the one hand,
it is necessary to know the location of the GBAS station within the network
coverage area. On the other hand, it is necessary to perform sufficient sim-
ulations with a representative number of parameter variations. Since there
are no airports near the network used in Alaska, the study in this section has
focused on finding out the performance that each station must have to detect
the maximum number of gradients.

In Chapter 6, the probability of missed detection of each station and the
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minimum detectable gradient for the network of stations selected for the equa-
torial region, which protects an area with several existing airports, are cal-
culated.

4.3.2 Estimation

This section analyzes three different aspects of the network’s estimation
capability: (i) the estimation errors associated with the variation of each of
the gradient parameters separately, (ii) the ability of the method to produce
reliable estimates, and (iii) the real-time performance.

The results in this section are based on the simulation of the ideal threat
model used in GBAS (perfectly linear fronts, constant speed, etc.). Therefore,
the goal of this work is to study the possible errors due to the approximations
and assumptions used for the calculation of the gradient parameters by isolating
the different sources of errors. The adaptation of the method for real (actually
observed) gradient measurements and its limitations due to the more complex
characteristics of real gradients are explained in Section 4.4.

Future work will address the study of gradient parameter estimation errors
with more complex threat models (e.g., the size and speed of the gradients
change with time).

4.3.2.1 Gradient parameter estimation errors

This section presents the results corresponding to the calculation of the esti-
mation errors with the variation of each of the gradient parameters separately.

Table 4.4 shows the summarized mean and maximum estimation errors
(maximum positive and maximum negative) computed once the algorithm con-
verged as described in Equation 3.29. Each row of Table 4.4 considers the
change of one of the parameters among the values in Table 4.3 while maintain-
ing all other parameters constant at values for which the simulation performed
well. These values were: 100 m/s for the speed, 180 degrees for the direction
(propagation from North to South), 100 km for the width, and 200 mm /km for
the vertical slope. The idea behind is to study the impact of the change of one
of the parameters on the estimation error of all the other parameters. As an
example, the first row of Table 4.4 presents the mean and maximum estimation
errors of all the gradient parameters when changing only the speed of the gra-
dient from 0 m/s to 1200 m/s. However, the case of the slope is “special” since,
although the fixed slope in the vertical domain is 200 mm/km, the slopes in
the slant domain depend on satellite elevation and therefore also vary in each
simulation. Note that, in the simulations carried out in this section, the “worst-
case” parameter combination that gives the worst estimation error may not be
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found. These simulations in which all gradient parameters were varied at the
same time to find the “worst-case” estimation errors were carried out for the
next section in order to calculate reliable bounds of the estimated parameters.

The results in Table 4.4 show that the errors in the columns “Mean” stayed
with a very low value for all the gradient parameters with the exception of
the slope determination. Thus, the algorithm in general appears to work well
under the simulation conditions examined. The particular case of the slope is
further discussed in the subsection 4.3.2.1.2.

Estimation error
Gradient
par;amleigrs Speed Direg:tion Slant slope Width
[m/s] [°] [mm/km] [km]
Mean | Max. | Mean | Max. | Mean | Max. | Mean | Max.
Change of 174.2 15.6 139.7 10.5
speed -1.3 -135.6 -0.1 -20.3 14.7 -30.3 -0.3 -11.0
Change of 7.6 7.7 122.6 2.1
direction -0.5 -12.0 0.0 -6.6 33.3 -8.7 -0.5 -5.9
Change of 24.1 9.5 134.1 10.0
slope 0.1 -21.3 -0.1 -9.5 30.9 -29.2 -0.2 -9.8
Change of 14.9 9.7 138.3 4.7
width -0.2 -14.7 -0.1 -17.1 32.7 -10.9 -0.3 -5.6
Table 4.4: Absolute gradient parameter estimation errors in Alaska.
Gradient Maximum relative estimation errors
parameters Speed Direction Slant slope Width
(%] (%] (%] (%]
Change of | 14.5 (1200 m/s) 8.7 37.4 (203.0 mm/km) 10.5
speed -11.3 (1200 m/s) -11.3 -6.1 (425.0 mm/km) -11.0
Change of 7.6 4.3 (180°) | 28.8 (220.1 mm/km) 2.1
direction -12.0 -3.7 (180°) | -2.0 (425.0 mm/km) -5.9
Change of 24.1 5.3 55.4 (125.4 mm/km) 10.0
slope -21.3 -5.3 -9.8 (205.3 mm/km) -9.8
Change of 14.9 5.4 36.5 (217.8 mm/km) | 4.7 (100 km)
width -14.7 -9.5 -1.6 (315.0 mm/km) | -7.0 (60 km)

Table 4.5: Maximum relative gradient parameter estimation errors of the network in
Alaska. The values specified in brackets represent the simulated values. For the cells
where the simulated value is not specified, the simulated values were: 100 m/s for the
speed, 180 degrees for the direction, and 100 km for the width.
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Since the different errors in Table 4.4 are expressed in different units, Ta-
ble 4.5 shows the maximum relative errors as well. In the cases where the
parameters changed, the simulated value was clarified in brackets because the
maximum absolute estimation errors from Table 4.4 do not necessarily corre-
spond to the values of the maximum relative estimation errors (e.g. the 55.4%
of 125.4 mm/km results in an absolute error of 69.5 mm/km instead of the
134.1 mm/km of Table 4.4).

Considering the overall results from Table 4.4 and Table 4.5, the following
conclusions were drawn:

1. The greatest impact on the maximum estimation errors for all the para-
meters was due to the change of the speed (first row in Tables 4.4 and
4.5), and the change of the slant slope (third row in Tables 4.4 and 4.5).
In the case of the change in slope, the estimation errors corresponded to
cases where the generated ionospheric rates were close to the detection
thresholds. In these cases, the test statistics rose above and fell below
the detection thresholds several times during the duration of the gradient,
resulting in only parts of the gradient being detected. This especially im-
pacted the speed and width estimation. The case of changing the speed
parameter is further discussed in the subsection 4.3.2.1.1.

2. The maximum errors for the estimation of the slope were high for the
change of each of the gradient parameters (sixth column in Table 4.4
and third column in Table 4.5). This point is further discussed in the
subsection 4.3.2.1.2.

3. The maximum estimation errors for the direction and the width parame-
ters were lower than for the speed and the slope and presented comparable
values for all changes of the gradient parameters.

4. The change of the direction and the width parameters did not present
any impact on the estimation errors.

In the following subsections, the speed and the slope estimation errors are
studied in detail.

4.3.2.1.1 Speed estimation error

As commented previously, one of the greatest impacts on the speed estima-
tion errors was the change of the speed itself. For a direction of the gradient
that is not aligned with all or most of the stations on ground, which should
not occur if the network was designed for the purpose of estimating the gra-
dient parameters, this mainly has two reasons: (i) the alignment of the IPPs
due to low elevation satellites (bad geometries), and (ii) an insufficient time
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Figure 4.7: Absolute error in speed estimation over Geometry Index for different
simulated speeds of the gradient. Each marker represents a simulated speed and each
point the GI calculated at the moment of the estimation.

resolution (AT = 1 s) that can cause appreciable errors in the detection and
cross-correlation steps.

To study the impact of the IPP geometries on the estimation of the gradient
parameters, the Gls introduced in Equation 3.25 are computed. As explained
in Section 3.3.4, this GI can give an idea of the suitability of the IPP geometry
at the moment of calculating the gradient parameters. The higher GI gets,
the worse is the IPP geometry.

Figure 4.7 shows the absolute estimation error in speed versus the GI to
evaluate the influence of the IPP geometry in the estimated errors. In Figure
4.7a, it can be observed that for a static gradient (i.e. speed of 0 m/s), the GI
got much higher than for the rest of the speeds. This was because, when the
gradient was static, all IPPs detected the gradient along the wave-front and
were, therefore, aligned. Thus, in order to avoid estimation errors, IPP clusters
whose GI was greater than 1 x 1072 were excluded. Figure 4.7b shows that
for the rest of the considered speeds of the gradient, the GI stayed between
2 x 107 and 4 x 10~* in most cases. These values stayed within the limits
for suitable IPP geometries. Moreover, the largest absolute speed estimation
errors corresponded to the highest simulated speeds (green stars in Figure 4.7)
while presenting average Gls. Therefore, the majority of these errors can be
associated with the time resolution problem.

Regarding the impact of the time resolution, Figure 4.8a shows the mean
(blue circles) and maximum speed estimation errors (up red triangles and down
black triangles) when changing the simulated speeds of the gradient. As can be
observed, the mean estimation errors stayed low, and only a slight change for
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Figure 4.8: Mean (blue circles), maximum positive (red up triangles) and maximum
negative (black down triangles) values for absolute speed and slant slope estimation
errors with respect to the simulated speed of the gradient.

speeds of 0 m/s (the gradient is not moving) and 1200 m/s are noticed. Note
that, in the case that the gradient does not move, the model used in Equation
3.16 could theoretically not be used (if v = 0, s = c0). However, in practice, the
IPPs moved and detected the simulated ionospheric gradients, which provided
the inputs to the real-time cross-correlation algorithm. Therefore, in this case,
these results were obtained due to the time resolution of the measurements,
which resulted in the ionospheric perturbations not being detected exactly
when they occurred, and due to the geometrical approximations used: (i) to
calculate the IPP locations at the perturbation plane in the simulations (see
Appendix A), and (ii) to solve the Equations 3.15 to 3.22. Thus, the case of
the ionospheric perturbation moving at a speed of 0 m/s was equivalent to the
case of an ionospheric perturbation moving at very low speeds. In the case of
the gradient moving at very high speeds, the time resolution problem became
more evident. In this case, the detection was also not triggered exactly when
it happened and it could have been delayed up to AT = 1 s, which in this
case could mean up to 1200 meters of error. Since some of the stations in
the considered network (“av01”, “av16”, “avl7”, and “av20”) are very close
together (around 5 km), this can translate into large speed estimation errors.
In the case of the maximum errors, this behavior was more evident, and the
more the speed of the gradient was increased, the worse the estimation got.
This means that in order to lower the errors in speed estimation, a sampling
rate adapted to the usual speeds of the ionospheric perturbations in the area
under study is needed. This improvement in speed estimation can be seen
in the results with real anomalous ionospheric gradients (Sections 4.4.2.1 and
4.4.2.2), where significantly smaller errors are obtained when using interpolated
data at 10 Hz than when using measurements at 1 Hz.
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4.3.2.1.2 Slant slope estimation error

In the case of the slope or spatial gradient magnitude, one factor that
influences both the mean and the maximum errors is that the true slope is
considered to be only the one generated by the simulator (i.e. the synthetic
gradient). This means that the nominal ionosphere on top of which these syn-
thetic gradients are simulated was not considered as part of the ground truth
since it was not possible to separate it from the multipath and noise coming
from the real measurements. However, the “nominal” ionospheric gradients
present in the measurements represented a small part of the ionospheric rates
used as test statistics.

The largest impact on the slope estimation was the one caused by phase
noise and multipath when calculating the ionospheric rates every second (up-
per part of Equation 3.26). Figure 4.8b depicts this effect with respect to the
change of the speed. As can be observed, the maximum values became large
due to the fact that the test statistics were noisy and the fact that their val-
ues were divided by small relative speeds between the gradient and the IPPs.
However, the more the speed of the gradient was increased, the more this error
was smoothed by dividing by larger relative speeds. The problem in this case
was that the slope of the gradient (for speeds above 450 m/s) could be under-
estimated since the obtained error in slant slope got up to a -25 mm/km error
(a 6.1% of the simulated value). The following section considers this issue and
derives an uncertainty model for the estimated gradient parameters.

4.3.2.2 Uncertainty model of the estimated gradient parameters

Section 3.3.4.4 described a methodology to derive an uncertainty model
for the estimated gradient parameters. The idea behind is to transmit to the
GBAS stations an overbounded estimate of the gradient parameters using the
derived uncertainty model instead of the estimate itself, which, as commented
in the previous section, contains errors.

This section presents the uncertainty model derived for the gradient slant
slope estimated with the measurements from the network of stations in Alaska.
The derivation of the uncertainty model for the other gradient parameters
would be carried out in an analogous way.

Figure 4.9 shows with blue stars the absolute slant slope estimation errors
considering the variation of all gradient parameters in the ranges described
in Table 4.3. As described in Section 3.3.4.4, the first step in deriving the
uncertainty model is to order the estimation errors in bins to calculate the
statistics. The selected bin size depends on the data; it must be large enough to
contain enough samples to compute the statistics, but small enough not to mix
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Figure 4.9: Absolute slant slope estimation errors versus estimated slant slope. The
blue starts represent the slant slope estimation errors, the red dashed line represents
the mean value per bin, and the solid light green lines represent the standard deviation
per bin.

values that are too different from each other. Figure 4.9 suggests that a bin size
of 25 mm/km in slant slope is adequate to perform these statistics since, within
this bin size, the negative errors (underestimation of the gradient) were similar.

However, it should be noted that since the slopes were simulated in the
vertical domain, the first bins (e.g., 50 mm/km to 75 mm/km) contained fewer
samples than the rest of the bins. This was because only high elevation satel-
lites were able to generate low slant slopes, as the low elevation satellites ex-
perienced slant slopes that were steeper than the simulated vertical ones due
to the value of the obliquity factor in Equation 2.23.

In addition, Figure 4.9 shows with a dashed red line the mean value per bin
and with solid light green lines the standard deviation per bin. It can be seen
that, although the values of the estimation errors were high, this was only the
case for few samples, as the values of the mean and standard deviation were
low. Furthermore, the mean values were positive but close to zero for all bins
of estimated slant slope. This means that there were slightly more samples
with positive errors than with negative errors.

Once the samples of the estimation errors had been sorted into their cor-
responding bins, they were normalized by subtracting from each sample the
mean value of the bin it belonged to and by dividing the resulting value by the
standard deviation of the bin. Then, the tails of the entire distribution were
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pheric gradient of 1 x 1073 is assumed.

overbounded following the process explained in Section 3.3.4.4.

Figures 3.15 and 3.16 from Chapter 3 present the normalized distribution
and the Gaussian tail overbounding process for all data bins respectively. As
can be observed in Figure 3.15, the number of samples in the first three data
bins was lower than in the rest of the data bins as commented previously due
to the way in which the gradients were simulated.

Figure 3.16 shows that the distribution was not symmetric because the
gradients were typically overestimated and, in fewer cases, they were under-
estimated. Overestimation typically occurred when the gradients moved at
low speeds and were estimated with satellites at all elevations. However, the
error was always lower when high elevation satellites estimated the gradient
parameters because their corresponding IPPs moved slower and their geometry
was better (GI lower). Underestimation typically occurred due to fast travel-
ing gradients that were estimated by low elevation satellites, which resulted in
the combination of the two worst sources of error due to the time resolution
problem. The overall inflation factor calculated was Iy, = 2.26.

ono

Finally, Figure 4.10 shows with blue dots (situated in a straight line) the
estimated maximum value that could occur inside each bin (e.g., 75 mm/km



114 4.3. Evaluation of the monitor with simulated ionospheric gradients

for the bin 50 - 75 mm/km depicted in the center of the bin), and with black
triangles the overbounded value considering Equation 3.31. In addition, it
shows with green triangles the overbounded value if instead of assuming a
Probability of Non-bounded Errors of 1 x 1078 (see Section 3.3.4.4), a value
of 1 x 107° is assumed considering a prior probability of occurrence of an
anomalous ionospheric gradient of 1 x 1073 as in [28, 36]. As can be seen, up
to a gradient slope of 225 mm/km for the most conservative case (no prior
probability considered), and 275 mm/km when assuming a prior probability,
a benefit would be obtained from this methodology. Above those values, the
overbounded slant slopes would be higher than the CONUS threat model,
which is assumed to be valid for Alaska, and in this case, the threat model
as it is would be used instead. Note that, if for a network designed for the
purpose of detecting and estimating these gradients, gradient estimates higher
than the threat model were obtained, the data and the threat model should be
carefully reviewed. This should be done to ensure that this has occurred due
to estimation errors and not due to gradients occurring that are larger than the
current threat models. If this was the case, the threat model should be updated.

4.3.2.3 Real-time performance of the monitor

Finally, this section analyzes the real time capability of the methodology.
Figure 4.11a shows an example of the absolute values of the Itest&%3(t) cal-
culated for all stations considered, the actual geometry of satellite GO3 on
day 73 of year 2015, and a gradient with the following characteristics: 200
mm/km of vertical slope, 100 m/s of speed, 100 km of width, and moving in
the southward direction. Here, the test statistic values were noisy, and when
the algorithm applied the cross-correlation in real-time considering the first
station that detected the gradient, “acb9”, as reference, at the beginning, it
only found noise. Therefore, the algorithm in real time needed a certain time
to converge, as explained in Section 3.3.4.1.1.

Figure 4.11b presents the cross-correlation coefficients for the example de-
picted in Figure 4.11a. As can be observed, the algorithm needed at least
100 seconds to satisfy the convergence condition presented in Equation 3.13.
As explained in Section 3.4, these necessary waiting times for the convergence
of the algorithm are considered by the network when calculating the “worst-
case” real-time gradients that are transmitted to the GBAS stations; during the
times when the algorithm does not converge, the network warns the protected
GBAS stations to use the conservative threat model.
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Figure 4.11: Example of simulation test statistics and cross-correlation coeflicients for
satellite GO3, day 73 of year 2015, and the network of stations in Alaska. The horizontal
solid lines in Figure 4.11a represent the detection thresholds for the depicted epochs.
The highlighted (non-transparent) markers represent the times when the simulated
perturbations were detected.

4.4 Evaluation of the monitor with a real ionospheric
gradient

This section evaluates the methodology with a real anomalous ionospheric
gradient measured by the network in Alaska. The selected real gradient was
experienced simultaneously by satellites G03, G14, and G32, and the stations
in the network under study on day 76 of year 2015, i.e. during the St. Patrick’s
Day Storm. Figure 4.12 shows the slant ionospheric delays belonging to the
anomalous ionospheric gradient studied for the different satellites and station
“avl7”. As can be observed, it was a small ionospheric perturbation that grew
quickly for all satellites.

Figure 4.13 shows the slant ionospheric delays calculated for the remaining
visible satellites and one of the stations under study, “av17”. From the rest of
the satellites in view, only G17 experienced an anomalous ionospheric gradient
detected by the network during the same time period. However, the IPPs
belonging to this satellite and the different stations were far from the other
affected IPPs (belonging to satellites G03, G14, and G32). Therefore, the
perturbation affecting satellite G17 was considered to be different than the
perturbation that affected the other satellites.

4.4.1 Detection

Figure 4.14a shows the slant ionospheric delays for all the considered sta-
tions and satellite G03, which had a mean elevation of 55° during the local



116 4.4. Evaluation of the monitor with a real ionospheric gradient

4.0

w
0

w
[=]

N
U

=
5

=
o

Slant ionospheric delay [meters]
N
=}

o
wn

0.0 - - |
06:56:24 07:04:44 07:13:04 07:21:24 07:29:44
Local time in Alaska [hours]
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Figure 4.13: Slant ionospheric delays for the remaining visible satellites and station
“av17” during the local times under study in Figure 4.12.

times depicted. Figure 4.14b shows the absolute value of the test statistics for
the same satellite, Ttest&93(t), and the detection thresholds. In Figure 4.14b,
Thraese, Threyi7, and Thrg,1e have the same values as T'hrge0. In both fig-
ures, the highlighted (i.e. non-transparent) respective markers represent the
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Figure 4.14: Slant ionospheric delays and test statistics for the studied anomalous
ionospheric gradient experienced by satellite G03 (day 76 of year 2015, Alaska). The
highlighted (non-transparent) markers in both figures represent the times when the
ionospheric perturbation was detected. The horizontal solid lines in Figure 4.14b
represent the detection thresholds for the depicted epochs. The solid lines with the
markers in 4.14b represent the times when the gradient was considered for the esti-
mation process for each station.

epochs where the gradient was detected (i.e. when the ionospheric rates are
above the detection thresholds of the corresponding stations, which are repre-
sented by separate horizontal lines). As can be observed, the detected gradients
coincided with the steepest slopes in the slant ionospheric delays. Thus, the
gradients were adequately detected by the algorithm. However, there were
also detections prior to the steepest individual gradient slopes in Figure 4.14a,
which belonged to the gradient. Since these first detections occurred at the
beginning of the gradient, when it was still small in size, the test statistics did
not continuously exceed the threshold.

From the detection point of view, this was not a problem since the algorithm
detected the part of the signal that was not nominal. However, the estimation
part of the algorithm, which was designed based on the behavior observed in
the simulations, only considers continuous signal spans of more than a certain
number of samples as an anomalous gradient. Since in Alaska the gradients
were accompanied by rapid oscillations of the signal, their behavior was only
similar to the simulation (Figure 4.11) once the gradient had grown sufficiently
large. Section 4.4.2 presents in more detail the results of the estimation and
the solution to this potential problem.

Figure 4.15a shows the slant ionospheric delays for all considered stations
and satellite G14, which had a mean elevation of 34° during the local times
depicted. Figure 4.15b shows the absolute value of the test statistics for the
same satellite, ItestG'4(t), and the detection thresholds. Here, the detected
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Figure 4.15: Slant ionospheric delays and test statistics for the studied anomalous
ionospheric gradient experienced by satellite G14 (day 76 of year 2015, Alaska). The
highlighted (non-transparent) markers in both figures represent the times when the
ionospheric perturbation was detected. The horizontal solid lines in Figure 4.15b
represent the detection thresholds for the depicted epochs. The solid lines with the
markers in 4.15b represent the times when the gradient was considered for the esti-
mation process for each station.

gradients also coincided with the steepest slopes in the slant ionospheric de-
lays. Thus, the gradients were adequately detected by the algorithm. More-
over, there were also detections prior to the steepest individual gradient slopes
in Figure 4.15a. However, in this case, this occurred at all stations except
“av01”. This is because this satellite was at a lower elevation, and thus the
thresholds were higher. This created a situation where more parts of the gra-
dient, especially for the station with the worst performance, were not detected.
Furthermore, the gradient was not measured completely, since the signals were
lost at all stations after 07:20:07 local time.

Finally, Figure 4.16a shows the slant ionospheric delays for all the considered
stations and satellite G32, which had a mean elevation of 72° during the local
times depicted. Figure 4.16b shows the absolute values of the test statistics for
the same satellite, Ttest&32(t), and the detection thresholds. In this case, the
algorithm detected the gradient practically continuously for all stations, since
the satellite was at a higher elevation and the thresholds were lower.

It should be noted that, if the monitoring stations have poor performance
and their thresholds are high, some anomalous gradients could remain unde-
tected. However, this does not imply an integrity issue for the GBAS stations
supported by the network. If a monitoring station does not detect any gra-
dients, it does not automatically assume nominal conditions, but instead it
considers that there might be a gradient present that is equal to its minimum
detectable gradient (introduced in Section 3.3.2). In this way, the network
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Figure 4.16: Slant ionospheric delays and test statistics for the studied anomalous
ionospheric gradient experienced by satellite G32 (day 76 of year 2015, Alaska). The
highlighted (non-transparent) markers in both figures represent the times when the
ionospheric perturbation was detected. The horizontal solid lines in Figure 4.16b
represent the detection thresholds for the depicted epochs. The solid lines with the
markers in 4.16b represent the times when the gradient was considered for the esti-
mation process for each station.

ensures that the supported GBAS stations are always considering the largest
undetectable gradient that could be affecting them.

4.4.2 Estimation of the gradient parameters

Figures 4.14a, 4.15a, and 4.16a show that the anomalous ionospheric gra-
dient presented a similar shape when being measured by all affected stations
and the same satellite. However, the test statistics suggest that the gradient
changed during its propagation; it was narrower and steeper when it reached
the last stations impacted by it for satellites G03 and G14, and less steep and
wider for satellite G32. This implies that the previous assumption of a non-
changing ionospheric gradient held for the closest stations and did not hold only
for the farthest station, which was located beyond the correlation distance of
the ionospheric perturbation. As commented in Chapter 3, this assumption was
used to simplify the analysis of the problem, and its applicability to real gradi-
ents is established through the cross-correlation coefficients used in Equation
3.20 (one of the steps to calculate the gradient speed). Detection information
from stations where the measured gradient has changed insignificantly in its
propagation from one station to another get significantly more weight in Equa-
tion 3.20 than the others, minimizing the errors due to this assumption. In
addition, this methodology adds more requirements for the choice of the refer-
ence station (i.e., station with respect to which the cross-correlation coefficients
are calculated) when it is applied to real gradients (refer to Section 4.4.2.1).
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The algorithm was able to estimate the gradient parameters in real time for
satellite G03. Section 4.4.2.1 explains in detail the results for satellite GO3 in
post-processing, and Section 4.4.2.2 presents the results for the same satellite
in real time. Section 4.4.2.3 presents the results for satellites G14 and G32.

4.4.2.1 Estimation of the gradient parameters in post-processing with
satellite GO3

The first step of the algorithm searched for the station of reference. In the
case of satellite G03, the algorithm assumed as the station of reference the first
station impacted by the gradient (“ac59”). However, as can be observed in
Figure 4.14b, the shape of ‘I testG% | (black stars) was different from all the
other test statistics. Thus, the cross-correlation coeflicients calculated with
respect to this station resulted in lower values, below 0.5 with the exception
of station “av17”, and quite different from the other correlation values, but
they were still significantly above zero.

Reference station | aS% | aS%, | aS% | aS% | a$%,
acb9 1.000 | 0.518 | 0.379 | 0.467 | 0.397
avl7 0.518 | 1.000 | 0.820 | 0.686 | 0.720
avlé 0.379 | 0.820 | 1.000 | 0.924 | 0.903
av0l 0.467 | 0.686 | 0.924 | 1.000 | 0.926
av20 0.397 | 0.720 | 0.903 | 0.926 | 1.000

Table 4.6: Cross-correlation coefficients calculated in post-processing for satellite GO3
considering the different stations in Alaska as reference.

This issue can be seen in Table 4.6, which shows the cross-correlation coeffi-
cients calculated in post-processing considering as reference each of the different
stations in the network. The stations in Table 4.6 appear in the order they
detected the real ionospheric gradient.

Therefore, it was necessary to adapt the requirements for better selection
of the reference stations. For the case of Alaska, instead of searching only for
the first impacted station, the algorithm searched for the first impacted sta-
tion whose test statistic had a cross-correlation greater than 0.9 with the test
statistics of at least two other stations in the network. A cross-correlation coef-
ficient of 1 between the test statistics computed at two different stations would
mean that the perturbation is the same, but delayed by a certain time interval,
as stated in Section 3.3.4.1.1. However, since the actual anomalous gradients
were not ideal, that value was lowered to 0.9 to allow enough margin for the
algorithm to find the station considered as “reference”. This strategy has been
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also used for the real anomalous ionospheric gradient studied in Chapter 5.

Moreover, the values for the Ny and Np parameters introduced in Section
3.3.4.1.1 were selected to adapt the general algorithm to this data set (Alaska).
The values for these parameters adapted to the data set from Brazil (Chapter
5) are different. The first parameter, Ny, refers to the time window designed to
capture the part of the test statistic that starts to increase when the gradient
begins but is still below the detection threshold. The parameter Ny was
selected to be 30 seconds to capture the parts of the gradient in Figure 4.14a
before the main gradient slope. The second parameter, Npg, refers to the
total size of the buffers considered for calculating the cross-correlation. The
parameter Np was selected to be at least 50 seconds to consider both Ny, and a
minimum duration of an anomalous gradient of 20 seconds. Therefore, Figures
4.14b and 4.16b present with solid lines the test statistics corresponding to the
parts of the signal where the test statistics were above the threshold for at
least 20 seconds. Figure 4.15b also presents with solid lines the test statistics
corresponding to the anomalous gradient, but since the signal was lost and its
duration was shorter than 20 seconds, these times were selected manually and
not by the algorithm. Note that the value selected for Np is the minimum
and, if more samples of the gradient were available (test statistics above the
threshold), the value of Np would be higher.

According to Table 4.6, the algorithm considered station “av16” as the
reference. However, it still kept the information from all past stations, since it
applies weighting according to the cross-correlation coefficients (see Equation
3.20). In this process, the algorithm excluded the information coming from
stations with a cross-correlation coefficient below 0.5, i.e. «un in Section
3.3.4.1.1. As explained in Section 3.3.4.1.1, below this cross-correlation value,
the ionospheric gradient should not be considered the same, and the inclusion
of this information could make the estimation of the gradient parameters worse.

Thus, assuming station “av16” as reference, this section initially calculated
the gradient parameters measured by satellite G03 in post-processing to get
the best estimation possible. Then, the post-processing results were compared
with the ones obtained in real-time to evaluate the feasibility of the real-time
concept.

Since the gradient under study propagated with a high speed, as could be
already observed in Figure 4.14, where three of the stations detected it almost
at the same time, the algorithm used a spline interpolation of the data at 10 Hz.
In this way, by assuming continuity of the slant ionospheric delays, a higher
temporal resolution could be obtained and better accuracy was achieved in
the post-processing results for a better comparison with the real-time results
at 1 Hz sampling rate.
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Table 4.7 summarizes the results in post-processing. The ionospheric gra-
dient measured was a short-duration perturbation that traveled with an esti-
mated direction of 203.3° (from northeast to southwest), a high speed, 2473.3
m/s, and not a very steep slope, up to 55.8 mm/km. These results are compat-
ible with a propagation of the perturbation following the magnetic field lines
that in this region have a declination of 15° (180° 4+ 15° = 195°) and also agree
with the short time delays calculated between the stations. Moreover, the slant
slope and width estimations indicated that the high values of the test statistics
in Figure 4.14 can be attributed more to the high speed of the gradient than
to its size. These kinds of ionospheric perturbations, local and generated in
the auroral region, are often the source of LSTIDs at mid-latitudes [76, 77].

oo [agm [ eam [emn e [ ] ar
Station [m/s] [°] [mm/km] | [km)] -] [s] [1/m]
acb59
(Not used) - - - - 0.379 | -36.6 -
avl7 2473.3 | 203.3 55.8 59.4 | 0.820 | -1.5 | 2.73x107*
avl6
(Ref.) 2473.3 | 203.3 | 54.4 717 | 1.000 | 0.0 | 2.73 x 1074
av0l 2473.3 | 203.3 49.8 69.3 | 0.924 0.3 2.73 x 1074
av20 2473.3 | 203.3 46.5 69.8 | 0.903 0.5 2.73 x 107*

Table 4.7: Estimated real gradient parameters in post-processing for satellite GO3
and Alaska.

4.4.2.2 Estimation of the gradient parameters in real time with satellite
GO03

Applying the algorithm in real time with the data recorded at 1 Hz presents
the same limitations as in the simulation: it is necessary to wait for convergence
of the cross-correlation and to have sufficient time resolution.

Figure 4.17a shows the first limitation, where the convergence requirement
(Equation 3.13) was not met until 07:19:56 (local time). Moreover, once the al-
gorithm converged, it generated time delays of 0 seconds for two of the stations
(“av01” and “av20” in Figure 4.17b) because the time resolution was insuffi-
cient. These limitations are also recognizable in the estimation of the speed in
real time (Figure 4.18a), where the algorithm got high errors when it did not
converge and no output when the time resolution was insufficient. Note that
the algorithm would not use the values of the time delays before convergence.
Therefore, Figure 4.18a shows the speed estimations before convergence of the
algorithm for better understanding only.



Chapter 4. Performance of the Network-Based Monitor in Alaska 123

1.0 3
—— avl7
2 —— av0l
0.9 —e— av20
w1
0.8 %
g. T O
] o
0.7 @
€
E-1
0.6 —+— avl7
—— av0l -2
—— av20
0.5 -3 ; ;
07:19:24 07:19:34 07:19:44 07:19:54 07:20:04 07:19:24 07:19:34 07:19:44 07:19:54 07:20:04
Local time in Alaska [hours] Local time in Alaska [hours]
(a) Cross-correlation coefficients. (b) Time delays.

Figure 4.17: Cross-correlation coefficients and time delays calculated in real-time for
the test statistics depicted in Figure 4.14b considering as station of reference “av16”.
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(a) Estimated speed of the gradient. (b) Estimated slant slope of the gradient.

Figure 4.18: Estimated speed and slant slope in real time of the real gradient de-
picted in Figure 4.14a. The slant slope of the gradient was calculated using the speed
estimation after convergence.

After 23 seconds of continuous tracking by all stations in the network, the
algorithm converged, and it had enough resolution to output results compa-
rable to the post-processed results, 2083.9 m/s for the speed estimation and
212.9° for the direction.

Finally, the slant slope and width parameters were estimated. In the case
of slope determination, two possibilities were considered. The first possibility
was calculating it in real time. However, the maximum slant slope found was
34.6 mm/km, because the “worst-case” gradient occurred before the algorithm
converged. The second possibility was recomputing the slope backwards to find
the “worst-case” that could be transmitted to the GBAS stations. Figure 4.18b
depicts this second solution. Here, the slant slope estimations were higher than
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in Table 4.7 because the speed estimation used (2083.9 m/s) was lower. Thus,
the same ionospheric rate was attributed to higher slopes.

The results for the estimation of the width parameter, which was deter-
mined after the gradient finished affecting all stations and based only on the
continuous part of the signal considered as the gradient, were: 50.0 km for
“av17”, 60.4 km for “av16”, 58.3 km for “av01”, and 58.4 km for “av20”. In
this case, the width was shorter than in the post-processed results because
the estimation of the speed was lower. Thus, the same time duration of the
gradient Ty in Equation 3.28 was attributed to a shorter width.

4.4.2.3 Estimation of the gradient parameters with satellites G14 and G32

In the case of satellite G14, as can be seen in Figure 4.15, the signals
were lost a few seconds after the start of the gradient. For this reason, the
algorithm did not consider initially the gradient experienced by this satellite for
the estimation process since its duration was less than 20 seconds. Therefore,
in order to compare the results of the different satellites, the samples related
to this gradient were introduced into the algorithm manually.

The reference station selected for satellite G14 was “av17” because the cross-
correlation coefficients of stations “ac59” and “av16”, the first two stations to
detect the gradient, with all the other stations was less than 0.9. The parame-
ters estimated in real time after convergence of the algorithm were: 2274.5 m/s
of speed and 128.76° of direction (from northwest to southeast). The slopes of
the gradient were: 143.4 mm/km, 138.1 mm/km, and 139.9 mm/km for sta-
tions “av01”, “avl17” and “av20” respectively. Finally, the estimated widths
were 14.1 km for the three stations “av01”, “avl7”, and “av20” because only
the parts highlighted with solid lines in Figure 4.15b were taken into account.
Note that stations “ac59” and “av16” were not used for the estimation process.

Therefore, the gradient experienced by this satellite had a steeper slope than
the gradient experienced by satellite GO3, which is consistent because satellite
G14 was at a lower elevation. The speed estimation is also consistent with that
estimated by the satellite GO3. However, the direction parameter experienced
a larger variation when estimated by the different satellites, although both
satellites agreed in that the gradient moved from north to south. The error in
the direction estimation was due to a combination of two factors: on the one
hand, the low temporal resolution created a situation where stations “av16”
and “av17” detected the gradient at practically the same time, and on the other
hand, the IPP position at the time of detection was also an estimate based on
geometrical approximations. These two errors combined caused the gradient
for satellite GO3 to be detected first at station “avl7” and then at “av16”, and
for satellite G14, it was detected first at station “av16” and then at “av17”.
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In the case of satellite G32, the algorithm could not find the station of
reference because none of the stations had a cross-correlation coefficient greater
than 0.9 with two other stations (see Table 4.8). Therefore, the algorithm could
not estimate the gradient parameters. In this case, the network would assume
that the “worst-case” gradient is present for this satellite because it is detecting
a gradient but is not able to estimate its parameters. Note that, the value of
0.9 could be excessively conservative and experiments with a less conservative
value (e.g., 0.8) could be carried out. However, this is a trade-off and the lower
this value is, the larger errors could be in the estimation of the parameters due
to the change of the gradient. The optimization of the convergence criteria for
different data sets was not addressed in this thesis and is part of future work.

Reference station OéaGc3529 04(?5126 afv3127 aﬁ?@l a,ﬁ?ﬁo
ach59 1.000 | 0.077 | 0.213 | 0.104 | 0.136
avlé 0.077 | 1.000 | 0.947 | 0.784 | 0.747
avl7 0.213 | 0.947 | 1.000 | 0.757 | 0.693
av0l 0.104 | 0.784 | 0.757 | 1.000 | 0.869
av20 0.136 | 0.747 | 0.693 | 0.869 | 1.000

Table 4.8: Cross-correlation coefficients calculated in post-processing for satellite G32
considering the different stations in Alaska as reference.

4.4.3 Overbound of the estimated slant slope in real time in Alaska

The satellites for which the algorithm was able to estimate the gradient pa-
rameters, GO3 and G14, showed that the gradient moved twice as fast as con-
sidered in the simulations. This means that the assumption that was initially
made for Alaska (the gradient parameters are bounded by the known threat
models derived for CONUS and Germany) does not hold. This fact highlights
the importance of deriving a threat model for each region in which GBAS is
to be implemented. This could be done by modifying a known standard model
(e.g., CONUS) as needed based on data collected in a given region, unless a new
model would be needed because the characteristics of the ionosphere in this
given region are more complex than those represented in the current models.

Therefore, the algorithm recomputed the inflation factor and repeated the
process of Section 4.3.2.2, including the slant slope estimation errors calcu-
lated with the appropriate simulated gradient parameters. To do this, gradi-
ents propagating with a speed of 2500 m/s were simulated because this speed
is slightly higher than the real estimated speeds and, as observed in the pre-
vious sections, the higher the speed is the worse the estimation gets. From
all possible gradient directions, only gradient propagation from north to south
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was considered, because it is the most similar direction to the estimated ones.
Furthermore, all the simulated slopes, widths, and time of occurrence of the
gradient were varied within their ranges in Table 4.3.
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Figure 4.19: Slant slope estimation errors versus estimated slant slope. The blue

starts represent the slant slope estimation errors for simulated speeds of the gradient

between 0 and 1200 m/s. The red dots represent the slant slope estimation errors for
a simulated speed of the gradient of 2500 m/s.
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Figure 4.20: Standard deviation of the slant slope estimation error distribution cal-
culated per bin considering the simulated data with gradient speeds from 0 to 1200

m/s only (blue line) and considering the simulated data with gradient speeds from 0
to 1200 m/s and 2500 m/s (red line).
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Figure 4.19 shows the error in slant slope estimation as a function of the
estimated gradient slant slope. As can be observed, the maximum negative es-
timation errors were due to a high gradient speed, as discussed above. However,
this high speed did not lower the negative error value as much as expected,
and the errors depicted with red dots were close to those already calculated
previously (depicted with blue stars).

To better understand the difference, Figure 4.20 shows the standard devi-
ation of slant slope estimation error per data bin considering the simulated
gradients with speeds from 0 to 1200 m/s (in blue) and with speeds from 0
to 1200 m/s and an additional simulation with 2500 m/s (in red). As can be
seen, the standard deviation for the case where the data with the gradients
simulated at 2500 m/s was included was very similar to the standard deviation
when the gradients were simulated between 0 and 1200 m/s only. The new
inflation factor calculated with the data including the gradient speed of 2500
m/s was 2.22, which was slightly lower than previously because the overall
standard deviation was slightly higher.

Finally, the overbounded gradient slant slopes for the case of the satellite
GO03, which was the only satellite capable of estimating the gradient parameters
automatically, were: 141.3 mm/km for “av17”, 136.3 mm/km for “av16”, 131.3
mm/km for “av01”, and 126.3 mm/km for “av20”. Note that these values were
calculated considering a Probability of Non-Bounded Errors of 1 x 1078 and
therefore, k,. = 5.61 in Equation 3.31.

4.5 Summary

This chapter has evaluated the performance of the methodology proposed
in Chapter 3 with synthetic gradients simulated to be representative of the
auroral region, and a real gradient measured by a reference network in Alaska.

The detection results with simulated gradients have shown the importance
of having good quality data, in terms of low noise and multipath, to detect
harmful gradients for GBAS. The estimation results with simulated gradients
have shown that the average estimation errors were low for all gradient pa-
rameters, which implies an overall good performance of the algorithm under
the simulation conditions examined. The largest estimation errors occurred
when varying the gradient speed and slope. In the case of static gradients, the
error occurred due to the alignment of the IPPs when estimating the gradient
speed and direction. In the case of gradients propagating at high speeds, the
major influence on the estimation errors was the temporal resolution of the
measurements, which resulted in the gradient not being detected exactly at
the time it affected a station. In the case of the change in slope, the estima-
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tion errors corresponded to cases where the generated ionospheric rates were
close to the detection thresholds. This resulted in the gradient not being com-
pletely detected during all its duration impacting specifically the speed and
width estimation. In addition, the simulation results of the worst-case over-
bounded gradient slant slopes in Section 4.3.2.2 suggest that using the concept
proposed in this thesis could reduce the conservative assumptions that have to
be taken to protect GBAS for gradients of up to 225 mm/km of slant slope
in the auroral region. Above this value (no prior probability of occurrence of
an ionospheric gradient considered), the overbounded slant slopes would be
higher than the CONUS threat model, and the “worst-case” slant slope bound
from the threat model would be used instead. The analysis of the real-time
capability of the algorithm showed that the algorithm required a time to con-
verge that depended on the characteristics of the ionospheric gradients and
the performance of the monitoring network: the less noisy the test statistics
were and the higher the cross-correlation between the different stations, the
less time it took the algorithm to converge.

Finally, the results with a real anomalous ionospheric gradient have indi-
cated the need to adapt the algorithm to the characteristics of ionospheric
disturbances in the studied area, especially if they are fast traveling, of short
duration, and change rapidly with their propagation. For the studied gradient,
this resulted in adding minimum values for the cross-correlation coefficients
used as weights in the resolution of the speed vector estimation. The cross-
correlation coefficients of a given station were required to be at least 0.9 with
two other stations to select it as a reference and 0.5 to determine that a sta-
tion is measuring the same perturbation as the reference. The real gradient
was simultaneously experienced by three satellites. Its parameters could be
estimated in both post-processing and real time for satellite G03. For satel-
lite G14, the gradient parameters could be estimated only in post-processing
since the signals were lost before a sufficient number of samples were available
in the buffers to perform the cross-correlation in real time. The algorithm
could not estimate the gradient parameters for satellite G32 due to the poor
cross-correlations between the test statistics corresponding to this satellite and
the different stations. In addition, the results with the real gradient high-
lighted the need to derive ionospheric threat models for all areas where GBAS
is to be implemented.



Performance of the Network-Based
lonospheric Gradient Monitor in a
Low-latitude Region

In equatorial regions, ionospheric gradients have different characteristics
from the gradients studied in Chapter 4. They are typically linked to so-
called Equatorial Plasma Bubbles (EPBs), which propagate with slow speeds
in comparison to the speeds observed in ionospheric gradients measured at mid
and high latitudes (see Tables 2.5 and 2.6) and also tend to be steeper. For this
reason, the threat models derived for equatorial regions (e.g. Brazil) include the
highest ionospheric gradient slant slopes in the world, resulting in an excessive
loss of availability. In addition, these EPBs are often accompanied by so-called
scintillation phenomena, which causes strong oscillation on the signals, cycle
slips, and loss of signal tracking in some cases. These well-known issues present
a challenge for the methodology proposed in Chapter 3 because the algorithm
needs carrier-phase signals on both L1 and L2 frequencies without scintillation
for a sufficient period of time to capture the steepest part of the anomalous
gradients and estimate their parameters from this information.

Therefore, the main objective of this chapter is to analyze the performance
of the proposed methodology in Chapter 3 first with simulated gradients and
then with a real EPB measured by a network of stations located in the equa-
torial region. For this study, I have chosen a network of stations located in
Brazil that could provide coverage to several airports in the region.

This chapter is organized as follows: Section 5.1 presents the data used
throughout the chapter, Section 5.2 describes the simulation setup developed to
be representative of ionospheric characteristics in the equatorial region, Section
5.3 evaluates the performance of the method with all simulated data, and
Section 5.4 evaluates the performance of the method with a real EPB measured
by the network in Brazil.

129
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5.1 Description of the real data used for the evaluations
in the equatorial region

This section describes the characteristics of the network used to evaluate the
performance of the methodology proposed in Chapter 3 in the equatorial region.
First, Section 5.1.1 describes the network architecture and the measurements
used. Then, Section 5.1.2 presents the method for selecting nominal (i.e., no
abnormal ionospheric activity present) and active days.

5.1.1 Data description

As a representative monitoring network for the equatorial region, eight sta-
tions situated in the state of Sao Paulo, Brazil, were selected. Figure 5.1 depicts
the locations of these stations and Table 5.1 shows the coordinates of each of
the stations. Public data is available for this network, whose stations belong
to the Brazilian Network for Continuous Monitoring of GPS (RBMC), at a 15-
second sampling rate both for L1 and L2 frequencies and GPS satellites [102].
Nowadays, more stations are available in this area, and they provide data at
a higher sampling rate. However, this work used the data that was available
from 2014 because this year was a solar maximum and is well studied in the
literature. It should be noted that, although 15 seconds is a lower sampling
rate than the 1 second sampling rate used in Alaska, in this region, ionospheric
perturbations (i.e., EPBs) move also at a lower speed. Therefore, this work
considered a 15-second sampling rate to be sufficient for this study.

As explained in Chapter 4, due to the limited availability of data recorded
with L1/L5 frequencies and other constellations (e.g. Galileo) during active
ionospheric conditions, real measurements on L1 and L2 frequencies from only
the GPS constellation were used for this study.

Name | Latitude [°] | Longitude [°]
poli -23.555 -46.730
chpi -22.489 -44.985
mgin 22.318 ~46.534
sjsp -23.207 -45.861
ubal -23.500 -45.118
eesc -22.005 -47.900
neia -25.002 -47.925
spbo -22.850 -48.430

Table 5.1: Coordinates of the stations in Brazil.
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Figure 5.1: Locations of the stations in Brazil.

5.1.2 Date selection

As in Chapter 4, the dates selected from all the data available attend to
two different purposes: (i) the study of a real anomalous ionospheric gradient
measured by the network depicted in Figure 5.1, and (ii) the derivation of the
monitoring threshold for each of the stations in the network.

Both the active and the nominal ionospheric days were determined based on
the AATR [32], calculated for one of the stations under study, “chpi”. Figures
5.2 and 5.3 show the specific AATR values for this station during active and
nominal ionospheric periods, respectively.

As an AATR threshold to determine the “active” days, 1 TECU per minute
was used, which can be considered as very high activity. From all the days in
which the AATR exceeded 1 TECU/min, the day 69 of year 2014, i.e. 10th
of March of 2014, was selected (see Figure 5.2). This date belongs to the
time period associated with the maximum of Solar Cycle 24 when the largest
anomalous ionospheric gradients were detected in Brazil [30, 33].

For the derivation of the monitoring thresholds, both nominal days (i.e.,
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Figure 5.2: AATR values for reference station “chpi” during 60 days of year 2014.
The AATR values are calculated every 5 minutes. The threshold of 0.25 TECU/min
represents the value below which the ionosphere is considered “quiet” or nominal and
the threshold of 1 TECU/min is the value above which the ionosphere is considered
very “active”.

24 hours in which no significant ionospheric activity was observed) and nom-
inal hours of active days (i.e., 12 hours during daytime of active days) were
selected. Note that the active hours of active days have not been used for the
derivation of the thresholds. This is because this high ionospheric activity is
considered off-nominal and is what is to be detected, even though this high
activity is very frequent during nighttime of the active periods (see Figure
5.2). Therefore, first 10 “quiet” days were manually selected after the active
period in March 2014. The calm period was selected after the active period and
not before because the active period lasted approximately between December
2013 (see [75]) and April 2014 and, in December 2013, the measurements from
some of the stations in Figure 5.1 were not available. Then, 12 nominal hours
belonging to 20 “active” days were selected to account for satellite geometry
variability and to obtain more measurements; in Brazil, measurements had a
sampling rate of 15 seconds instead of 1 second as in Alaska, and thus, fewer
measurements were available. Specifically, the hours between 6 a.m. and 6
p.m. local time were assumed to be in nominal conditions (i.e. without signif-
icant ionospheric activity) [22]. In the case of Brazil, an AATR threshold of
0.25 TECU/min was used instead of 0.2 TECU /min (the value used in Chapter
4) to distinguish nominal days/hours from days/hours with some ionospheric
activity (see Figures 5.2 and 5.3). The reason is that the nominal AATR values
in this region are slightly higher because some of the IPPs cross the Appleton
anomaly, which is considered nominal in Brazil. The last step was to perform
a visual inspection of the data recorded in the stations under study, depicted
in Figure 5.1, during the days considered “nominal” and during the nominal
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Figure 5.3: AATR values for reference station “chpi” during 20 days of year 2014.
The AATR values are calculated every 5 minutes. The threshold of 0.25 TECU/min
represents the value below which the ionosphere is considered “quiet” or nominal.

hours of the “active” days. During this process, the days with corrupted or
missing measurements were discarded.

According to this criteria, the following nominal full days (24 hours) were
selected to derive the detection thresholds for all stations: 133, 136, 139, 140,
144, 145, 146, 147, 148 and 149 of the year 2014. The selected nominal hours
of the active days (12 hours, from 6 a.m. to 6 p.m. local time) from stations
“chpi”, “poli”, “eesc”, “mgin”, “neia” and “ubal” belonged to the days: 23,
26, 28, 29, 31, 44, 46, 47, 56, 57, 58, 61, 62, 63, 64, 66, 67, 69, 71 and 76. For
station “ubal”, several active days had gaps in the data for satellite elevations
between 5° and 15° and the rest of the active days during the same period had
the same gaps. Therefore, fewer samples were available for this station. In the
case of station “sjsp”, day 26 was not available. However, sufficient samples
were available from the other selected days. In the case of station “spbo”, the
days between 56 and 66 were not available. No more active days were available
in the same period, therefore fewer measurements were used to calculate the
detection threshold for this station.

5.2 Simulation setup

This section presents the simulation setup designed to evaluate the detection
and estimation capabilities of the network introduced in Section 5.1.

As a first step, it is necessary to calculate the nominal slant ionospheric
delays present in the measurements over which the simulated gradient is to
be added. For this purpose, Equation 3.1 was used with the measurements
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recorded by the network on one of the “quiet” days. Among the ten nominal
days specified in Section 5.1, day 145 of 2014 was selected. As in Chapter
4, it was assumed that the information recorded on this day is representative
of all nominal days in terms of multipath and noise present in the measure-
ments, satellite geometries, and nominal slant ionospheric delays. However,
this is a simplification, and more simulations with measurements from dif-
ferent days of the year and different years would be needed to obtain more
representative results.

Then, on top of the nominal slant ionospheric delays, synthetic ionospheric
perturbations designed to be representative of the GBAS threat model derived
for Brazil, shown in Figure 2.10, were simulated. As introduced in Section
2.4.2.2, the EPBs, which cause most of the ionospheric gradients in Brazil, are
known to travel following the Modified Dip Latitude (MODIP) isolines [82].
Therefore, simulating the EPBs travelling along the MODIP isoline of e.g.,
MODIP equal to —30°, would be sufficient. However, simulating the trajectory
of the EPB in this way implies that the EPB speed is not constant since these
MODIP isolines are generated by calculating the latitude of the points that
create the lines from longitudes that increase in constant step lengths. As these
isolines follow neither a meridian nor a parallel, but have variable latitude, the
distance between points is not the same for the same time step and thus the
EPB speed would change at each point.

In order to simplify this problem and keep the simulated EPB speed and
direction constant over a certain period of time, a linear curve fitting of the
MODIP isoline of —30° was calculated in three sections for the trajectory of the
EPB. Therefore, the trajectory of the center of the ionospheric perturbation can
be defined with the “speed” (viono) and “direction” (d;on,) of the speed vector
v, measured in the clockwise direction from the North Pole. This definition is
the same as the one explained in Section 4.2 of Chapter 4 and follows Equations
4.1 and 4.2. Note that, in spite of this simplification, the simulated trajectory
is close to the actual MODIP isoline in the area of interest.

Figure 5.4 depicts with blue points the MODIP isoline of —30° and with a
red solid line the linear fitting in three different sections. Finally, of the three
sections, only the middle section was considered because it is the only one
that affects the network under study. The specific parameters of the middle
section are: djon, = 58° measured from the North Pole, lonionmeo = —70°,
and lationoo = —32°.

Once the gradient trajectory is known for each epoch, the ionospheric gra-
dient is defined in a local reference frame, where the origin ([0,0]) is at the
center of the perturbation [lonone, lation,] and changes at each epoch.

Therefore, to obtain the amount of simulated ionospheric delay experienced
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Figure 5.4: Simulated EPB trajectory. The blue dots represent the MODIP isoline
of —30° and the solid red line represents the linear fitting in three different sections.
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Figure 5.5: Simplified EPB model used for simulations.

by each IPP, it is necessary to convert the IPPs from the global reference
frame to the ionospheric perturbation reference frame. Appendix A describes
this transformation, which is the same as in Chapter 4. As a result of the
application of these geometric transformations, the coordinates of the IPPs in
the perturbation reference frame can be expressed as Tiono = [Tiono, Yiono)-

EPBs can be simplified and defined as two simple gradients (one downward
and one upward) that move with a constant speed (meters per second) and
direction (degrees) over a “thin shell” layer at a height of 350 km above the
Earth’s surface [30]. Figure 5.5 shows the definition of the perturbation in
its propagation direction and the parameters used for its simulation. Note
that, in this case, the slopes and widths of both gradients could be different.
The dimensions of the simulated EPB in the direction perpendicular to the
direction of motion are considered to be infinite. The additional slant ionos-
pheric delay in meters (D;ono) that is added to the nominal slant ionospheric



136 5.2. Simulation setup

IPP coordinates in the
Additional slant ionospheric delay

ionospheric perturbation
(Diono ) [m]

reference frame [m]

Liono = (_Ooy +OO)7

Yiono S - (wion01 + wul) . 103

Tiono = (_007 +OO)7
—Yiono,verty 2l 00 3 3
Fpp . 106 . ( “2"“) -10° — |yiono|> - (wionol + wul) -10° < Yiono;

Yiono < —wuy - 103

Tiono = (_007 +OO)7

—diono, .
Fpp . iono,verty Wionoy - 103 5
—wuq - 107 < Yiono < 0

106

Tiono = (700, +OO),

—Yiono,vert 3
Fpp'iz'wionog'lo 3
0< Yiono < wus - 10

106

Ziono = (—00, +00);
Jiono,verts 2lion 3 3
Fyp - 100 - (|yiono‘ — =gne - 10 ) wuz + 107 < Yiono;

Yiono S (wi0n02 + wu2) . 103

Tiono = (700, +OO)7

Yiono > (wionog + qu) . 103

Table 5.2: Equations to simulate the synthetic slant ionospheric delays in Brazil.

delay calculated previously is described in Table 5.2, which is different from
the table presented in Chapter 4 for the simple gradient (Table 4.2). Here, F},
is the vertical-to-slant obliquity factor explained in Equation 2.23, Giono,vert,
and giono,vert, are the simulated gradient slopes expressed in the vertical do-
main in mm/km, and wione, and Wiene, are the simulated gradient widths in
kilometers. The terms wu; and wusy are defined as:

. 2liono
wuy = 2 — Wionor »
(5.1)
. 2liono
wu2 = 5 — Wionosy -

The equations in Table 5.2 define the gradients only in the south-to-north
direction, independently of their trajectory. Therefore, Equation A.4 of Ap-
pendix A performs a rotation of the IPPs around the origin of the perturbation
to simulate the selected direction of the gradient.

Figure 5.6 shows an example of one simulated ionospheric EPB between the
two dark red areas. Note that, as discussed in Chapter 4, the assumption of
the perturbation as a planetary plane wave may not be realistic if the baselines
between the stations used are comparable to the typical size of the perturba-
tions. As in the case of Alaska, the baselines of the network determine the sizes
of the ionospheric perturbations that the monitor is able to estimate. In this
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Figure 5.6: Example of one synthetic perturbation simulated with gionowvert,; =
Giono,vert; Of 200 mm/Kkm, Wiono, = Wiono, 0Of 100 km, and d;on, of 58°. These values
are an example within the simulated ranges for each of the parameters. The grey solid
line represents the trajectory of the perturbation.

way, an inadequate network would produce low correlation values, as occurred
in the case of Alaska with the farthest away station. However, in the case of
Brazil, high correlations were found between the real EPBs measured by some
of the different stations of the network under study, separated by about 100
km. Therefore, the approximation of a planar wave front is applicable also
to the work in Brazil.

The simulations varied all the already defined simulation gradient parame-
ters within their ranges in the Brazilian threat model (see Table 2.6) up to a
maximum additional slant delay of 35 meters. As can be seen, as in the case of
Alaska, the slope of the gradient was simulated in the vertical domain until the
maximum value defined in slant for the Brazilian threat model. Therefore, in
the case of low elevation satellites, much higher slant slopes than the maximum
slant slopes considered in the Brazilian threat model could be simulated. How-
ever, all simulation cases that produced simulated slant slopes greater than 860
mm/km were not considered. Table 5.3 presents the parameter bounds for this
simulation. Furthermore, in this case, the initial longitude and latitude of the
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center of the perturbation for each realization of the simulation represented by
lonione,0 and latione,n respectively is always the same, and only ¢;on0,0 changes.
Thus, the simulated trajectory is always the same (depicted in Figure 5.6) be-
cause it is considered to be representative of all the trajectories that the EPBs
could follow in the region of the network under study. Note that, although the
EPBs are known to occur during local nighttime (after sunset), they were simu-
lated during the 24 hours of day 145 to have more satellite geometries available.
As a simplification, Giono,vert; = Yiono,verts and Wiono; = Wiono, WETE considered.

Parameter Min | Max | Step
Giono,vert; = Jiono,vert, [mm/km| [ 50 860 10
Wiono, = Wiono, KM 20 460 20

Viono [mM/s] 40 250 30
diono [°] 58 58 -

2liono [km] 90 | 750 | 220

tiono,0 [GPS seconds of day] 0 82800 | 3600

Table 5.3: Simulation parameters for Brazil.
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Figure 5.7: Example of simulated slant ionospheric delays for satellite GO2 and the
network of stations situated in Brazil. These simulated slant ionospheric delays corre-
spond to the synthetic perturbation depicted in Figure 5.6 added to the real nominal
slant ionospheric delays from satellite G02.

Figure 5.7 shows the simulated slant ionospheric delays for satellite G02,
all stations of the network in Brazil, and the synthetic perturbation depicted
in Figure 5.6. As can be seen, there is a vertical offset in the estimated slant
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ionospheric delays. This is due to the ambiguities present in the carrier-phase
measurements in Equation 2.1.

5.3 Evaluation of the monitor with simulated
ionospheric gradients

This section analyzes the detection and estimation capabilities of the net-
work of stations depicted in Figure 5.1.

5.3.1 Detection

As discussed in Section 3.3.1.3, one of the design parameters of the detection
threshold is the probability of false alert.

Unlike the case of Alaska, where a Py, of 1079 was selected empirically,
the measurements recorded by the network in Brazil presented lower levels
of noise and multipath and few outliers due to the different sampling rate
(15 seconds in Brazil versus 1 second in Alaska), which smooths these effects
(see Figure 3.8 of Chapter 3). In addition, fewer samples, assumed to be
statistically independent, were available in Brazil due to the sampling rate of
the measurements recorded (see Figure 3.9). Therefore, in this case a false-alert
probability (Pf,) of 10~* was selected empirically as an acceptable compromise
for the tests with real measurements from Brazil. Nevertheless, as commented
in Chapter 4, this value is likely not optimal due to the limited data on which
its selection was based, and optimization of its value will be investigated as
part of future work. In addition, both cycle slip detectors and the visual
check explained in Section 3.3.1.1 were used to derive the detection thresholds
depicted in Figure 5.8.

Figure 5.8 shows that all stations in the network have similar performance
for satellite elevations above 13°. Below that elevation, several satellites crossed
the Appleton anomaly at different locations, causing different nominal delays.
This occurred for satellite elevations between 7° and 13°, where the thresholds
are higher than between 5° and 7°. In addition, the threshold for station
“ubal” is slightly lower for satellite elevations below 13°. This is because, as
discussed above, fewer measurements were available at these elevations for the
nominal hours of the active days, and therefore the maximum values of nominal
ionospheric delays could not be reached. This fact resulted in a more sensitive
performance of station “ubal”, which could trigger more false alerts than the
others for satellites at lower elevations.

Given that, in the case of Brazil, the detectability of each of the stations is
similar, the detectability of the entire network was studied directly using the
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Figure 5.8: Detection thresholds for all stations considered in Brazil derived with the
data specified in Section 5.1.1 and a Py, = 1074

Minimum Detectable Gradient (MDG) introduced in Section 3.3.2. This study
is addressed in Chapter 6 since the location of the GBAS station within the
network coverage area must be known in order to calculate the MDG.

5.3.2 Estimation

This section analyzes three different aspects of the network’s estimation
capability: (i) the estimation errors associated with the variation of each of the
gradient parameters separately, (ii) the capability of the method to produce
reliable estimates, and (iii) the real-time performance.

The algorithm was able to distinguish both parts of the simulated EPBs;
the part corresponding to downward slopes presented negative [ test{ values,
while the part corresponding to upward slopes presented positive I test{; val-
ues. Therefore, the algorithm treated both parts as two different gradients to
compute their parameters, following the methodology in Section 3.3.4. Since
in this work EPBs were simulated following the threat model proposed for
GBAS in the equatorial region [30, 103], which proposes to assume a constant
ionospheric delay in the middle of both fronts, the test statistic for this inter-
mediate part was below the detection threshold. Therefore, it was not taken
into account for the estimation process in the simulations. However, when real
EPBs are observed, there are often ionospheric irregularities between the two
ionospheric fronts large enough to be detectable and cause hazards if not de-
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Figure 5.9: Example of simulation test statistics for satellite G04, day 145 of year
2014, and the network of stations in Brazil.

tected (see Section 5.4). As with Alaska, the goal of the work carried out in
this section is to study the possible errors due to the approximations and as-
sumptions used for the calculation of the gradient parameters by isolating the
different sources of errors for the EPB case. Section 5.4 shows the limitations
and adaptations of the estimation method to account for these irregularities
between the two fronts in the study with real (actually observed) EPBs. Fu-
ture work will address the impact of these intermediate irregularities also in
simulation using more complex EPB models.

Furthermore, the algorithm used only five of the eight stations depicted
in Figure 5.1: “poli”, “mgin”, “sjsp”, “chpi”, and “ubal”. The reason was
that the other stations (“neia”, “spbo”, and “eesc”) were outside the radius
considered for the estimation to be valid (i.e. 200 km in Section 3.3.4).

Figure 5.9 shows an example of Itest&%4(t) calculated for all stations consid-
ered, satellite G04, and a simulated gradient with the following characteristics:
200 mm/km of vertical slope (downward and upward), 100 m/s of speed, 40 km
of width (corresponding to each downward and upward slope), 90 km of zonal
length, and moving with a direction of 58° measured from the North Pole.
Here, the two gradients forming the simulated EPB are clearly distinguishable.

5.3.2.1 Gradient parameter estimation errors

This section presents the results of the estimation errors with the variation
of each of the gradient parameters separately. The idea behind this study is,
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as in Chapter 4, to study the impact that the change of one of the parameters
has on the estimation error of the other parameters.

Table 5.4 shows the summarized mean and maximum estimation errors
(maximum positive and maximum negative) computed once the algorithm con-
verged as described in Equation 3.29. Each row of Table 5.4 considers the
change of one of the parameters among the values in Table 5.3 while maintain-
ing all other parameters constant at values for which the simulation performed
well. These values were: 100 m/s for speed, 40 km for width, and 200 mm/km
for vertical slope. The direction considered was 58° as mentioned above, and
the zonal length was 90 km for the variation of slope and speed. In the case
of width variation, the zonal length was 90 km only when possible, since it
had to be increased for simulated widths greater than 40 km in order to allow
for evaluation of wider gradients.

The results in Table 5.4 show that the errors in the columns “Mean” stayed
within low values for all gradient parameters. This differs from the case of
Alaska, which presented high error values in the “Mean” column for slope
determination (see Table 4.4). The reason is that, in Brazil, the nominal
measurements presented low levels of noise and multipath and, in addition,
the test statistics (Itest,) were calculated every 15 seconds, which also helped
smooth out noise and multipath. Thus, also for the case of Brazil, the algorithm
in general appears to work well under the simulation conditions examined.

Since the different errors in Table 5.4 are expressed in different units, Table
5.5 shows the maximum relative errors as well. In the cases where the pa-
rameters changed, the simulated values were clarified in brackets because the
maximum absolute estimation errors from Table 5.4 do not necessarily corre-
spond to the values of the maximum relative estimation errors (e.g. 42.0%
of 110.0 mm/km results in an absolute error of 46.2 mm/km instead of 49.0
mm/km in Table 5.4).

Considering the results from Table 5.4 and Table 5.5, the following con-
clusions were drawn:

1. The change of the speed parameter did not present a high impact on speed
determination, as occurred in Alaska. This point is further discussed in
the subsection 5.3.2.1.1.

2. The maximum absolute errors for the estimation of the slope were high for
the change of each of the gradient parameters (sixth column in Table 5.4).
The maximum relative slant slope estimation errors were higher for the
change of the slope than for the change of the rest of the parameters (third
column in Table 5.5). This point is further discussed in the subsection
5.3.2.1.2.
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3. The maximum estimation errors for the direction and width parameters
were lower than for the slant slope and presented comparable values for
all changes of the gradient parameters.

. Estimation error
Gradient - - -
parameters Speed Dlrectlon Slant Slope Wldth
[m/s] [] [mm/km] [km]
Mean | Max. | Mean | Max. | Mean | Max. | Mean | Max.
Change of 12.7 2.5 41.7 4.5
speed -3.0 -17.4 -0.7 -4.0 2.0 -33.7 -0.4 -4.9
Change of 10.2 5.3 49.2 3.4
slope -1.1 -8.9 -0.8 -7.0 3.7 -38.9 -0.4 -8.1
Change of 14.5 5.0 69.8 9.6
width -1.0 -12.5 -0.5 -3.6 8.2 -34.6 -0.4 -10.0

Table 5.4: Absolute gradient parameter estimation errors of the network in Brazil
with variation of one of the simulated gradient parameters.

Gradient Maximum relative estimation errors
parameters Speed Direction Slant slope Width
[%] [%] [%] [7]
Change of | 10.6 (70.0 m/s) 4.3 11.7 (355.7 mm/km) 11.2
speed -8.4 (190.0 m/s) -6.9 -9.2 (363.7 mm/km) -12.2
Change of 10.2 9.1 42.0 (110.0 mm/km) 17.0
slope -8.9 -12.1 -31.5 (89.0 mm/km) -20.2
Change of 14.5 8.6 21.0 (319.6 mm/km) | 15.1 (60 km)
width -12.5 -6.2 -10.0 (238.5 mm/km) | -22.0 (20 km)

Table 5.5: Maximum relative gradient parameter estimation errors of the network in
Brazil. The values specified in brackets represent the simulated values. For the cells
where the simulated value is not specified, the simulated values were 100 m/s for the
speed and 40 km for the width.

In the following subsections, the speed and the slope estimation errors are
discussed in detail.

5.3.2.1.1 Speed estimation error

As commented previously, in the case of Brazil, speed estimation errors were
low compared to the values obtained in Section 4.3.2.1 for the case of Alaska.
The reason is that, in the EPB case, ionospheric front speeds relative to the
ground (Viono) of 0 m/s and above 250 m/s were not simulated because they do
not belong to the threat model. Although the relative speeds between the IPPs
and the gradient were occasionally close to 0 m/s for the other simulated speeds
(different than 0 m/s), the positions of the IPPs when the gradient was detected
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for the same satellite and different stations were not aligned. Therefore, IPP
geometries were typically stronger for the lowest simulated speed in Brazil (40
m/s) than for the lowest simulated speed in Alaska (0 m/s). In the second case,
the insufficient temporal resolution compared to the speed of the gradient and
distance between stations, were not that significant in the case of Brazil.
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Figure 5.10: Error in speed estimation over Geometry Index for different simulated
speeds of the gradient. Each marker represents a simulated speed and each point the
GI calculated at the moment of the estimation.

Figure 5.10 shows the estimation error in speed versus the GI to evaluate
the influence of the IPP geometry in the estimated errors. The Gls stayed
below 4 x 107> in all cases and were thus within the limits for suitable IPP
geometries. Moreover, the largest speed estimation errors corresponded to the
highest simulated speeds (light green stars in Figure 5.10) while presenting
average GIs. Therefore, the majority of these errors can be associated with the
time resolution problem that could be solved by increasing the data sampling.

Regarding the impact of the time resolution, Figure 5.11a shows the mean
(blue circles) and maximum speed estimation errors (up red triangles and down
black triangles) when changing the simulated speeds of the gradient. As can be
seen, the estimation errors remained low in both mean and maximum values
and increased only slightly with increasing simulated speeds. This shows that,
as the stations are farther apart than in the case of Alaska and the EPBs moved
slower, the sampling rate did not have a large impact on the speed estimation
with the simulated gradients. Moreover, the algorithm typically estimated the
EPB speeds lower than their simulated value.
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Figure 5.11: Mean (blue circles), maximum positive (red up triangles) and maximum
negative (black down triangles) values for speed and slant slope estimation errors with
respect to the simulated speed of the gradient.

5.3.2.1.2 Slope estimation error

Table 5.4 shows that the absolute slant slope estimation errors were com-
parable for the change of the speed, the width, and the slope itself. Therefore,
the three cases were studied separately.

Figure 5.11b depicts slant slope estimation errors with the change of the
simulated speed of the gradient. In contrast to Alaska, the errors were low and
comparable for all the simulated speeds. Therefore, changing the speed within
the threat model values did not have a large impact on slant slope estimation.

Figure 5.12a depicts slant slope estimation error with respect to change of
width. Between 160 km and 460 km of width, the algorithm did not output any
result because it confirmed that the multiplication of the simulated width with
the selected slope gave an ionospheric delay below 35 meters before performing
the simulation, and this was not the case for the parameter combinations with
missing outputs. As in the case of the speed variation, the errors were low
and comparable for the change of the simulated gradient widths. Therefore,
changing the width within the threat model values did not have a large impact
on the slant slope estimation.

Figure 5.12b depicts slope estimation error with respect to the change of
slope. As can be seen, the mean error values were practically the same over
the whole range of simulated slopes, and the maximum values (positive and
negative) were also comparable except for the points at the beginning and at
the end of the curves. Therefore, the variation of the slope parameter did not
have a large impact on the slant slope estimations as long as the test statistics
were well above the threshold (see second row and third column of Table 5.5).
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Figure 5.12: Mean (blue circles), maximum positive (red up triangles), and maximum
negative (black down triangles) error in slant slope estimation for different simulated
widths and slant slopes of the gradient.

Lower maximum error values were obtained for simulated slant slopes below
110 mm/km because the gradient slopes were simulated in the vertical domain,
thus small slant slopes could only be simulated for high elevation satellites. The
maximum errors in higher slopes corresponded to estimates calculated by low
elevation satellites, which moved faster and had a larger impact on the error
due to the 15-second sampling rate.

Since for all the changes of the gradient parameters the slope parameter
can be underestimated, the following section derives an uncertainty model for
the estimated gradient slant slope.

5.3.2.2 Uncertainty model of the estimated gradient parameters

This section presents the uncertainty model derived for the gradient slant
slope estimated with the measurements from the network of stations in Brazil.
The derivation of the uncertainty model for the other gradient parameters
could be carried out in an analogous way.

Figure 5.13 shows with blue stars the slope estimation errors considering
variation of all the gradient parameters in the ranges described in Table 5.3.
As described in Section 3.3.4.4, the first step in deriving the uncertainty model
is to order the estimation errors in bins to calculate the statistics. Figure 5.13
suggests that a bin size of 10 mm/km in slant slope is adequate to perform
these statistics since, within this bin size, the negative errors (underestimation
of the gradient) were similar within one bin. However, it should be noted that
since the slopes were simulated in the vertical domain, the number of posi-
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Figure 5.13: Slant slope estimation errors versus estimated slant slope. The blue
starts represent the slant slope estimation errors, the red dashed line represents the
mean value per bin, and the solid light green lines represent the standard deviation
per bin.

tive samples in the first bins of estimated slant slope (e.g., 50 mm/km to 60
mm/km) was lower than in the rest of the bins. This occurred because only
the high elevation satellites were able to observe low slant slopes, as the ap-
plied obliquity factors (Equation 2.23) caused low elevation satellites to observe
steeper slant slopes than the simulated vertical slopes. Therefore, the positive
samples in the first bins (e.g., 50 mm/km to 60 mm/km of estimated slant
slope) belonged to simulated slant slopes between 50 mm/km and 60 mm/km
that were slightly overestimated (e.g., 55 mm/km), but not enough to be sorted
in other bins. The negative samples in the first bins (e.g., 50 mm/km to 60
mm/km) belonged to simulated slant slopes greater than 60 mm/km (e.g., 62
mm/km) that were underestimated (e.g., 55 mm/km). Thus, these samples
were sorted into a bin of estimated slope that was different from the corre-
sponding simulated slope. The maximum values of the negative samples were
higher than that of the positive ones in the first bins because they belonged
to higher simulated slant slopes that were underestimated and, the higher the
simulated slope, the higher is the error to be expected in absolute value.

In addition, Figure 5.13 shows with a dashed red line the mean value per
bin and with solid light green lines the standard deviation per bin. It can be
seen that, although the values of the estimation errors were high, this was only
the case for few samples, as the values of the mean and standard deviation
were low. Furthermore, the mean values were positive but close to zero for all
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Figure 5.14: Normalized slant slope estimation errors and Gaussian tail overbound-
ing process for the gradient slant slope estimation errors for the network in Brazil.
The data bins considered are of 10 mm/km in estimated slant slope. The blue dots
in both figures show the normalized slant slope estimation error distribution for all
the data bins, the black dot-dashed line in Figure 5.14b represents the non-inflated
Gaussian distribution that would correspond to the mean and standard deviation of
the normalized distribution, and the dashed green line represents the inflated Gaussian
distribution.

bins of estimated slant slope except the first bin (i.e., 50 mm/km to 60 mm/km
of estimated slant slope). This means that, typically, there were slightly more
samples with positive errors than with negative errors. Thus, underestimates
were about as likely as overestimates.

Once the samples of the estimation errors have been sorted into their cor-
responding bins, they are normalized by subtracting from each sample the
mean value of the bin it belongs to and by dividing the resulting value by the
standard deviation of the bin. Then, the tails of the entire distribution are
overbounded following the process explained in Section 3.3.4.4.

Figure 5.14a presents the normalized slant slope error distribution. As can
be observed, until an estimated slant slope of a 100 mm/km, the effect of
having lower positive errors than negative errors due to the way in which the
gradients were simulated as commented previously is clearly visible. Figure
5.14b presents the Gaussian tail overbounding process for all data bins. The
overall inflation factor calculated was [ = 2.31.

Giono

Finally, Figure 5.15 shows with blue dots (situated in a straight line) the
estimated maximum value that could occur inside each bin (e.g., 60 mm/km
for the bin 50 - 60 mm/km depicted in the center of the bin), and with black
triangles the overbounded value considering Equation 3.31. In addition, it



Chapter 5. Performance of the Network-Based Monitor in Brazil 149

€

< 1600

g Brazilian threat model

5 14001 © Maximum possible estimated slope

2 4 Overbounded estimated slope (Pprior, abnormal_jono = 1)
g 1200 A Overbounded estimated slope (Pprior, abnormal_iono = 1073)
()

©

£ 1000

(%]

(]

2 800

@©

©

(3]

T 600

>

o

2

5 400

>

o

@ 200

S

[

§ 0 100 200 300 400 500 600 700 800 900

Jiono [Mmm/km]

Figure 5.15: Worst-case overbounded gradient slant slopes in comparison to the
Brazilian threat model (solid red line). Blue dots (situated in a straight line) repre-
sent the maximum possible estimated slant slope inside each data bin, black triangles
represent the worst-case overbounded slant slope in each bin, and green triangles rep-
resent the overbounded slant slopes in each bin when a prior probability of occurrence
of an ionospheric gradient of 1 x 1073 is assumed.

shows with green triangles the overbounded value if instead of assuming a
Probability of Non-bounded Errors of 1 x 107 (see Section 3.3.4.4), a value
of 1 x 107° was assumed considering a prior probability of occurrence of an
anomalous ionospheric gradient of 1 x 1073 as in [36] for CONUS and [28] for
Brazil. Note that the prior probability of 1x10™3 was chosen to be conservative
for CONUS, but, as can be observed in Figure 5.2, it would not be conservative
for Brazil at local nighttime.

As can be seen, up to an estimated gradient slope of 600 mm/km for the
most conservative case (no prior probability considered), and 660 mm /km when
assuming a prior probability, there would be a benefit when using this method-
ology in Brazil. Above those values, the overbounded slant slopes would be
higher than the Brazilian threat model, and, in this case, the threat model
as it is would be used instead.

5.3.2.3 Real-time performance of the monitor

Finally, this section analyzes the real time capability of the methodology.
The algorithm distinguishes both parts of the gradient, the one corresponding
to the downward slope and the one corresponding to the upward slope, and
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Figure 5.16: Absolute value of the test statistics and cross-correlation coefficients for
the downward slope corresponding to Figure 5.9. The horizontal lines in Figure 5.16a
represent the detection thresholds and the highlighted (non-transparent) markers the
time epochs when the simulated ionospheric perturbation was detected.

treats them as two different gradients to compute their parameters. As com-
mented previously, the ionospheric delay in the middle of both gradients was
not considered in the simulations as a simplification but they were taken into
account for the studies with real (actually observed) EPBs in Section 5.4.

Figure 5.16a presents the absolute value of the test statistics for the down-
ward slope of the simulated gradient depicted in Figure 5.9. As can be observed,
’I testTGM(t)} for the farthest away stations from “poli” (taken initially as the
reference) were considerably different from |I test]%%(t)}. This is due to the
distance between these stations (over 100 km) and the speed of the gradients
(100 m/s), which meant that the elevation of the satellites had changed con-
siderably when the gradient was detected at, e.g. “chpi”. For this reason, the
cross-correlation coefficients in Figure 5.16b converged to lower values than 1
after 60 seconds for stations “sjsp”, “mgin”, and “ubal”, and 75 seconds for
station “chpi”. Towards the end of the curves, the cross-correlation coefficients
experienced jumps, which resulted in the convergence criteria no longer being
fulfilled. This is especially visible at station “chpi”.

Figure 5.17a presents the absolute value of the test statistics for the up-
ward slope of the simulated gradient depicted in Figure 5.9. As can be ob-
served, again, the ‘I testfo‘l(t)’ of the farthest away stations from “poli” were
considerably different from |I testg)%(t)‘ for the same reasons as above. The
cross-correlation coefficients in Figure 5.17b converged to lower values than 1

after 45 seconds for all stations.

Note that the necessary waiting times for the convergence of the algorithm
are considered by the network when calculating the “worst-case” real-time gra-
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Figure 5.17: Absolute value of the test statistics and cross-correlation coefficients for
the upward slope corresponding to Figure 5.9. The horizontal lines in Figure 5.17a
represent the detection thresholds and the highlighted (non-transparent) markers the
time epochs when the simulated ionospheric perturbation was detected.

dients that are transmitted to the GBAS stations. During the times when the
algorithm has not converged, the network warns the protected GBAS stations
to use the conservative threat model.

5.4 Evaluation of the monitor with a real ionospheric
gradient

This section evaluates the methodology with a real anomalous ionospheric
gradient measured by the network in Brazil. Unlike the simulated gradients,
the real gradient was accompanied by many cycle slips that made the estima-
tion of its parameters more difficult. However, it should be noted that, in a
real implementation, receivers with a higher bandwidth which are more robust
against scintillation could be installed. Furthermore, these receivers should
have measurements available on the L5 frequency, which is more robust than
L2 to this problem. In this case, only one of the two cycle slip detectors in-
troduced in Section 3.3.1.1 was used for processing the measurements: the one
based on the MW combination but, in this case, with a constant threshold of 4
meters. The reason is that the other cycle slip detector, based on the geometry-
free combination of the carrier-phases, was very sensitive for the data in Brazil
and would have discarded many parts of the signals if used. In addition, after
the application of the cycle slip detector based on the MW, the cycle slips were
visually inspected to avoid discarding excessive EPB measurements when the
ionosphere variations were large but not due to a cycle slip.

The algorithm could estimate the selected real gradient by using the mea-
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surements from satellites GO1, G11, and G31, and the stations in the network
under study on day 68 (local time) and 69 (GPS time) of year 2014, i.e. during
the peak of Solar Cycle 24.

5.4.1 Detection

Figure 5.18a shows the slant ionospheric delays for six of the considered
stations and satellite GO1, which had an elevation between 60° and 70° dur-
ing the local times depicted. Stations “ubal” and “neia” presented corrupted
measurements during these times, thus they could not be used. Figure 5.18b
shows the absolute value of the test statistics for the same satellite, ItestS0%(t).
In both figures, the highlighted (non-transparent) respective markers represent
the epochs where the gradient was detected (i.e. the epochs when the ionos-
pheric rates were above the detection thresholds of each station).

As can be observed, in stations “poli”, “sjsp”, “mgin”, and “chpi”, the
detected ionospheric perturbations coincided with the steepest slopes in the
slant ionospheric delays. Thus, the gradients were adequately detected by
the algorithm. In stations “spbo” and “eesc”, which are farther away from the
other stations (see Figure 5.1), there were no detections during the same time as
the others, but there were detections earlier, and the measurements presented
many cycle slips and thus could not be used. Moreover, a few samples appear
as undetected in Figure 5.18a. These samples belong to the intermediate zones
between the different gradients that remained below the threshold in this case.
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Figure 5.18: Slant ionospheric delays and absolute value of the test statistics for the
studied gradient experienced by satellite GO1 (day 68 for local time and 69 for GPS
time of year 2014, Brazil). The highlighted (non-transparent) markers of both figures
represent the times when the gradient was detected. The horizontal lines in Figure
5.18b show the detection thresholds for each station.
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Figure 5.19: Slant ionospheric delays and absolute value of the test statistics for the
studied gradient experienced by satellite G11 (day 68 for local time and 69 for GPS
time of year 2014, Brazil). The highlighted (non-transparent) markers of both figures
represent the times when the gradient was detected. The horizontal lines in Figure
5.19b show the detection thresholds for each station.
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Figure 5.20: Slant ionospheric delays and absolute value of the test statistics for the
studied gradient experienced by satellite G31 (day 68 for local time and 69 for GPS
time of year 2014, Brazil). The highlighted (non-transparent) markers of both figures
represent the times when the gradient was detected. The horizontal lines in Figure
5.20b show the detection thresholds for each station.

Figure 5.19a shows the slant ionospheric delays for all considered stations
and satellite G11, which had an elevation between 65° and 45° during the local
times depicted. Figure 5.19b shows the absolute value of the test statistics
for the same satellite, ItestS!(t).

Here, the detected gradients also coincided with the steepest slopes in the
slant ionospheric delays. Thus, the gradients were adequately detected by the
algorithm. In this case, stations “poli”, “sjsp”, “mgin”, “ubal”, and “chpi”
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Figure 5.21: Slant ionospheric delays for the remaining visible satellites and station
“chpi” during the local times under study in Figures 5.18, 5.19, and 5.20.

detected the gradient, but station “mgin” presented many cycle slips. Stations
“neia”, “eesc”, and “spbo” detected the gradient before the others and also
presented many cycle slips during the EPB passage.

Figure 5.20a shows the slant ionospheric delays for all the considered sta-
tions and satellite G31, which had an elevation between 53° and 33° during
the local times depicted. Figure 5.20b shows the absolute value of the test sta-
tistics for the same satellite, I testg?’l(t). In this case, the algorithm detected
the gradient practically continuously for all stations.

Finally, Figure 5.21 shows the slant ionospheric delays calculated for the
remaining visible satellites and one of the stations under study, “chpi”. The
remaining visible satellites either did not experience gradients at the same
time or experienced gradients that produced excessive scintillation at “chpi”
or the other stations, making it impossible to use their signals to estimate
the gradient parameters.

Note that, in most satellites, the main EPBs were accompanied by earlier
or later minor EPBs (e.g. satellites GO1, G11, and G31 and station “chpi”) or
by intermediate periods between the two main EPB slopes with many oscilla-
tions (e.g. satellite G31 and station “chpi”, where the upward part was not
observed). For this reason, in very active periods, where the EPBs come in
sequences and are accompanied by excessive scintillation, the network would
be constantly alerting and the EPB parameters would be especially difficult
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to estimate. In these cases, the network would indicate the use of the “worst-
case” threat model for all times when the gradient parameters could not be
estimated. To avoid on and off alerting under these conditions, a minimum
alert period could be considered in which the network alerts would be deacti-
vated and the conservative parameters of the current threat model would be
used before recovery (normal network operation) would be allowed.

5.4.2 Estimation of the gradient parameters

Figures 5.18a, 5.19a, and 5.20a show that the slant ionospheric delays pre-
sented a similar shape when being measured by all affected stations and the
same satellite. However, they also suggest that the gradient changed during
its propagation; the drop in the ionospheric delay corresponding to the deple-
tion was smaller when it reached the last stations impacted by it for satellites
GO01, G11, and G31. This implies that the previous assumption of a non-
changing ionospheric gradient does not hold for the farthest station also in
the case of Brazil. However, unlike in Alaska, where the gradient was chang-
ing in 20 km and a few minutes, in Brazil the gradient changed slowly and
in distances of more than 100 km. This means that for the studies in Brazil,
stations with longer baselines that the ones in Alaska could be used to esti-
mate the gradients. Furthermore, data with a longer sampling interval can be
used. As for the estimation with the simulated gradients, real data from sta-
tions “poli”, “sjsp”, “mgin”, “ubal”, and “chpi” was used for the estimation
of the gradient parameters.

The algorithm was able to estimate the gradient parameters both in post-
processing and in real time for satellite G31 (Section 5.4.2.1 and Section 5.4.2.2),
and only in post-processing for satellites GO1 and G11 (Section 5.4.2.3).

5.4.2.1 Estimation of the gradient parameters in post-processing with
satellite G31

The first step of the algorithm searches for the station of reference. In the
case of satellite G31, the algorithm assumed as the station of reference the first
station impacted by the gradient of the subset used for the estimation (“poli”).

Table 5.6 shows the cross-correlation coefficients calculated in post-processing
considering as reference each of the different stations in the network. The
stations in Table 5.6 appear in the order they detected the real ionospheric
gradient. As can be observed, unlike Alaska, all stations presented high cross-
correlations (above 0.9) with each other, which means that the gradient did
not change much while on propagation from the I test§31 point of view. There-
fore, the first station that detected the gradient was selected as the station
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Reference station fo‘qﬁ ff;}g ,G,fylm a3 afh‘q’;i
poli 1.000 | 0.952 | 0.950 | 0.950 | 0.960
sjsp 0.952 | 1.000 | 0.928 | 0.951 | 0.947
mgin 0.950 | 0.928 | 1.000 | 0.913 | 0.954
ubal 0.950 | 0.951 | 0.913 | 1.000 | 0.975
chpi 0.960 | 0.947 | 0.954 | 0.975 | 1.000

Table 5.6: Cross-correlation coefficients calculated in post-processing for satellite G31
considering the different stations in Brazil as reference.

of reference.

Moreover, as the sampling rate is different and also the characteristics of
the gradients are different in Brazil and in Alaska, new values for the Ny
and Np parameters introduced in Section 3.3.4.1.1 were selected to adapt the
general algorithm to this data set. The first parameter, Ny, refers to the
time window designed to capture the part of the test statistic that starts to
increase when the gradient begins but is still below the detection threshold.
The second parameter, Np, refers to the total size of the buffers considered
for calculating the cross-correlation. The parameter Ny was selected to be 75
seconds to capture all parts of the gradient in Figure 5.20a plus a margin. The
parameter Np was selected to be at least 375 seconds to consider both Ny
and a minimum gradient duration of 300 seconds.
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Figure 5.22: Absolute value of the test statistics corresponding to the gradient de-
picted in Figure 5.20a represented at the times when the gradient was considered for
the estimation process for each station.
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Figure 5.22 presents with solid lines the test statistics corresponding to
the part of the signal that was considered for the estimation process. Note
that, unlike in Alaska, the algorithm considered points of the test statistics for
the estimation process after at least one of its points fell below the detection
thresholds. The reason was that, in the case of Brazil, there were many os-
cillations of the signals, which made the test statistics much noisier than in
the simulation case. These oscillations corresponded especially to the inter-
mediate period between the EPB slopes, but were also found within the same
slopes when they varied abruptly. Therefore, if the test statistic fell below
the threshold for a period longer than 75 seconds, this time was considered
to be the end of the current studied gradient. Otherwise, the new test sta-
tistic samples were considered to be part of the same gradient, and they were
included in the same buffers for the cross-correlation process as long as there
were no cycle slips or data gaps.

Initially, the gradient parameters observed by satellite G31 were calculated
in post-processing using also a spline interpolation of the data at 10 Hz to
get the best estimation possible and evaluate if there is a problem with time
resolution in Brazil. Then, the post-processed results were compared with the
ones obtained in real time to evaluate the feasibility of the real-time con-
cept in Brazil.

G| St Gl famo | | KPP GI
Station | [m/s] [°] [mm/km] | [km] -] [s] [1/m]
poli
(Ref.) | 1658 | 44.0 | -481.6 | 59.8 | 1.000 | 0.0 | 8.494 x 10~°
sjsp | 165.8 | 44.0 | -507.6 | 41.8 | 0.952 | 500.4 | 8.494 x 10~°
mgin 165.8 | 44.0 -543.7 38.2 0.950 645.0 8.494 x 107
ubal 165.8 | 44.0 -379.1 35.8 0.950 703.4 8.494 x 1076
chpi 165.8 | 44.0 -474.6 33.5 0.960 | 1085.7 | 8.494 x 10~¢

Table 5.7: Estimated real gradient parameters in post-processing for satellite G31
and Brazil.

Table 5.7 summarizes the results in post-processing. The ionospheric gradi-
ent measured was an equatorial plasma bubble that traveled with an estimated
direction of 44° (from the southwest to the northeast), a low-medium speed,
165.8 m/s, and a very steep slope, up to -543.7 mm/km. These results are
compatible with the Brazilian threat model introduced in Section 2.4.2.2 and
also agree with the time delays and distances calculated between the stations.
Moreover, in the case of station “mgin”, the signal was lost before the gradient
was over, therefore the full width could not be estimated (see Figure 5.22).
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5.4.2.2 Estimation of the gradient parameters in real time with satellite
G31

The application of the algorithm in real time with the data recorded at a
15-second sampling rate presents the same limitations as in the simulation: it
is necessary to have sufficient time for the cross-correlation estimate to con-
verge, sufficient temporal resolution, adequate distance between stations to
find sufficient correlation between the test statistics of the gradients that are
the same, and test statistics that are not excessively noisy between the two
slopes (downward and upward) and during the occurrence of the gradients.

Figure 5.23a shows the first limitation, where the convergence requirement
(Equation 3.13) was not met until 21:54:14 for station “sjsp”, 21:56:44 for
station “ubal”, and 22:03:29 for station “chpi” in local time. Station “mgin”
did not meet the convergence criteria because the algorithm could not find
cross-correlation coefficients whose difference at the current epoch and previous
epochs was less than 1 x 1072 for the last No = 3 samples. Therefore, it was
not used to determine the real-time gradient propagation parameters.

Furthermore, Figure 5.23a also shows that, even once the algorithm con-
verged, the cross-correlation coefficients did not remain constant as in the case
of Alaska (see Figure 4.17). Instead, the cross-correlation coefficients expe-
rienced several jumps, and their value decreased as more samples from the
test statistics were considered for their calculation and added to the buffers
of Equation 3.9. This is because at the beginning of the detection at each
of the stations, the samples that were included in the buffers for the cross-
correlation calculation corresponded to the first of the gradient slopes (down-
ward). As this slope is similar at almost all stations, the algorithm converged
to high cross-correlation coefficients and time delays that were comparable to
the post-processed results. Once the first main slope had passed, as previously
explained, the test statistic samples belonging to the intermediate period be-
tween slopes (the EPB depletion part) were considered. In this period of time,
the test statistics oscillated and experienced many cycle slips, resulting in the
test statistics being considerably different from station to station. Although
the algorithm was able to converge also in these cases, it took into account all
samples within the buffer to calculate the cross-correlation coefficients, thus
these were smaller than when it considered only the part corresponding to the
main slope. This issue was not observable in the simulation because there
both slopes were considered as two different gradients and the region between
the downward and upward walls were not taken into account. Moreover, Fig-
ure 5.23b shows that although the value of the cross-correlation coefficients
changed, the time delays remained practically constant during the time period
under study until the signal was lost or there was a cycle slip.

Figure 5.24 shows with semi-transparent points the real-time estimates of



Chapter 5. Performance of the Network-Based Monitor in Brazil 159

10 _ 1200
—— sjsp —— sjsp
—e— mgin —— mgin
08 —— uba1 1000 L ba
—+— chpi .
% 800 —— chpi
0.6 "
- >
g T 600
3 S
0.4 [} M
E 400
0.2
200+
0.0 0 |
21:41:24 21:49:44 21:58:04 22:06:24 21:41:24 21:49:44 21:58:04 22:06:24
Local time in Brazil [hours] Local time in Brazil [hours]
(a) Cross-correlation coefficients. (b) Time delays.

Figure 5.23: Cross-correlation coefficients and time delays calculated in real time for
the test statistics depicted in Figure 5.22 considering as station of reference “poli”.

the speed and direction parameters before convergence of the algorithm and,
highlighted with opaque points, the estimates that the algorithm calculated
after convergence. As can be observed, the estimation errors were high for both
speed and direction at the beginning, when the algorithm did not converge and
the cross-correlation coefficients were low. However, the algorithm consistently
estimated the speed and direction parameters after convergence. The estimated
values changed smoothly when the same set of stations was used for their
estimation, and there were no changes in the estimated time delays. However,
this was not the case when the set of stations used changed or there was
a variation in the time delay estimates. The two jumps that can be observed
after the algorithm first converged in Figure 5.24 between 21:58:04 and 22:06:24
local time were due to a small variation in the time delay estimate for station
“sjsp” at 22:00:04 local time and the use of stations “poli”, “ubal”, and “chpi”
instead of “poli”, “sjsp”, and “ubal” for the estimation process from 22:02:44
local time. The set of stations used was different because, after 22:02:44 local
time, the data from station “sjsp” had a gap during some epochs, and the
algorithm concluded that the gradient had ended for this station. At the
same time, the algorithm converged for station “chpi”, thus it could be used
in the estimation process. It can also be seen that there are points where
the algorithm estimated correctly the propagation parameters, but they are
not highlighted since the convergence criteria were not met. This was due
to the aforementioned jumps in the cross-correlation coefficients that did not
affect the estimation of the time delays between stations. This indicates that
the convergence criteria used might be excessively conservative for the case of
Brazil. Nevertheless, the optimization of the convergence criteria for different
data sets was not addressed in this thesis and is part of future work.

The real-time speed estimates varied slightly between 114 m/s and 155 m/s,
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Figure 5.24: Estimated speed and direction of the real gradient depicted in Figure
5.20a. The highlighted (non-transparent) points correspond to estimations that were
calculated after the algorithm converged and the semi-transparent points correspond
to estimations that were calculated before convergence.

while the direction estimates varied between 37.5° and 48.5°. These values,
especially the last points of Figure 5.24 when the stations used were “poli”,
“ubal”, and “chpi”, 143.6 m/s and 41.3°, are similar to the 165 m/s speed
and 44° direction obtained in post-processing with the data interpolated at 10
Hz (see Table 5.7). This means that the final real-time results converged to
the post-processed values using three of the five stations that the algorithm
considered to obtain the post-processed results.

The variations in the above parameters can be explained by the following
reasons. Firstly, since the stations used are 100 km or more away from each
other, it is possible that the EPB had slightly varied its propagation and shape,
and the different stations were observing slightly different parts of the front.
In addition, the elevation of the satellite G31 also changed from the time of
detection at “poli” to the time of detection at “chpi”, which had an impact
on the IPP speed and therefore on the estimation of the gradient propagation
parameters. Secondly, the algorithm used two different sets of stations for the
estimation, as discussed previously. Since the center of the local coordinate
system for the calculation of the estimation parameters changes depending on
the position of the IPPs at the time of detection, it was different for calcu-
lations with different sets of stations. Moreover, the farther away the IPPs
were from the center of the local reference coordinate system, the greater the
approximation errors were at their location. Thirdly, using only three of the
five available stations for real-time estimation meant that there was no re-
dundancy since the minimum number of stations for the estimation process is
three. Therefore, any errors (e.g. due to an insufficient sampling rate) on the
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Figure 5.25: Estimated slant slope of the gradient depicted in Figure 5.20a using
speed estimation after convergence.

estimation process had a greater impact in this case than when using a larger
number of stations for estimation.

Finally, the real-time algorithm estimated the slant slope and width para-
meters. Since it was able to estimate gradient speed and direction after the
maximum of the absolute value of Itest?®!(t) was reached for stations “poli”,
“sjsp”, “mgin”, and “ubal”, it recalculated the gradient slope backwards (as
in Chapter 4) to find the “worst case” that could be transmitted to the GBAS
stations. To this end, it used the first speed and direction estimates after con-
vergence. If there were real-time estimates of speed and direction while the
slope was being determined, the algorithm used these real-time estimates to
calculate the slope at those times. Figure 5.25 shows the result. Here, the
slant slope estimates were slightly lower but close to those calculated in post-
processing (see Table 5.7) because the relative speed between the gradient and
the IPPs was slightly higher. Thus, the same ionospheric delay rates resulted
in lower slopes. Note that the gradient slopes are negative when the gradient is
downward and are positive when it is upward, unless absolute values are taken.

The results from the width parameter estimate, which was determined after
the gradient had finished affecting all stations, were: 62.7 km for “poli”, 43.4
km for “sjsp”, 40.7 km for “mgin”, 37.8 km for “ubal”, and 35.1 km for
“chpi”. In this case, the width was larger than in the post-processed results
because the relative speed estimate between the gradient and the IPPs was
larger. Thus, the same gradient duration Ty in Equation 3.28 was attributed
to a larger width. Note that the determination of the width was based only
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on the part of the test statistics that was continuously above the threshold,
which corresponded to the downward slope. For this reason, the algorithm
estimated a single width per station and satellite instead of two separate ones
corresponding to the downward and upward slopes. The slopes and widths
corresponding to the upward slopes could not be estimated since the carrier-
phase measurements experienced many cycle slips.

5.4.2.3 Estimation of the gradient parameters with satellites G01 and G11

Figure 5.26 shows the part of the absolute value of Itest&®! considered for
the gradient parameter estimation process with satellite GO1. As can be ob-
served, station “ubal” was not available. Furthermore, the signal from station
“mgin” was lost a few seconds after the start of the gradient and thus was
also not considered for the estimation process. For this reason, the algorithm
only considered stations “poli”, “sjsp”, and “chpi” to estimate the propaga-
tion parameters of the gradient.
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Figure 5.26: Absolute value of the test statistics corresponding to the gradient de-
picted in Figure 5.18a (satellite GO1) represented at the times when the gradient was
considered for the estimation process for each station.

The real-time algorithm could not find the station of reference because none
of the stations had a cross-correlation coefficient greater than 0.9 with two
other stations (see Table 5.8). Note that, the value of 0.9 could be excessively
conservative and experiments with a less conservative value (e.g., 0.8) could
be carried out. However, as commented previously, this is a trade-off and
the lower this value is, the larger errors could be in the estimation of the
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parameters due to the change of the gradient. Moreover, assuming the first
impacted station (“poli”) as the reference would not help in this case since the
test statistics experienced cycle slips at “poli” and “sjsp” stations before the
algorithm converged for station “chpi”.

Reference station a?o% aSGjOSL afhopli
poli 1.000 | 0.637 | 0.634
sjsp 0.637 | 1.000 | 0.664
chpi 0.634 | 0.664 | 1.000

Table 5.8: Cross-correlation coefficients calculated in post-processing for satellite GO1
considering the different stations in Brazil as reference.

In order to compare the results of the different satellites, the gradient para-
meters corresponding to the downward slope for satellite GO1 were calculated
in post-processing. The gradient propagation parameters estimated at a 15-
second sampling rate were: 126.4 m/s of speed and 71.6° of direction (from
southwest to northeast). The slopes of the gradient were: —447.2 mm/km,
—467.2 mm/km, and —349.6 mm/km for stations “poli”, “sjsp”, and “chpi”
respectively. Finally, the estimated widths were: 45.8 km, 53.0 km, and 42.0
km for stations “poli”, “sjsp”, and “chpi” respectively.

Therefore, the gradient experienced by this satellite had a less steep slant
slope than the gradient experienced by satellite G31. These results were con-
sistent with those obtained by satellite G31, as satellite GO1 was at a higher
elevation and thus would theoretically experience lower slant ionospheric de-
lays. The speed estimate was also consistent with that estimated by satellite
G31. However, the direction estimate experienced a larger variation when esti-
mated from different satellites, although both satellites agreed that the gradient
traveled from southwest to northeast. The reason appears to be that, in ad-
dition to the approximation errors and lack of redundancy already mentioned,
satellite GO1 measured the gradient relatively far away from satellite G31 and
thus might have observed a different segment of the front.

Figure 5.27 shows the part of I testf“ considered for the gradient parameter
estimation process with satellite G11. As can be observed, the signal from
station “mgin” was also lost a few seconds after the start of the gradient for
this satellite and thus was not considered for the estimation process.

Furthermore, the real-time algorithm could not find the station of reference
because none of the stations had a cross-correlation coefficient greater than 0.9
with two other stations (see Table 5.9).

Therefore, the gradient parameters corresponding to the downward slope
in post-processing were calculated again for comparison. The gradient para-
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meters estimated in post-processing for satellite G11 at a 15-second sampling
rate were: 103.2 m/s of speed and 82.3° of direction (from southwest to north-
east). The gradient slopes were: —521.7 mm/km, —521.7 mm/km, —446.2
mm/km, and —479.2 mm/km for stations “poli”, “sjsp”, “ubal”, and “chpi”
respectively. Finally, the estimated widths were: 53.2 km, 29.2 km, 25.1 km,
and 45.4 km for stations “poli”, “sjsp”, “ubal”, and “chpi” respectively.
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Figure 5.27: Absolute value of the test statistics corresponding to the gradient de-
picted in Figure 5.19a (satellite G11) represented at the times when the gradient was
considered for the estimation process for each station.

Reference station afolﬁ aglsi, afgall afhlgi
poli 1.000 | 0.785 | 0.730 | 0.646
sjsp 0.785 | 1.000 | 0.774 | 0.709
ubal 0.730 | 0.774 | 1.000 | 0.656
chpi 0.646 | 0.709 | 0.656 | 1.000

Table 5.9: Cross-correlation coefficients calculated in post-processing for satellite G11
considering the different stations in Brazil as reference.

5.4.3 Overbound of the estimated slant slope in real time in Brazil

The algorithm was able to estimate the gradient parameters for satellites
GO01 and G11 in post-processing, and for satellite G31 both in post-processing
and in real time. The gradient parameters estimated for the three satellites
were within the Brazilian threat model and thus, the uncertainty model for the
slant slope estimation determined in Section 5.3.2.2 was valid.
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Therefore, the estimated and overbounded gradient slant slopes for the dif-
ferent satellites were:

e Satellite G31: —662.62 mm/km for “poli”, —677.89 mm /km for “sjsp”,
—727.71 mm/km for “mgin”, —561.44 mm/km for “ubal”, and —642.36
mm/km for “chpi”.

e Satellite GO1: —678.74 mm/km for “poli”, —703.39 mm /km for “sjsp”,
and —562.38 mm /km for “chpi”.

e Satellite G11: —769.40 mm/km for “poli”, —769.40 mm /km for “sjsp”,
—677.74 mm/km for “ubal”, and —717.49 mm/km for “chpi”.

Note that these values were calculated considering a Probability of Non-
bounded Errors of 1 x 1078 and, therefore, k,. = 5.61 in Equation 3.31.

5.5 Summary

This chapter has evaluated the performance of the methodology proposed
in Chapter 3 with synthetic gradients simulated to be representative of the
equatorial region and a real anomalous ionospheric gradient caused by an EPB
measured by a reference network in Brazil.

The detection results with simulated gradients have shown the importance
of having detection thresholds adapted to the ionospheric characteristics of the
region (e.g., Appleton anomaly). Estimation results with simulated gradients
have shown that average estimation errors were low for all the gradient parame-
ters, which implies a good performance of the algorithm under the simulation
conditions examined. The largest estimation errors occurred for the estimation
of the slope when varying all gradient parameters. This error occurred due to
the sensitivity of the test statistics to any error that produced variations of the
signals every epoch such as noise and multipath. In addition, the results of the
worst-case overbounded gradient slant slopes showed that using the concept
proposed in this thesis could reduce the conservative assumptions that have
to be taken to protect GBAS for gradients of up to 600 mm/km in Brazil.
The analysis of the real-time capability of the algorithm showed that, since
the stations were much more separated in Brazil than in Alaska, the cross-
correlation coefficients converged to lower values for the farthest away stations
in comparison to the results obtained in Chapter 4.

The results with a real gradient have indicated that, after convergence, the
real-time algorithm using the data at a 15-second sampling rate was able to
obtain estimation results for satellite G31 comparable to those obtained in
post-processing with data interpolated at a 10 Hz sampling rate. The same
ionospheric perturbation was experienced by satellites GO1 and G11, but the
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gradient could not be estimated with the algorithm in real time due to: (i)
insufficient cross-correlation, which prevented automatic selection of the refer-
ence station, and (ii) scintillation causing excessive cycle slips, which prevented
algorithm convergence at three stations at the same time. Note that, in a real
implementation of the Network-GBAS concept, the network would be designed
with the purpose of detecting and estimating anomalous ionospheric gradients
and thus, the expected performance in real time would be higher. In the case
that the detection network was based on ground stations fielded for other pur-
poses, as with the RBMC network, only stations with adequate performance
should be selected to be part of the network.



Performance of a Network-Supported
GBAS Station in Nominal and Active
lonospheric Conditions

Chapters 4 and 5 have evaluated the performance of the methodology ex-
plained in Chapter 3 with two networks of stations located in Alaska and
Brazil, respectively.

The proposed methodology not only provides a solution to detect and esti-
mate anomalous ionospheric gradients but also provides an associated integrity
concept to ensure the integrity of the GBAS stations. On the one hand, when
the network does not detect any anomalous ionospheric gradients, it sets the
Minimum Detectable Gradient (MDG) as the maximum gradient that can oc-
cur without being detected. Associated with this MDG, I have proposed a
method to calculate, based on the integrity tree in Figure 2.2, the probability of
missed detection of ionospheric anomalies that must be covered by each station
in the network. On the other hand, when the network detects an anomalous
ionospheric gradient, it estimates the gradient slant slope per satellite and ap-
propriately overbounds it. In this way, the current “worst-case” threat model
can be safely substituted for what is being measured and still ensure integrity.
In addition, I have also given consideration to cases where the network may fail,
such as when there are false alerts or the algorithm does not converge; in these
cases, the network uses the current conservative threat model established prior
to operations. Therefore, in the “worst-case” scenario of network operation,
GBAS stations would use the same conservative threat model they use today.

The main objective of this chapter is to apply the results obtained in Chap-
ter 5 to a simulated GBAS station situated in Brazil. The idea behind is to
compare the current availability that a simulated GBAS station would have
with its availability if it were protected by a network of surrounding stations
in the following cases: (i) 24 hours of a nominal (“calm”) day, and (ii) 24
hours of an active day.

167
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This chapter is structured as follows: Section 6.1 selects the airport to lo-
cate the simulated GBAS station at, and Section 6.2 assesses the availability
of the simulated CAT I GBAS station under nominal and active ionospheric
conditions.

6.1 Selection of the simulated GBAS station location

Figure 6.1 shows the location of three real airports that are situated within
the area of coverage of the network selected for the studies of Brazil (see Chap-
ter 5). The blue dots are the locations of the stations of the network considered
for the detection of the ionospheric perturbations. The red dot is the location of
Sao Paulo/Guarulhos — Governor André Franco Montoro International Airport
(GRU), the yellow dot is the location of Viracopos/Campinas International Air-
port (VCP), and the green dot is the location of Guaratinguetd Airport (GUJ).

Figure 6.1: Locations of the network of monitoring stations and three airports in
Brazil.

Considering EPB propagation characteristics from both the Brazilian threat
model (Table 2.6) and from the real measurements of Section 5.4.2, only three
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stations (“neia”, “poli”, and “spbo”) would be able to detect anomalous ionos-
pheric gradients before they affect “GRU” and “VCP” airports. In addition,
the baselines between these stations are significantly longer than those of the
stations protecting “GUJ” airport. As discussed previously, this is not optimal
since the ionospheric disturbances could affect, for example, a satellite visible
to “GRU” airport that was not visible at station “neia”.

Therefore, in order to adequately show the benefits of the Network-GBAS
methodology introduced in Section 3.3.2, Guaratinguetd Airport (GUJ) was
selected as the location for the simulated GBAS station.

6.2 Availability analysis of a simulated CAT | GBAS
station under nominal and active ionospheric
conditions

As explained in Section 2.3.2 of Chapter 2, the availability of a GBAS station
is determined through the calculation of the so-called Protection Levels (PLs).
They are calculated based on models of the individual error components in the
pseudorange measurements (cgpas), a sub-allocated integrity risk, and the
instantaneous satellite geometry (G). The protection levels are then compared
with the alert limits and the system is declared unavailable if at least one of
the PLs exceeds the corresponding AL.

In nominal conditions (i.e. no significant ionospheric activity is present), the
PLs bound the remaining residual errors after application of the corrections,
which are mainly due to the ground and aircraft noise and multipath errors,
tropospheric error, and ionospheric error. However, the PLs do not bound
errors produced by large ionospheric gradients acting between the GBAS sta-
tions and the aircraft on approach.

To protect airborne users against these large and undetected ionospheric
gradients, CAT I GBAS ground stations (GAST C) verify by simulation that
each satellite geometry potentially usable at the aircraft (PLs < ALs) is safe in
the presence of the “worst-case” ionosphere-anomaly threat applicable in the
region using a process called Position Domain Geometry Screening (PDGS)
([26, 27, 28, 83, 84]). In case a simulated satellite geometry is not safe, the
ground station inflates the integrity parameters (mainly the oy, gng and oy
components of ogpag) so that at least one PL exceeds an AL when an ar-
riving aircraft aims to use this satellite geometry, making GBAS unavailable.
From the PLs, only the VPL is taken into account because the most stringent
requirements are defined for the vertical domain.

The main problem of this methodology is that it has to assume that the
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“worst-case” ionospheric gradient, which is the largest anomalous ionospheric
gradient that has ever been observed in the region, is always present. This is
because the integrity monitors of the GAST C ground stations are not able to
observe all possible hazardous ionospheric gradients. This assumption protects
GBAS users against hazardous ionospheric gradients but results in a high loss
of GBAS availability in regions like Brazil, where it is well below what is
required for a GBAS station to be installed at an airport (see Section 2.2).
To solve this problem, the authors in [28] propose the use of the CONUS
threat model during daytime hours in Brazil, since this threat model is able
to bound the largest gradients that typically occur during the day in that
region. However, this is not a solution for nighttime hours, where the largest
threat model has to be assumed (Brazilian threat model) and GBAS availability
remains extremely low (e.g. around 58.3% for Galedo International Airport
(GIG) in Rio de Janeiro, [28]).

Nevertheless, the results from Chapter 5 suggested that assuming that these
anomalous ionospheric gradients are always present during the nighttime hours
of every day of the year is unrealistic. These large ionospheric perturbations
occur during certain times of the year (see Figures 5.2 and 5.3) and generally
only in years close to a solar maximum. Furthermore, within the active days,
not all nighttime hours are affected by EPBs.

For this reason, this thesis proposes to replace the slope (giono) of the con-
servative Brazilian threat model (860 mm/km) used within the PDGS with
the output of the monitoring network for each of the satellites as explained in
Section 3.4 of Chapter 3. This output would be: (i) the MDG if no gradient
was detected for that satellite by all the stations considered, (ii) the real-time
estimated and overbounded gradient slope for that satellite if an anomalous
gradient was detected and its parameters could be estimated, or (iii) the cur-
rent conservative threat model if a gradient was detected for that satellite,
but the network could not estimate its parameters due, for example, to false
alerts. Note that the network adapts in real-time the threat model used within
PDGS per satellite.

6.2.1 Computation of the Minimum Detectable Gradient (MDG)
for Guaratingueta Airport (GUJ) in Brazil

The computation of the MDG requires first the calculation of the MDE for
each of the stations of the network (see Section 3.3.2 of Chapter 3).

As commented previously, EPBs do not propagate in all directions but move
along lines of constant MODIP. Therefore, stations “neia”, “spbo”, “poli”,
“eesc”, “mgin”, “sjsp”, and “ubal” could detect an anomalous ionospheric gra-
dient propagating following these MODIP lines in the area of interest before
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it affected GUJ airport (see Figure 6.1). For this reason, seven stations would
protect a station located at GUJ airport. Therefore, the network would assign a
Pmd,abnormal,iono,r = 10! for six of the stations and a Pmd,abnormal,iono,r =102
for one of them that results in the P4 abnormal_iono = 1X 1078 necessary to meet
the integrity requirement. Of the available stations, station “sjsp” is the clos-
est to GUJ airport and therefore the most important for detecting ionospheric
perturbations before they affect the simulated GBAS station. Additionally,
this is the station whose IPPs will experience gradients most similar to those
experienced by the simulated GBAS station given its proximity. Therefore,
station “sjsp” should have the lowest probability of missed detection of all the
monitoring stations considered. For this reason, a P4, abnormal_iono,sjsp = 1072
and a P4 abnormal_ionor = 10! for stations “neia”, “spbo”, “poli”, “eesc”,
“mgin”, and “ubal” were selected. Station “chpi” is located after GUJ air-
port and thus would not be able to protect the airport from undetected EPBs
according to their propagation direction.
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Figure 6.2: Minimum Detectable Error (MDE) for all stations considered in Brazil.

Figure 6.2 shows the MDE in mm/s (same units as the detection thresh-
olds) calculated following Equation 3.7 for each of the stations considered.
As can be observed, the MDE is similar for all stations with the exception
of “sjsp” because a different P4 abnormal_iono,r Was selected for this station.
Furthermore, there are smaller differences among the values for the other sta-
tions, especially for satellite elevations below 20°. This is because different
stations have different noise and nominal ionosphere characteristics, as com-
mented in Section 5.3.1.
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Once the MDE has been calculated for each station, the MDG of the net-
work for the particular GBAS station location can be computed, ideally, by
means of exhaustive simulations. These exhaustive simulations should cover all
reasonable variations of the gradient parameters, considering different values
for slopes gionovert; and Giono,vert, and widths wione, and wione,. In addition,
they should also consider all reasonable IPP motions (especially with respect to
the gradient propagation) and all reasonable gradient onset times (¢;on0,0). This
type of simulations are computationally demanding since for each variation of
each gradient parameter all reasonable variations of the other parameters must
be simulated. In addition, an adequate step must be found for the variation of
each of the gradient parameters that represents a significant variation of the
parameter without losing important intermediate values. For this reason, in
this chapter, simulations similar to those performed in Section 5.2 of Chapter
5 have been carried out to show the methodology to be followed for the MDG
calculation. Therefore, although the number of simulations was large (860,706
simulations), these simulations were not exhaustive (e.g., the gradient onset
time was simulated every hour, see Table 5.3). For this study, synthetic ionos-
pheric perturbations described by the equations in Table 5.2 and depicted in
Figure 5.6 were simulated. The already defined simulation gradient parame-
ters were varied within their ranges in the Brazilian threat model (see Table
5.3) up to a maximum slant additional delay of 35 meters, and the trajectory
and initial longitude and latitude for the simulated EPBs were the same as
in Section 5.2. These synthetic perturbations were then added to the nominal
slant ionospheric delays calculated with Equation 3.1 and the measurements
recorded by the network on day 145 of 2014 (one of the “calm” days specified
in Section 5.1). Note that, as in Chapter 5, it is assumed that the informa-
tion recorded on this day is representative of all nominal hours and nominal
days in terms of multipath and noise present in the measurements, satellite
geometries, and nominal slant ionospheric delays. However, this is a simpli-
fication, and more simulations (exhaustive) with measurements from different
days of the year and different years would be needed to obtain more represen-
tative results. Moreover, although the EPBs are known to occur during the
nighttime (especially after sunset), they were simulated during the 24 hours
of day 145 to have more satellite geometries available. As a simplification,
Gionoert, = Jionowerts a0d Wiono, = Wiono, Were considered as in Chapter 5.

With this data, I testf; was calculated for each station r and each satellite j
following Equation 3.3. Next, the algorithm first computed the MDG per satel-
lite as follows. If, at least, the absolute value of I testi corresponding to one
of the stations, r, and one satellite, j, exceeded its corresponding MDE, (see
Figure 6.2) before the IPP belonging to the same satellite, 7, and the simulated
GBAS station was affected, that simulated ionospheric perturbation was guar-
anteed to be detected for that satellite with the required P4, abnormal_iono,r-
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Figure 6.3: Minimum Detectable Gradient (MDG) calculated for a simulated GBAS
station situated in Guaratinguetd Airport (GUJ). The blue stars show the maximum
undetected (i.e., with the required probability of missed detection) gradient slant slopes
per elevation bin among all the simulations. The red lines show a curve fitting to these
points.

Note that for the MDG calculation the MDE values for each station were
used (Figure 6.2) instead of the detection thresholds derived in Chapter 5 for
this network (Figure 5.8) to take into account the probability of missed de-
tection. Therefore, any test statistic above the MDEF, was assumed to be
detected with the probability of missed detection assigned to each of the sta-
tions (Prmd,abnormal_iono,r) to meet the integrity requirement, assuming that the
detection threshold for each of the stations was the one represented by the Py,
selected in Chapter 5 (depicted in Figure 5.8). However, it could occur that
the absolute value of Itest! does not exceed the MDE for any of the stations
before the gradient affects the IPP of the same satellite and the simulated
GBAS station. This could happen if the ionospheric perturbation generated
low Itest! because the gradient slopes were not high or because the relative
speeds between the ionospheric gradient and the IPPs of the stations were
low. In these cases, the network considered that this ionospheric perturbation
could not be detected for that satellite with the required probability of missed
detection, and the slant slope of this gradient was saved.

Once the simulation finished, the saved slant slope values measured by
each of the satellites were sorted into elevation bins. The same bin sizes as
for the calculation of the detection thresholds and MDEs were selected. The
algorithm then selected the maximum slope value in mm/km for each bin,
regardless of which satellite experienced it, as the minimum detectable gradient
for each elevation bin.

Figure 6.3 shows with blue stars the maximum undetected (i.e., with the
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required probability of missed detection) gradient slant slopes in mm/km per
elevation bin. These points indicate that at least one gradient with that slope
was not detected with the required probability of missed detection by any sta-
tion for a particular satellite before affecting the IPP for the same satellite and
GUJ airport. As can be seen, up to an elevation of 35°, ionospheric gradients of
the same size as the conservative threat model (860 mm/km) affected at least
one satellite visible at GUJ airport without being detected with the required
probability of missed detection by any of the stations previously. Most of these
points belonged to undetected gradient slopes produced during the simulation
with the minimum front speed considered in the Brazilian threat model, 40
m/s. This occurred for several reasons. In some cases, the relative speeds
between the IPPs and the simulated ionospheric perturbations were low, thus
the absolute values of Itest! were not sufficient to exceed the corresponding
MDE, values. This was especially the case when the IPPs moved in the same
direction as the simulated ionospheric perturbations. Furthermore, there were
cases where a satellite rose above the elevation mask almost at the same time
as the simulated ionospheric disturbance affected GUJ airport. Therefore, this
ionospheric disturbance affected the IPP corresponding to GUJ airport and
that specific satellite, and the other stations did not detect it because the cor-
responding satellite was not visible when the disturbance passed over them.
This problem was aggravated by the presence of gaps in the data from the
different stations, especially from the “ubal” station. These data gaps caused
some ionospheric disturbances to go undetected because the measurements
from the stations that would have protected GUJ airport from them were not
available at these times. Moreover, it can be seen that the maximum unde-
tected slope values for satellite elevations between 51° and 70° are lower than
what would be expected given the values for the other elevation bins. The
reason is that, in the cases examined during the simulations, higher relative
speeds between the simulated ionospheric perturbations and the IPPs corre-
sponding to the satellites at these elevations were found, thus perturbations
with lower slopes than for lower elevations were more easily detected. In the
case of carrying out exhaustive simulations considering smaller steps for the
variation of gradient parameters (e.g., gradient onset time) it is possible that
larger values would be found for these maximum undetected gradient slopes,
especially for these satellite elevations.

Note that, for this analysis, detections from non-GPS satellites whose IPPs
are close to the ones under study have not been considered. This could bring
a benefit especially if other satellite constellations were available. These addi-
tional satellites could be considered for the detection of anomalous ionospheric
gradients and could be used for protecting nearby GPS satellites, making the
overall MDG less conservative.

Finally, in order to introduce the obtained MDG in the PDGS algorithm,
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a model with the blue stars from Figure 6.3 was derived. Table 6.1 describes
this model, represented by the red line in Figure 6.3.

Minimum Detectable Gradient . o
. Elevation [°]
in slant [mm/km)]

Giono = 860 9 S 350
Giono = 860 - ¢0:016:(0=35%) 35° < 6 < 51°
Giono = 665.9 - e 0-016-(0=517) 51° < 6 < 70°
Giono = 491 - 670‘022‘(97700) 700 < 0 S 800

Giono = 393 6 > 800

Table 6.1: Model for the Minimum Detectable Gradient (MDG).

6.2.2 GBAS availability assessment for the 25th of May of 2014
(calm day) and GUJ airport

For the evaluation of the Network-GBAS performance on a nominal (“calm”)
day, day 145 of the year 2014 (i.e. 25th of May 2014), which is a day with-
out significant ionospheric activity (see Section 5.1.2), was selected. More-
over, a GBAS station located at Guaratinguetd Airport (GUJ) at a latitude
of —22.791° (South), a longitude of —45.205° (West), and an altitude of 537

meters, was assumed as discussed in Section 6.1.

Once a valid MDG for the network coverage area has been derived, the
Network-GBAS algorithm calculates the gradient slope parameter (giono) to
be used at each epoch within the PDGS considering the network’s output
in real time.

For this purpose, the Network-GBAS algorithm calculated the test statis-
tics (Itest!) with Equation 3.3 (Section 3.3.1.1) using the real measurements
recorded during the 24 hours of this day for all GPS satellites. Then, it com-
pared the absolute value of each of the Itest] with the respective detection
thresholds depicted in Figure 5.8 (Section 5.3.1) by applying Equation 3.8
(Section 3.3.3). Note that, in this case, the objective is detecting the gradients
satisfying the probability of false alert and not the calculation of the MDG.
Therefore, the detection thresholds have been used here instead of the MDE.

During this day, the network did not detect any anomalous ionospheric
perturbations for any of the satellites or any of the stations. Figure 6.4 shows
an example of the test statistics and detection thresholds for the 24 hours of
the day and six satellites. Therefore, as a result, the Network-GBAS indicated
the use of the MDG at all times of the day.

As can be observed in Figure 6.4, the test statistics for satellites G12, G29,
and G31 got very close to the detection thresholds. At the epochs when this
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Figure 6.4: Examples of test statistics and detection thresholds for different satellites
during the 25th of May of 2014 (day 145 of year 2014).

occurred, these satellites were at low elevations crossing the Appleton anomaly.
Therefore, these satellites experienced a raise in their slant ionospheric delay
values that was also observable in the test statistics. Moreover, the detection
thresholds for Brazil were derived considering a Py, = 10—, but the number
of samples in each elevation bin (considered to be statistically independent)
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was, in some cases, close to 10° (see Figures 3.8b and 3.9b). This means that
there could be cases where some samples of the test statistics were above the
thresholds, even in the nominal case.

6.2.2.1 Results of EPB threat mitigation via PDGS using the
Network-GBAS in a calm day

As commented previously, the network’s output is the input to the PDGS
algorithm. Therefore, the next step is to calculate the inflation factors for the
selected day using the PDGS algorithm adapted for Brazil, as proposed in [28].
PDGS needs different parameters as input: the ground, air, tropospheric, and
ionospheric residual error models, the satellite geometries to be simulated, the
Decision Height (DH) distance (z44-), and the values of the threat model.

For the ground error model, 0, gng in Equation 2.20 (Section 2.3.3.3), the
Ground Accuracy Designator C (GAD C) (see Table 2.4) was selected as this
is the level of noise and multipath expected in a real GBAS ground station.
For the airborne error model, oy, 4ir in Equation 2.25 (Section 2.3.3.6), the
same strategy as in [28] was followed. On one hand, the more severe air-
borne error model was selected for the Maximum Ionosphere-induced Error
in Vertical (MIEV) calculation (i.e., airborne noise model, o,,, with Airborne
Accuracy Designator A (AAD A)). On the other hand, the theoretical mini-
mum airborne error model (i.e., o, = 0) was selected for computing the VPLs.
These selection, as mentioned in [28], is conservative because it maximizes the
MIEV while minimizing the VPL, which makes more likely that the integrity
parameters need to be inflated. The troposheric residual error was computed
as described in Section 2.3.3.4 using Equation 2.21. Additionally, a broadcast
Ovignom Of 14 mm/km was used for daytime conditions as proposed in [22] and
a hypothesized oyignom of 15 mm/km was used for nighttime conditions as
proposed in [28]. The total ionospheric error (o;on,) was calculated with Equa-
tion 2.22 of Section 2.3.3.5 and the total uncertainty of the residual differential
pseudorange error (0gpas) was computed using Equation 2.17.

Also, the PDGS algorithm adapted for Brazil needs to know the possible
range of EPB propagation directions to discard pairs of satellites that are
physically improbable to be affected at the same time, as explained in [28].
For this purpose, an EPB direction of 58° measured in the clockwise direction
from the North Pole was selected as discussed in Section 5.2. Only this direction
was considered because it corresponds to the line of MODIP = —30°, which
is close to the network under study. However, a more exhaustive study should
consider a range of directions around this mean value (e.g. between 43° and 73°
for the mean direction of 58°) selected from sufficient estimates of the usual
directions of the EPBs in this region.
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Furthermore, the almanac that describes the Standard 24 satellite GPS
constellation (Section 3.2 and Table A.2-1. of [104]) was used to compute
satellite geometries at selected times on the selected day. A constant speed of
70 m/s was selected for the approaching aircraft and a DH distance, x 4;-, was
assumed to be located 1 to 4 km (every 1 km) from the GBAS ground facility
to obtain comparable results to the results obtained for Rio de Janeiro in [28§],
which is geographically close to “GUJ” airport. Unlike in [28], only the cases
when the aircraft was exactly situated at the different DHs were simulated.
The reason behind is that these cases are typically the ones that require the
most inflation of the integrity parameters since both VAL and TEL, which
increase with the distance to the DH, have the lowest values.

Three different simulations were conducted with the PDGS algorithm that
generated the required inflation factors every 15 seconds for over 24 hours. In
each of the simulations, the g;,n, parameter to calculate the EPB ionosphere-
induced range errors in Equations 2.31, 2.33, and 2.35 (Section 2.4.3.1 of Chap-
ter 2) was the following: (i) the elevation-dependent maximum slope from the
CONUS threat model for daytime (06:00 to 18:00 local time at GUJ), (ii)
the 860 mm/km maximum slope from the Brazilian threat model for night-
time (18:00 to 06:00 local time at GUJ), and (iii) the slope that the Network-
GBAS indicated as output in real time for nighttime (18:00 to 06:00 local time
at GUJ). In this case, since no gradient was detected, the output from the
Network-GBAS was the elevation-dependent slope from the MDG.

Within PDGS, two VPLs were considered: the VPL under the fault-free
hypothesis, VPLpg,, and the vertical ephemeris protection level, VPB. PDGS
uses the maximum of the two to compute inflation factors. For the calculation
of VPLy, with Equation 2.15, a fault-free missed detection multiplier, kg4,
of 5.847 was used, assuming that four ground subsystem reference receivers
are installed (see Table 2.3). For the calculation of VPB with Equation 2.18,
an ephemeris missed detection multiplier, k,,q ., of 3.80 and an ephemeris
decorrelation parameter for satellite j, P/, of 0.00018 were used as in [28].

Figure 6.5 shows the maximum inflation factors for both oy, Iy, and
Opr_gnd> Ignd, for the three simulations at each epoch. During the daytime,
Opr_gnd did not need to be inflated because the inflated o, did not reach the
maximum allowable limit of 25.5 mm/km (the maximum allowable I, is 1.82
considering oyignom = 14 mm/km). This is because the CONUS ionospheric
threat model, which is used during the day, is significantly less conservative
than the Brazilian ionospheric threat model, therefore fewer satellite geometries
had to be discarded within the PDGS algorithm.

During the nighttime, inflating only o,,, was not sufficient to completely
remove all potentially unsafe satellite geometries when using both the conserva-
tive Brazilian threat model (860 mm/km, blue line) and the MDG (black line).



Chapter 6. Performance of a Network-Supported GBAS Station 179

! Nighttime

Nighttime!
—l

iy
o

| —— MDG
—— CONUS model

w
o

I I
[ I
—— Jiono = 860 mm/km l l
| I
l l
[ l

Maximum fyig
N
o

5

l
0.0 T T i T T —
21:00 01:00 05:00 09:00 13:00 17:00 21:00
|
|
|
|
|
|
\
\

15.0

—+— Qiono = 860 mm/km
1 —— MDG
| —— CONUS model

-
™
&)

-
o
o

7.5+

5.04

Maximum Igng

2.5

0.0 T T - T T — |
21:00 01:00 05:00 09:00 13:00 17:00 21:00
Local time [hours] in Guaratinguetd Airport (GUJ), Brazil

Figure 6.5: Maximum inflation factors of oy, luvig, and of op,_gna, Igna among
the 4 simulated DH distances at each epoch (day 145 of year 2014). The CONUS
threat model (red line) was used during daytime (06:00-18:00 local time), and both
the Brazilian threat model (blue line) and the MDG (black line) were used during
nighttime (18:00-06:00 local time).

In both cases, I, reached its maximum allowable value of 1.7 (corresponding
t0 & Oyignom = 15 mm/km), thus additional inflation of o, gng Was required.
However, the inflation factors required when using the MDG were considerably
lower than when using the Brazilian threat model, especially I,,4. Further-
more, both the oy, and 0}, g,q parameters needed to be inflated in far fewer
epochs. These epochs, in which both the I, and I,,q values calculated with
the MDG were also high, corresponded to particularly weak satellite geome-
tries. In these satellite geometries, there were cases where satellites with high
S-projection factors, supr vert, (see Equation 2.16 in Section 2.3.2) were at ele-
vations below 35°. Since for satellite elevations below 35° the MDG values are
the same as those of the Brazilian threat model, the ionosphere-induced ver-
tical position errors (IEVs) for certain subsets of satellites within PDGS were
high (see Section 2.4.3.1). This led to considerable inflation of the integrity
parameters to protect against particularly weak satellite geometries. Never-
theless, even in these cases, the overall combination for the different satellite
subsets within the PDGS resulted in lower inflation when using MDG than
when using the conservative Brazilian threat model.
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Figure 6.6: Nominal VPLy, calculated at a 4 km DH distance without inflation (in
green), and inflated by applying I,;; and Ig,q from Figure 6.5 (day 145 of year 2014).
The VAL is represented with a magenta dashed line.

During normal GBAS operation, the ground station broadcasts the inflated
Ovig and oy, gngq integrity parameters to approaching aircraft. These aircraft
calculate the VPLs with the transmitted integrity parameters, thus eliminating
all potentially hazardous satellite geometries. Figure 6.6 shows the nominal
VPLp, and the inflated VPLp, computed at a 4 km DH distance for the
all-in-view satellite geometries during the 24 hours of the selected day. Note
that, a 4 km DH distance for this evaluation was selected because it was the
largest DH distance considered in the PDGS algorithm and thus the most
conservative, since the value of the VPL increases with the distance to the
GBAS ground station. Furthermore, only VPLp, was considered because it
is typically higher than the VPB at these DH distances. This last statement
was verified during the simulation with PDGS, where, for the DH distances
considered, the highest VPL values were always achieved by VPLg,.

Figure 6.6 depicts with a dashed magenta line the value of the VAL at the
DH distance, which is equal to 10 meters. The green line shows the nominal
VPLp,, which used the uninflated 0y and o, 4,q parameters. As can be seen,
even without inflation, the nominal VPLg, grew above 7 meters, a value higher
than usual, between 22:28 local time and 22:55 local time and between 03:33
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local time and 03:59 local time. As explained above, this was due to the fact
that at these local times, the satellite geometries were especially weak. The
red line shows the inflated VPLp, during the daytime, which used the 0,;, and
Opr_gnd Parameters inflated with the CONUS threat model. In this case, the
inflated VPLp, (red line) was higher than the nominal VPLp, in some epochs,
especially in the cases where the satellite geometries were weak. However,
all points of the red line were below the VAL, therefore GBAS availability
would have been 100% during the daytime for approaching aircraft tracking
all satellites in view. Note that the system availability was assessed based on
the fraction of the time that the VPL was below the VAL.

The blue line of Figure 6.6 shows the “worst-case” inflated VPLp, during
the nighttime, which used the o0,;, and o0, 4,4 parameters inflated with the
current Brazilian threat model (with a maximum slope of 860 mm/km). VPL
grew above VAL for long periods of time during the night, causing the overall
GBAS availability to drop to 79.5%. Finally, the black line shows the inflated
VPLp, that used the MDG depicted in Figure 6.3 during the nighttime. Us-
ing the MDG values instead of the more conservative threat model allowed
the reduction of VPL at practically all epochs. At some epochs, the inflated
VPLpg, with the MDG was still higher than the VAL due, again, to the combi-
nation of weak geometries with the high values of the MDG for low elevations.
Nevertheless, GBAS availability increased to 94.6%.

6.2.3 GBAS availability assessment for the 10th of March of 2014
(active day) and GUJ airport

For the evaluation of Network-GBAS performance on an active ionospheric
day, day 69 of the year 2014 (i.e. 10th of March 2014) was selected. This is
the active day that was selected for the studies in Chapter 5 on which large
EPBs were measured (see Section 5.4). Moreover, a GBAS station located at
Guaratingueta Airport (GUJ) was assumed as in Section 6.2.2.

This study followed the same process as in Section 6.2.2. First, the Network-
GBAS algorithm calculated the test statistics (Itest) from the real measure-
ments, then it compared them with their corresponding detection thresholds.
However, in contrast to the results of Section 6.2.2, multiple satellites were af-
fected simultaneously by large EPBs and/or scintillation during the nighttime
hours of this day. Figure 6.7 shows the network output for each of the visible
satellites during the active day. The network output was either “0” or “1”
depending on the real-time ionospheric conditions. When the network did not
detect any ionospheric disturbance at a time instant ¢ for a specific satellite,
the network output was “0” for that time and that satellite. In these cases, the
network indicated the use of the MDG for that satellite as the input to PDGS.
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Figure 6.7: Output of the Network-GBAS algorithm for all-in-view satellites (repre-
sented in different colors and types of lines) during day 69 of year 2014. When the
output is “0”, the network of stations did not detect any ionospheric perturbations
for that specific satellite and, when it is “1”, the network detected an ionospheric
perturbation at least with one of its stations for that satellite.
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When the network detected an ionospheric disturbance at a time instant ¢ for
a specific satellite, the network output was “1” for that time and that satel-
lite. In these cases, the network searched in its database for the estimated
and overbounded gradient slope for that particular satellite. If this value was
available from multiple stations, the network indicated the use of the maximum
estimated and overbounded gradient slant slope among all the stations for that
satellite as the input to PDGS. This was the case for satellite G31 in Section
5.4.2.2 of Chapter 5 for which the network managed to estimate and overbound
the slope of the actual detected ionospheric gradient in real time. If the value
of the estimated and overbounded slope was not available for that satellite,
either the algorithm had not converged yet, or it had not been able to estimate
this parameter for other reasons explained in Chapter 5 (e.g. scintillation, false
alerts, gaps in the data, etc.). In these cases, the network indicated the use of
the current conservative Brazilian threat model as the input to PDGS.

As explained above, the work in [28] did not distinguish between nomi-
nal and active ionospheric conditions beyond using two different threat mod-
els, CONUS and Brazil, for daytime and nighttime respectively. However,
Network-GBAS is able to distinguish between affected and unaffected satel-
lites and indicates which gradient slope should be used at which time periods.
As can be seen in Figure 6.7, this is an advantage with respect to the current
solution given that, from about 2:48 local time to 6:00 local time and from
18:00 local time to 19:30 local time, none of the satellites detected ionospheric
perturbations. Therefore, the Network-GBAS would provide at least 4.5 hours
of improvement over the solution proposed in [28] in the worst-case scenario of
its operation, where estimated gradient slopes may not be available.

6.2.3.1 Results of EPB threat mitigation via PDGS using the
Network-GBAS in an active day

This section evaluates the performance of the PDGS algorithm when using
the Network-GBAS approach during an active ionospheric day. This study
conducted the same three different simulations as in Section 6.2.2.1 with the
PDGS algorithm that generated the required inflation factors every 15 seconds
for over 24 hours. In this case, the slope that the Network-GBAS indicated as
output in real time for nighttime (18:00 to 06:00 local time at GUJ) was differ-
ent than the MDG when the network detected a gradient (see Section 6.2.3).

The rest of the parameters selected for PDGS in this section were identical
to the parameters selected for Section 6.2.2.1 except for the day of the year for
which to calculate the satellite geometries, which was day 69 of year 2014. The
process followed in this section to calculate both the inflation factors and the
VPLs were also analogous to the process followed in Section 6.2.2.1, therefore
its explanation is not repeated in this section.
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Figure 6.8: Maximum inflation factors of oy, lvig, and of op,_gnd, Igna among
the 4 simulated DH distances at each epoch (day 69 of year 2014). The CONUS
threat model (red line) was used during daytime (06:00-18:00 local time), and both
the Brazilian threat model (blue line) and output of the Network-GBAS (black line)
were used during nighttime (18:00-06:00 local time).

Figure 6.8 shows the maximum inflation factors for both oy, Iy, and
Opr_gnd> Lgna, for the three simulations at each epoch. In this work, I,,q had
the same value for all satellites, although a less conservative approach could
consider to have a separate value for each satellite. During the daytime, oy, gna
did not need to be inflated because the inflated ,;4 did not reach the maximum
allowable limit of 25.5 mm/km (the maximum allowable I, is 1.82 considering
Ovignom = 14 mm/km).

During the nighttime, inflating only o, was not sufficient to completely
remove all potentially unsafe satellite geometries when using both the conser-
vative Brazilian threat model (860 mm/km, blue line) and the network output
(black line). In both cases, I, reached its maximum allowable value of 1.7
(corresponding to a 0yignom = 15 mm/km) thus additional inflation of o, gng
was required. As in the nominal day, the inflation factors required in the case
of using the network output were considerably lower than in the case of us-
ing the Brazilian threat model most of the time, especially for I4,4. This was
especially relevant for the nighttime hours in which, in the case of using the



Chapter 6. Performance of a Network-Supported GBAS Station 185

: Nighttime ! Daytime JNighttime:
20 | 1
I —— Nominal VPLyg [
| —— Inflated VPLyo (CONUS) I
55 | 1 —— Inflated VPLuo (Giono = 860 mm/km) |
I —— Inflated VPLyo (Network output) I
‘ = VAL ‘
20 I I
g I I
] [ [
E 15 4
o [ [
F
S | |
10 3 L
I
5 R
[
0+ - — - . — |
21:00 01:00 05:00 09:00 13:00 17:00 21:00

Local time [hours] in Guaratingueta Airport (GU)), Brazil

Figure 6.9: Nominal VPLy, calculated at a 4 km DH distance without inflation (in
green), and inflated by applying I,;; and Ig,q from Figure 6.8 (day 69 of year 2014).
The VAL is represented with a magenta dashed line.

network output, /4,4 did not need to be inflated, while in the case of using
the Brazilian threat model, it had to be inflated up to values above 5. This
occurred for nighttime hours where the network did not detect any ionospheric
gradients on any satellites (see Figure 6.7). An exception occurred approxi-
mately between 21:28 local time and 23:51 local time, when the inflating factors
using the network output and using the conservative Brazilian threat model
were practically the same. The reason for this was that, as can be seen in
Figure 6.7, between these local times, almost all satellites in view were simul-
taneously affected by different EPBs, therefore the network indicated the use
of the conservative Brazilian threat model for all of them, obtaining the same
result as the blue line.

Figure 6.9 shows the nominal VPLp, and the inflated VPLp, computed
at a 4 km DH distance for the all-in-view satellite geometries during the 24
hours of the selected day. The green line shows the nominal VPLp,, which
used the uninflated 0.4, and o,,_gng parameters. As can be seen, the nominal
VPLp, had nearly the same values throughout the day, which indicates that,
during this day, the satellite geometries were “stronger” than during day 145
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of 2014. The red line shows the inflated VPLp, during the daytime, which
used the 04y and 0,,_gng parameters inflated with the CONUS threat model.
In this case, the inflated VPLp, (red line) was higher than the nominal VPLp,
(green line) at some epochs, especially in cases where the satellite geometries
were weaker than for the rest of the epochs. However, all points of the red line
were below VAL, therefore GBAS availability was 100% during the daytime
also for the active day.

The blue line of Figure 6.9 shows the “worst-case” inflated VPLg, dur-
ing the nighttime, which used the 0., and o, 4,4 parameters inflated with
the current Brazilian threat model (860 mm/km). In this case, VPL grew
above VAL again for long periods of time during the night, causing the overall
CAT I GBAS availability to drop to 68.7%. Finally, the black line shows the
inflated VPLp, that used the network output depicted in Figure 6.7 during
the nighttime. Using the slope values indicated by the network instead of the
more conservative threat model allowed the reduction of VPL at practically
all epochs where the network output was lower than the worst-case gradient.
At some epochs, VPLpg, inflated with the slope indicated by the network was
higher than the VAL due to the network’s indication to use the more conserv-
ative threat model. This occurred when the network detected different ionos-
pheric gradients affecting multiple satellites simultaneously. Nevertheless, the
Network-GBAS increased CAT I GBAS availability to a 89.5%.

6.3 Summary

This chapter has evaluated the availability of a simulated CAT I GBAS
station located at Guaratinguetd Airport (GUJ), Brazil, on two days: the
25th of May 2014 (a nominal day without significant ionospheric activity),
and the 10th of March 2014 (an active ionospheric day). This evaluation has
used the EPB threat mitigation strategy proposed for GBAS as an input to
PDGS. Within PDGS, the value of the gradient slope used for each satellite
to calculate the worst-case ionospheric induced range errors has been replaced
with the value indicated by the monitoring network. The results of the MDG
derived with the real data from the network of stations introduced in Chapter
5 reduced considerably the slope value of the current conservative threat model
applied in Brazil while meeting the integrity requirements.

The results from the nominal day showed a CAT I GBAS availability im-
provement during nighttime from 79.5% with the current solution to 94.6%
with the Network-GBAS approach. However, there were epochs in which no
availability benefit was obtained with the Network-GBAS approach, although
the network-based VPL values were lower than those obtained with the solu-
tion proposed in [28], and less inflation was needed. These cases were caused
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by specific weak satellite geometries combined with the still conservative values
of the derived MDG for satellite elevations below 35°.

The results from the active day showed a CAT I GBAS availability im-
provement during nighttime from 68.7% with the current solution to 89.5%
with the Network-GBAS approach. Here, the cases where no benefit in system
availability was obtained were due to the fact that, at those times, multiple
satellites were affected by different EPBs simultaneously. Therefore, the net-
work indicated the use of the conservative threat model for these epochs.

While on both days, the Network-GBAS approach provided a large improve-
ment of the system availability compared to the “worst-case” based solution,
neither of the two solutions are sufficient to achieve the 99% availability re-
quired for CAT I precision approaches. Therefore, to obtain further improve-
ment of the system availability with the Network-GBAS approach, future work
should consider the design and/or adaptation of the networks for the specific
purpose of protecting certain airports. This would result in considerably lower
MDG values which would automatically lead to an improvement of CAT I
GBAS availability with the Network-GBAS approach.






Conclusion

Over the past 20 years, considerable effort has been invested in the standard-
ization of GBAS as a primary aircraft guidance system for precision approaches
and landings worldwide. However, the low availability of the system in equato-
rial regions, where very conservative assumptions have to be adopted to protect
users against large ionospheric gradients, remains a problem to be solved.

7.1 Summary and main contributions

In this context, the work in this thesis focused on providing a method for
real-time ionospheric monitoring to reduce the existing excessive conservatism
in the current assumptions, thus increasing system availability in regions where
it is degraded. The main contributions of this work are summarized in the
following sections.

7.1.1 Network-GBAS concept

The first contribution of this thesis, addressed in Chapter 3, was the de-
sign and development of a concept that allows the reduction of the slope of
the ionospheric threat model considered in current GBAS solutions. The main
challenge in designing the concept was to meet the integrity requirements while
being implementable within the current GBAS standards. The concept pro-
poses the detection and estimation of anomalous ionospheric gradients in real
time based on a network of external dual-frequency, multi-constellation sta-
tions, which could be other GBAS stations.

The main conclusions from this section are:

1. The Network-GBAS meets the stringent integrity requirements by as-
suming that:
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e the largest gradient that can currently occur without being detected
by the network (MDG) is present, if no gradient was detected by
any of the network stations, or,

e the largest gradient within the current conservative threat model is
present, if a gradient was detected, but its parameters could not be
estimated, or,

e one or more gradients whose parameters have been estimated and
overbounded by the network is/are present.

2. The Network-GBAS can be implemented without changing the current
standards because it proposes to modify the slope of the threat model
utilized within the current PDGS algorithm that already covers system
integrity. Therefore, only the integrity of the network output has to be
ensured.

The methodology developed in Chapter 3 is the basis for the work in Chap-
ters 4, 5, and 6, where it is assessed with simulated and real (actually observed)
ionospheric perturbations.

7.1.2 Algorithm for real-time anomalous ionospheric gradient
detection based on the slant ionospheric rates

The algorithm for detecting anomalous ionospheric gradients in real time
was derived and explained in Chapter 3. One of the main novelties of the
proposed algorithm is that it allows detection of gradients separately by each
of the stations of the network and each of the satellites in view. This avoids
the issue of needing to compare the absolute value of slant ionospheric delays
between different stations from other methods proposed in the literature, which
requires rather short station baselines. Furthermore, this algorithm is based on
the time derivatives of the slant ionospheric delays, which avoids the challenge
of carrier-phase ambiguity resolution. To account for the noise present in the
measurements and the nominal ionosphere, which are higher when satellites
are at low elevations, the algorithm derived the detection thresholds with real
measurements as a function of satellite elevation while also considering the
non-Gaussian tails of the probability distributions.

Chapters 4 and 5 evaluated this algorithm with simulated gradients and
with real gradients from a high-latitude area, Alaska, and from a low-latitude
area, Brazil. The results with simulated gradients and real gradients in both
locations showed that the algorithm adequately detected the anomalous ionos-
pheric gradients in real time as long as the IPPs did not move in the direction
of propagation of the gradients. This issue was solved by considering all po-
tentially hazardous cases in the calculation of the MDG.
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The main conclusion of this section was that it is important to find a com-
promise between the range of ionospheric gradient slopes to be detected and
the number of false alerts that can be allowed from the network. The higher the
number of false alerts, the more often the current “worst-case” threat model
needs to be assumed, which leads to the loss of availability.

7.1.3 Algorithm for real-time ionospheric gradient parameter
estimation and overbound based on a network of stations and
the slant ionospheric rates

The algorithm for real-time ionospheric gradient parameter estimation was
also developed in Chapter 3. This algorithm calculates the real-time cross-
correlation of the slant ionospheric rates to find the propagation time of the
gradient between stations and computes the Pearson correlation coefficient to
ensure that the gradients being compared are the same. Using the information
from the real-time cross-correlation, the speed and direction of the IPPs, and
the slant ionospheric rates, it estimates the gradient parameters. In addition,
the algorithm considers the possible errors in the estimation of the gradient
slope by overbounding it in real time based on the errors studied through ex-
haustive simulations. In this way, reliable estimation of the anomalous ionos-
pheric gradient slopes was achieved.

This algorithm was evaluated with simulated gradients and with real gra-
dients observed in Alaska and Brazil in Chapters 4 and 5, respectively. These
evaluations led to the following main results:

e The results with both simulated and real gradients showed that it is
possible to estimate the gradient parameters in real time while fulfilling
the integrity requirements.

e Estimation with the Network-GBAS approach reduced the slope of the
gradients that current GBAS solutions would need to assume for detected
gradients no greater than 225 mm /km in the case of Alaska and no greater
than 600 mm/km in the case of Brazil. Above these values, the necessary
overbounding to fulfill integrity would result in estimated gradient slopes
larger than the current conservative threat models.

e In Alaska, the estimated gradients had much lower slopes but moved with
much higher speeds than the gradients considered in the existing threat
models. This highlighted the importance of deriving a threat model for
each area where GBAS is to be installed. Estimation errors were caused
mainly by the low temporal resolution of the measurements, 1 Hz, and
the short baselines between stations relative to the high gradient speeds
observed. In addition, it was also found that the correlation radius of the
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ionospheric disturbances in this area is very low (less than 20 km), which
requires very short baselines for the cross-correlation process to work.

e In Brazil, the correlation radius of the ionospheric disturbances was much
larger than in the case of Alaska (more than 100 km), and the distur-
bances moved much slower. In this case, estimation errors were caused
by excessive cycle slips in carrier-phase signals during time periods with
EPBs and strong scintillation.

Considering these results, the main conclusions of this section were:

1. The estimation algorithm was adapted to the characteristics of the ionos-
pheric perturbations in each region (Alaska and Brazil). The adapted al-
gorithm gave reasonable parameter estimation results for both simulated
and real gradients considering the challenging scenarios studied.

2. In a real implementation of a Network-GBAS, it would be recommended
to design the network, or adapt the existing networks, with the target of
achieving the required level of performance.

7.1.4 Derivation of the Minimum Detectable Gradient (MDG) by
the network

In Chapter 3, the derivation of a Minimum Detectable Gradient (MDG)
was proposed to protect GBAS stations from possible anomalous gradients
that went undetected by the network due to: (i) network topology (e.g. long
baselines, lack of stations in certain positions, etc.) or (ii) the relative move-
ment of the ionospheric perturbations and the IPPs. For this purpose, the
Network-GBAS algorithm assigned a probability of missed detection to each of
the stations in the network based on an overall probability of missed detection
of ionospheric gradients of 107%.

The MDG for the network located in Brazil studied in Chapter 5 and a
simulated GBAS station located within the area of coverage of this network at
Guarantiguetd Airport (GUJ) was derived in Chapter 6.

The main conclusion of this section, motivated by the results, was that the
Network-GBAS concept can significantly reduce the slope of the current threat
model, especially for high elevation satellites, while ensuring GBAS integrity.

7.1.5 GBAS availability assessment

Chapter 6 evaluated the availability of a simulated CAT I GBAS station
located at Guarantiguetda Airport (GUJ), Brazil, on two different days: a nom-
inal day, the 25th of May 2014, and an active day, the 10th of March 2014.
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This chapter compared the availability of the simulated GBAS station during
the nighttime using the current conservative Brazilian threat model and the
network output. The results showed that using the Network-GBAS approach
greatly increased GBAS availability from 79.5% to 94.6% during the night-
time of the nominal day and from 68.7% to 89.5% during the nighttime of
the active day.

The main conclusion of this section was that, while on both days, the
Network-GBAS approach provided a large improvement of the system avail-
ability compared to the current “worst-case” based solution, it was not yet suf-
ficient to achieve the 99% availability required for CAT I precision approaches.
This was mainly due to the fact that the network used was not designed for
this purpose.

7.2 Suggestions for future work

A number of recommendations for future research are provided in the fol-
lowing subsections.

7.2.1 Optimization of the probability of false alert to be used by
each of the stations of the network

Considering the results of the detection algorithm and MDG determination,
I consider that further studies to derive the optimal false alert probability
according to the required performance at each airport should be performed.

Furthermore, there is a trade-off between the value used as MDG and the
maximum slant slope bounds of the ionospheric threat model derived for the
same region. Thus, for example, if the slopes of the ionospheric gradients are
typically much lower than the assumed conservative threat models, but the
characteristics of the gradients make excessively challenging the estimation of
their parameters (e.g. Alaska), it might be of interest to have more gradients
go “undetected” and raise the value used as MDG. In this way, avoiding many
false alerts would avoid the excessive use of the “worst-case” threat models.
Therefore, if the values of the MDG were still small compared to the “worst-
case” threat model even after increasing the MDG values to let small gradients
go undetected, the system availability would improve.

Conversely, in regions like Brazil, where the largest gradients with near
maximum slopes occur at very specific times of the day and days of the year,
I recommend to have more sensitive thresholds in order to reduce the MDG,
even if this leads to assuming “worst-case” gradient bounds when gradients
are detected.
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7.2.2 Additional monitoring of anomalous ionospheric gradients
based on the difference of the absolute slant ionospheric
delays between the stations of the network

As previously discussed, the Network-GBAS concept was not based on the
differences of the absolute slant ionospheric delays between the different sta-
tions because this would have required a great number of stations, short base-
lines, and the resolution of the carrier-phase ambiguities. However, I recom-
mend to investigate this methodology as an additional monitor to support the
one proposed in this thesis.

7.2.3 Derivation of a concept for integrating the information from
other satellite constellations into the derivation of the MDG

As previously commented, the model of MDG derived for the case of Brazil,
even though significantly reducing the current threat model, is still conserva-
tive. In this sense, I consider that the derivation of a concept that would allow
the use of the IPPs from other constellations to support the IPPs from the
GPS satellites could further reduce the conservative values of the MDG.

7.2.4 Design of the network to protect specific airports

As discussed in several chapters, this thesis used networks with publicly
available measurements to evaluate the proposed Network-GBAS concept. How-
ever, it has been observed throughout the thesis that this is not optimal. There-
fore, it would be advisable to design the network tailored to the needs of the
airports to be protected based on the results and advice addressed through-
out the thesis:

1. To implement the Network-GBAS concept in a geographic region with
active ionosphere, I recommend to use GNSS receivers that are robust to
scintillation and have an adequate sampling rate. For instance, in Alaska,
a rate of at least 10 Hz would be advisable while, in Brazil, a lower rate
could be used, as long as the real time capability of the GBAS stations
is considered (e.g., 5 Hz).

2. The network topology should be designed in such a way that the baselines
between stations are adapted to the correlation radius of the ionospheric
perturbations in the region and the stations are not aligned with the ex-
pected ionospheric fronts (perpendicular to their propagation direction).
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7.2.5 Adaptation of the Network-GBAS concept for CAT 11l GBAS
(GAST D)

Finally, I recommend investigation of the use of the Network-GBAS concept
to support also the implementation of GAST D stations in active ionospheric
regions. In this regard, I propose to investigate the use of the network to
derive a prior probability of occurrence of anomalous ionospheric gradients,
which would be useful for GAST C stations as well.

7.3 Closing

The Network-GBAS concept presented in this dissertation can significantly
enhance CAT I GBAS availability in active ionospheric regions, is compatible
with existing algorithms and hardware, and thus should be certifiable if adapted
to the characteristics of each region where GBAS is fielded.






Conversion from the global reference
frame to the perturbation frame

This appendix explains the steps to transform the coordinates of a given
IPP, expressed in latitude (lat;pp) and longitude (lonzpp) in the global refer-
ence frame, to its coordinates in the perturbation local reference frame [105].

The first step is to calculate the unitary vector uypp = [’LL]PPw,’LL]PPy, urpp,]
that gives the direction from the center of the Earth to the IPP. The IPP
coordinates in the ECEF coordinate system are calculated as:

urpp, = cos(longpp) - cos(latrpp),
qupy = sin(lon[pp) . COS(lat]pp), (Al)

urpp, = Sin(lat[pp).

Note that the distance from the center of the Earth to the IPP has been omitted
from Equation A.1 to calculate the unitary vector directly.

Next, Equation A.2 calculates the unitary vector ue = [uc,, Uc,, Uc,| that
gives the direction from the center of the Earth to the center of the perturbation
expressed in latitude (lat;on,) and longitude (lonon,) as:

Ue, = €0s(loNiono) - cos(lationo ),
e, = sin(loNiono) - cos(lationo), (A.2)

Ue, = sin(lationo)-

With the two previously calculated vectors, the position vector prpp =
[pIPPwpIPPy, pipp,] of the radial projection of the IPP onto the perturbation
plane in the ECEF coordinate system can be computed as:

R. + hy
pIPP = ————— - uIpp. (A.3)
Uc - UIPP
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Here, the perturbation plane is the tangent plane to the sphere of radius equal
to the radius of the Earth plus the height of the “thin shell” layer (R, + h) at
the point [lonone, latione]|, Which gives the perturbation center.

Finally, several geometric transformations are applied to convert prpp to
the coordinates over the perturbation plane T;ono = [Tionos Yionol:

Liono = Y1 * Cos(diono) —Z2- Sin(diono)y

. (A4)
Yiono = Y1 * Sln(diono) + 22 - COS(diono)7

where d;,,, is the direction of propagation of the simulated ionospheric gra-
dient and:

r1 = prpp, - €08(loNiono) + PIpp, - SIN(10N40n0 ),
Y1 = —prpp, * Sin(loniono) + prpp, - cOS(10Niono),

Z1 = PIPP,;
zo = —x1 - sin(lationo) + 21 - cos(lationo)-

(A.5)
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