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Differential Infrared Thermography for Rotor Aerodynamics
Habilitationsschrift Leibniz Universitat Hannover

Das Verstandnis der Umstromung von Hubschrauberrotoren gehért zu den groften
Herausforderungen in der modernen Aerodynamik. Dem Strémungsfeld kommt eine
SchlUsselrolle in den Bereichen der Flugleistung und der operationellen Sicherheit von
Drehfluglern zu, und es ist durch hochgradig instationare und dreidimensionale Phanomene
gekennzeichnet. Bei der Auslegung zukinftiger Hubschrauber werden moderne Methoden aus
dem Bereich der numerischen Stréomungssimulation (CFD - Computational Fluid Dynamics)
eingesetzt und bieten bemerkenswerte Moglichkeiten, bis hin zur Simulation einer
Gesamtkonfiguration im Manéverflug. Dennoch sind experimentelle Untersuchungen weiterhin
essenziell fir das Verstandnis komplexer Strémungssituationen. Der zunehmende Detailgrad in
numerischen Vorhersagen bedingt die Entwicklung und Verbesserung von experimentellen
Verfahren, und kombinierte experimentell-numerische Untersuchungen haben sich in aktuellen
Studien als besonders erfolgsversprechend herausgestellt. Seit dem Beginn der
hubschrauberspezifischen Forschung, wie etwa der systematischen Charakterisierung von
nickenden Rotorblattprofilen in den 1960er Jahren, wurden experimentelle Methoden
kontinuierlich weiterentwickelt. Dies trifft in hohem Malie auch auf optische Verfahren zu, welche
neben ,einfachen” qualitativen Momentaufnahmen der Strémung zunehmend quantitative und
zeitauflésende Ergebnisse liefern kdnnen. Die Anwendung optischer Messtechniken bendtigt
oftmals nur wenige Modifikationen des zu untersuchenden Rotors. Sie sind daher besonders
geeignet fur die Anwendung auf verschiedenen Groflienskalen, welche sich von kleinskaligen
Laborversuchen bis hin zu vollskaligen, frei fliegenden Hubschraubern erstrecken. Die
vorliegende Arbeit beschaftigt sich mit der Entwicklung, Validierung und Anwendung der
Differenzinfrarotthermographie (DIT - Differential Infrared Thermography). Die DIT-Methode
bestimmt die aktuelle Position des laminar-turbulenten Grenzschichtumschlags bei instationarer
Zustréomung, welche beispielsweise bei Rotorblattern im Vorwartsflug durch den Wechsel
zwischen vor- und ricklaufender Rotorseite auftritt. Weitere hubschrauberspezifische
Anwendungsfalle sind die Untersuchung der Profilaerodynamik unter
Anstellwinkelschwingungen oder Modellrotoren in Windkanalen. Neben der Bestimmung der
Transitionslage kann das DIT-Prinzip auch an weitere Messaufgaben angepasst werden, wie
beispielsweise die Untersuchung des dynamischen Stromungsabrisses. DIT ist somit eine
wertvolle  Erganzung bestehender optischer Messmethoden fur aerodynamische
Anwendungsgebiete.
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Understanding the flow around helicopter rotors is one of the greatest challenges in modern
aerodynamics. The flow field plays a key role in the rotorcraft performance and operational safety,
and it is characterized by highly unsteady and three-dimensional phenomena. State-of-the-art
computational fluid dynamics (CFD) is applied during the design of future rotorcraft and offers
remarkable capabilities, including the simulation of entire helicopter configurations in
maneuvering flight. Nevertheless, experiments are still essential for the understanding of complex
flow regimes, and for the validation of numerical results. An ever-increasing level of detail in CFD
studies motivates the development and refinement of experimental methods, and combined
experimental-numerical efforts have been particularly rewarding in recent studies. Starting with
early rotorcraft-specific research topics, for example the systematic characterization of pitch-
oscillating airfoils in the 1960s, experimental techniques have undergone continuous
improvement. This particularly holds true for optical methods, which have developed from
providing qualitative and “simple” snapshots of the flow into quantitative and time-resolving
diagnostic tools. Optical methods require few modifications of the rotor or rotorcraft under
investigation. They are particularly suitable for an application on multiple scales, ranging from
small-scale laboratory studies to full-scale free-flying helicopters. This thesis concentrates on the
development, validation, and application of the differential infrared thermography (DIT). The DIT
method is able to determine the moving position of the laminar-turbulent boundary layer
transition, which is a relevant aerodynamic feature on rotor blades, accounting for the
unsteadiness introduced by the different inflow conditions on the advancing and retreating sides
of the trimmed rotor plane in forward flight. Additional helicopter-relevant applications include the
study of pitch-oscillating airfoils or small-scaled rotors in laboratory or wind-tunnel environments.
Furthermore, it will be shown that the DIT principle can be adapted to other rotor-relevant topics
beyond transition research, such as dynamic stall investigations. DIT is a valuable addition to the
larger family of optical measurement techniques for aerodynamic applications.
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Abstract

Understanding the flow around helicopter rotors is one of the greatest challenges in
modern aerodynamics. The flow field plays a key role in the rotorcraft performance and oper-
ational safety, and it is characterized by highly unsteady and three-dimensional phenomena.
State-of-the-art computational fluid dynamics (CFD) is applied during the design of future
rotorcraft and offers remarkable capabilities, including the simulation of entire helicopter
configurations in maneuvering flight.

Nevertheless, experiments are still essential for the understanding of complex flow
regimes, and for the validation of numerical results. An ever-increasing level of detail
in CFD studies motivates the development and refinement of experimental methods, and
combined experimental-numerical efforts have been particularly rewarding in recent studies.

Starting with early rotorcraft-specific research topics, for example the systematic charac-
terization of pitch-oscillating airfoils in the 1960s, experimental techniques have undergone
continuous improvement. This particularly holds true for optical methods, which have
developed from providing qualitative and “simple” snapshots of the flow into quantitative
and time-resolving diagnostic tools. Optical methods require few modifications of the rotor
or rotorcraft under investigation. They are particularly suitable for an application on multiple
scales, ranging from small-scale laboratory studies to full-scale free-flying helicopters.

This thesis concentrates on the development, validation, and application of the differential
infrared thermography (DIT). The DIT method is able to determine the moving position of
the laminar-turbulent boundary layer transition, which is a relevant aerodynamic feature on
rotor blades, accounting for the unsteadiness introduced by the different inflow conditions on
the advancing and retreating sides of the trimmed rotor plane in forward flight. Additional
helicopter-relevant applications include the study of pitch-oscillating airfoils or small-scaled
rotors in laboratory or wind-tunnel environments. Furthermore, it will be shown that the
DIT principle can be adapted to other rotor-relevant topics beyond transition research, such
as dynamic stall investigations. DIT is a valuable addition to the larger family of optical
measurement techniques for aerodynamic applications.
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Zusammenfassung

Das Verstdandnis der Umstromung von Hubschrauberrotoren gehort zu den grofiten Her-
ausforderungen in der modernen Aerodynamik. Dem Stromungsfeld kommt eine Schliissel-
rolle in den Bereichen der Flugleistung und der operationellen Sicherheit von Drehfliiglern zu,
und es ist durch hochgradig instationédre und dreidimensionale Phanomene gekennzeichnet.
Bei der Auslegung zukiinftiger Hubschrauber werden moderne Methoden aus dem Bereich
der numerischen Stromungssimulation (CFD - Computational Fluid Dynamics) eingesetzt
und bieten bemerkenswerte Moglichkeiten, bis hin zur Simulation einer Gesamtkonfiguration
im Manoverflug.

Dennoch sind experimentelle Untersuchungen weiterhin essenziell fiir das Verstandnis
komplexer Stromungssituationen. Der zunehmende Detailgrad in numerischen Vorhersagen
bedingt die Entwicklung und Verbesserung von experimentellen Verfahren, und kombinierte
experimentell-numerische Untersuchungen haben sich in aktuellen Studien als besonders
erfolgsversprechend herausgestellt.

Seit dem Beginn der hubschrauberspezifischen Forschung, wie etwa der systematischen
Charakterisierung von nickenden Rotorblattprofilen in den 1960er Jahren, wurden experi-
mentelle Methoden kontinuierlich weiterentwickelt. Dies trifft in hohem Mafse auch auf optis-
che Verfahren zu, welche neben ,einfachen” qualitativen Momentaufnahmen der Stromung
zunehmend quantitative und zeitauflosende Ergebnisse liefern konnen. Die Anwendung
optischer Messtechniken benétigt oftmals nur wenige Modifikationen des zu untersuchenden
Rotors. Sie sind daher besonders geeignet fiir die Anwendung auf verschiedenen Grofien-
skalen, welche sich von kleinskaligen Laborversuchen bis hin zu vollskaligen, frei fliegenden
Hubschraubern erstrecken.

Die vorliegende Arbeit beschiftigt sich mit der Entwicklung, Validierung und Anwen-
dung der Differenzinfrarotthermographie (DIT - Differential Infrared Thermography). Die
DIT-Methode bestimmt die aktuelle Position des laminar-turbulenten Grenzschichtumschlags
bei instationdrer Zustromung, welche beispielsweise bei Rotorbldttern im Vorwartsflug durch
den Wechsel zwischen vor- und riicklaufender Rotorseite auftritt. Weitere hubschrauber-
spezifische Anwendungsfille sind die Untersuchung der Profilaerodynamik unter Anstell-
winkelschwingungen oder Modellrotoren in Windkanédlen. Neben der Bestimmung der
Transitionslage kann das DIT-Prinzip auch an weitere Messaufgaben angepasst werden, wie
beispielsweise die Untersuchung des dynamischen Stromungsabrisses. DIT ist somit eine
wertvolle Ergdnzung bestehender optischer Messmethoden fiir aerodynamische Anwen-
dungsgebiete.
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Nomenclature

Latin symbols

c (m)

Cs ¢)

G )

Cm )

Cp (J/kg/K)
Cp ()

Cr )

D (m)

f (Hz)

fu )

h )

k )

M )

n )

N ()

Q (1/s%)

q (W/m?)
QCond (W/ mZ)
‘7conv (W/ m2)
rad (W/m?2)
r (m)

rc ()

R (m)

Rs (J/kg/K)
Rz (pm)

Re (-)

s ()

t (s)

T (s)

T (K)

Teq (K)

Ty (K)

Tw (K)

Ty )

Chord length

Skin friction coefficient

Lift coefficient

Moment coefficient

Specific heat capacity at constant pressure
Pressure coefficient

Rotor thrust coefficient

Diameter

Frequency

Relative optical aperture, f-number
Rotor hub height above ground, normalized with the rotor radius
Reduced frequency, airfoils: k = nfc/ Vo, rotors: k = ¢/ (2r)
Mach number

Load factor

Total number of samples or cycles
Q-criterion (vortex identification)
Heat flux

Conductive heat flux

Convective heat flux

Radiative heat flux

Radial coordinate in the rotor system
Recovery factor

Rotor radius

Specific gas constant

Ten-point surface roughness
Reynolds number

Skewness

Time

Period of the pitch oscillation
Temperature

Equilibrium temperature

Recovery temperature

Wall (surface) temperature
Turbulence level
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u,v, w (m/s)
Uwnr (V)

1% (m/s)
Vi (m/s)
Vtip (m/s)
Vi (m/s)
X, Y,z (m)
Xbegin (m)
Xend (m)
Xtr (m)
y* )
Greek symbols
e} )

B )

gl )

d (m)

A )
Axs509, )

€ )

S )

A (W/m/K)
It )

" ©)

o )

Oy -)

w )

Q (rad/s)
Operators

\Y (1/m)

Flow velocity components in x-, y-, and z-direction
Hot-film voltage

Flow velocity

Hover-induced velocity

Blade tip velocity

Horizontal (forward) flight velocity of the helicopter or rotor
Cartesian coordinates

Begin of transition region

End of transition region

Streamwise transition position (50% intermittence)
Dimensionless wall distance

Angle of attack, pitch angle

Angle of sideslip, yaw angle
Isentropic exponent

Boundary layer thickness

Difference

Distance from transition begin to 50% intermittency
Spectral emissivity

Blade pitch angle

Thermal conductivity

Advance ratio, 1 =Vx/Vy,
Normalized advance ratio, ;x =V /V},
Standard deviation

Rotor solidity

Azimuth angle

Angular velocity

Nabla (gradient) operator

Subscripts, superscripts, and other symbols

75
e

p
S

S,v
/I\

Value at 7/R = 75%

Flow variables of the external flow

Peak

Surface layer properties

Surface layer properties in vertical direction
Upstroke
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Abbreviations

1D
IMG
2D
3D
AFT
AHD
AHS
ATAA
BL
BOS
BVI
BYP
CAMRAD

CF
CFD
CFRP
CSD
CTA
(D)DES
DIT
DLR

DSA-9A
ERF
GRC
GRMS
HF
IGE

IR

IRT
LED
LM
LSB
LWIR
MBB
MCT

Downstroke

Amplitude, sinusoidal motion
Mean value, sinusoidal motion
Inflow or freestream conditions

One-dimensional

One-meter wind tunnel Gottingen
Two-dimensional

Three-dimensional

Amplification factor transport transition model
Arnal-Habiballah-Delcourt transition model
American Helicopter Society (1943-2018, now VES)
American Institute of Aeronautics and Astronautics
Boundary layer

Background oriented schlieren-technique
Blade-vortex interaction

Bypass transition mechanism

Comprehensive Analytical Model

of Rotorcraft Aerodynamics and Dynamics
Crossflow transition mechanism

Computational fluid dynamics

Carbon fiber reinforced plastic

Computational structural dynamics

Constant temperature anemometry

(Delayed) detached-eddy simulation

Differential infrared thermography

Deutsches Zentrum fiir Luft- und Raumfahrt e.V.
(German Aerospace Center)

“Dynamic stall airfoil”-geometry with 9% relative thickness
European Rotorcraft Forum

Green Rotorcraft

General Rotor Model System

Hot-film (sensor)

In ground effect

Infrared (imaging)

Infrared thermography

Light-emitting diode

Langtry-Menter transition model

Laminar separation bubble

Long-wave infrared
Messerschmitt-Bolkow-Blohm
Mercury-Cadmium-Telluride (IR image sensor)
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MWIR Mid-wave infrared

NACA National Advisory Committee for Aeronautics
(1915-1958, now NASA)

NASA National Aeronautics and Space Administration
(up to 1958: NACA)

NETD Noise-equivalent temperature difference

OGE Out of ground effect

ONERA Office national d’études et de recherches aérospatiales
(The French Aerospace Lab)

PIV Particle image velocimetry

pPsp Pressure sensitive paint

RANS Reynolds-averaged Navier-Stokes

RBT Rotor blade transition (toolbox)

RCAS Rotorcraft Comprehensive Analysis System

rpm Revolutions per minute

RTG Rotor test stand Gottingen

SA Spalart-Allmaras turbulence model

SST Shear stress transport model

SLS Strained layer superlattice (IR image sensor)

SPR Stereo pattern recognition

STELAR Stall and transition on elastic rotor blades (DLR Project)

TDT Temperature decline thermography

TS Tollmien-Schlichting transition mechanism

TSP Temperature sensitive paint

URANS Unsteady Reynolds-averaged Navier-Stokes

VES Vertical Flight Society (up to 2018: AHS)
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1 Introduction

“It appeared most desirable to create an aircraft of a different type (...), with the possibility of rising or
coming down along a vertical line, with the ability to hover over one spot for indefinite periods,
to move forward or backward and to travel at any speed between zero and its maximum.”

Igor Tvanovitch Sikorsky (1889-1972), autobiography [204]

Helicopters carry out important tasks in the field of aerial passenger or material transport
under difficult circumstances, due to their unique capabilities. The initial idea of helicopters
is often attributed to Leonardo da Vinci’s “aerial screw machine” in 1483, but the scientific
evaluation and technical implementation of rotorcraft can be dated to the early- and mid-
twentieth century. Historical review chapters including a discussion of different rotorcraft
concepts can be found in the books by Leishman [133] or van der Wall [228]. In recent
years and fostered by innovations in flight control or electrical propulsion, the helicopter is
challenged by novel approaches to vertical take-off and landing (VTOL), such as tilt-wing /tilt-
rotor or multicopter designs. Figure 1.1 is a particularly interesting starting point for the
current work, mainly for three different reasons.

NACA LMAL
40416

Figure 1.1: Tests with a Sikorsky R-4 helicopter in the NASA Langley 30 x 60 foot wind
tunnel, October 1944 [152].



e First, the shown Sikorsky R-4 helicopter is the first mass-produced rotorcraft, with
about 130 units built in total. It promoted Igor Sikorsky’s design with a single main
rotor, providing both lift and thrust, and a smaller tail rotor only used for anti-torque
purposes. This setup is still the most relevant configuration for manned vertical flight
vehicles today, and the large main rotor results in a number of specific aerodynamic
features and problems.

* Second, the photograph shows a very early full-scale wind tunnel test conducted in
the 30 x 60 foot-tunnel of the NACA /NASA Langley Research center. The facility was
built in the 1930’s and primarily served during drag reduction-studies of fixed-wing
aircraft, but its width was also large enough for the 11.5 m-diameter of the R-4 main
rotor, enabling systematic aerodynamic studies in forward flight conditions.

¢ Third, the image shows a very early application of fast-response optical measurement
techniques to helicopters. The R-4 main rotor spins at 215 rpm in operating condi-
tions, and the technician on the ladder prepares a fixed, ceiling-mounted camera-and-
flashlamp imaging system with small exposure times to acquire stopped-action images
of the rotor blades.

The Sikorsky R-4 had a cruise speed of only 105km/h. This is slow in comparison to
current helicopter generations, for example the Airbus EC135 with a cruise speed of 230 km /h,
or in comparison to the world record holder for conventional rotor configurations, a Westland
Lynx demonstrator with a top speed of 401 km/h flown in 1986. It is relatively easy to
adapt the main rotor blades to hover conditions, but the superposition of rotational motion
and edgewise velocity yields a complex and unsteady flow situation during forward flight.
Figure 1.2 visualizes the local inflow magnitude and direction of the blades in the rotor
plane. The sense of rotation is counterclockwise when viewed from above, which usually
corresponds to German- or American-designed helicopter main rotors.

Vtip u =0 (hover)
advancing

VVYVVYVYY

'-é =
s
=
2N
L/
P »
'-G &
|
o

retreating

Figure 1.2: Influence of edgewise flight on the local inflow conditions in a rotor plane,
advance ratios ;=0 (left) and ;¢=0.3 (right).

In hover, see the left side of Fig. 1.2, the velocity linearly increases with the radius but
is constant over the azimuth. The rotor-induced velocity distribution can be tailored to a
maximum hover efficiency [133], for example using a negative blade twist, or by varying the
airfoil and blade planform. The right side of Fig. 1.2 corresponds to edgewise flight at an
advance ratio of 4 =0.3, which is the flight velocity, Vx, normalized with the rotational velocity
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at the blade tip, V};,. For example considering the EC135 main rotor, 1=0.3 approximately
corresponds to the cruise speed of Vy=230km/h. By common definition, the azimuth angle,
U, is zero when a rotor blade points in the aft direction over the tail. The inflow magnitude
is increased on the advancing side, ¥ =90°, but decreased on the retreating side, ¥ =270°,
including reverse flow in the vicinity of the rotor hub. Crossflow components in rotor-radial
direction are encountered over the tail and nose, V=0 and ¥ =180°.

The integral pitch and roll moments at the main rotor hub must be trimmed to zero in
steady forward flight and for a given lift and thrust requirement using the cyclic swashplate
settings. Tilting the swashplate acts on the blades via the pitch links, resulting in a phase-
shifted sinusoidal pitch motion as a function of the azimuth angle. As a result, the flow
condition at a given blade section is unsteady over the course of a single rotor revolution.
The level of the flow’s unsteadiness can be expressed as a reduced frequency, k. For example,
the EC135 main rotor at 75% of the tip radius results in ky5=c/(2r75)=0.0376, meaning that it
takes 0.0376/m or 1.2% of the rotor’s pitch cycle for a fluid element to cover the chord length
from leading edge to trailing edge. Even though the variation of many flow variables over
the rotor cycle will be sinusoidal, additional complexity is added by the elastic motion and
coning of the blades, and by the interaction with the rotor’s own wake.

The requirements of a trimmed rotor are altered when deviating from a traditional main
rotor-tail rotor configuration, as shown by the examples in Fig. 1.3. The recent Airbus X3
compound design (left) features additional auxiliary wings and propulsive rotors to unload
the main rotor in forward flight. The Kamov Ka-32 (right) is an older design from the 1980s.
Moment trim must be achieved for the sum of the two coaxial, counter-rotating main rotors.
Hence, each rotor can be unloaded on its retreating side. Despite the relaxed requirements
for the main rotor blades, the unsteady inflow into the rotor plane is still present.

Figure 1.3: Airbus X3 technology demonstrator, note the auxiliary wings and propulsive
rotors (left, adapted from [56]), Kamov Ka-32 “Helix” helicopter, note the two coaxial main
rotors (right, adapted from [155]).

The DLR currently operates two helicopters with conventional main rotor/tail rotor-
designs for flight test purposes, modified versions of the MBB/Eurocopter Bo105 and Airbus
EC135. The latter is shown in Fig. 1.4. Both rotorcraft are light twin-engined transport
helicopters with four-bladed main rotors. The corresponding base models have been mass-
produced with more than 1000 units each, built in different versions. Figure 1.4 also illustrates
common unsteady flow phenomena occurring during forward flight and relevant for the
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performance, efficiency, and safety of the rotorcraft operation. State-of-the-art computational
fluid dynamics (CFD), for example see Fig. 1.5, offer the potential to capture an amazing
level of detail, including the simulation of entire helicopters in level flight or even during
maneuvers. Therefore, CFD is applied during the development and optimization of new
rotorcraft.
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Figure 1.4: Flow phenomena in the flow field of a helicopter main rotor in forward flight.

Figure 1.5: CFD simulation of a large-scale helicopter configuration in forward flight, adapted
from Jain [109]. More details will be discussed in Sec. 3.5.4.

Nevertheless, experimental studies are still an essential part of modern helicopter aerody-
namics. High-quality experimental data is mandatory to validate innovative CFD methods.
Moreover, a multitude of combined experimental-numerical efforts discovered relevant “true”
flow phenomena and separated them from CFD- and measurement-related artifacts. Optical
measurement systems are particularly rewarding due to a favorable balance between result
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quality and experimental effort. Innovative evaluation solutions and advancing image sensor
technologies provide a much deeper insight into the flow than early stopped-action images
as in Fig. 1.1.

The current work contributes to this process with the development, validation, and
application of the “differential infrared thermography” (DIT). This method is suitable to detect
the unsteady, moving position of the laminar-turbulent boundary layer (BL) transition as seen
on rotors in edgewise flight. The concept was proposed in 2014 /2015 by Raffel et. al [168], it
is the newest member in the family of boundary layer-diagnostics via infrared imaging, with
earlier techniques for steady-state aerodynamics originating in the 1980’s and before. DIT can
be used on multiple scales, ranging from small-scale laboratory experiments with pitching
airfoils up to large-scale rotors in wind tunnels, and the first-ever flight experiments for
unsteady BL transition using the DLR test helicopters. The DIT method is a valuable addition
to the portfolio of other optical techniques suitable for full-scale helicopter applications, such
as schlieren imaging, particle image velocimetry, or blade deformation measurements.

The laminar-turbulent transition of the BL is one of the key factors when optimizing the
aerodynamic performance of vehicles, altering the skin friction coefficient and the correspond-
ing drag, or affecting the stall resistance. The measurement, prediction, and manipulation
of the BL was tackled in numerous studies concentrating on steady aerodynamics with a
stationary transition position, as found on fixed-wing aircraft, road vehicles, trains, etc.

It is known from helicopter-related simulations in hover conditions that modeling the
BL transition is crucial for a correct prediction of the rotor power requirement, for example
seen in studies by Egolf et al. [78] or Sheng [202] in the framework of the “AIAA hover
prediction workshops”. For forward flight conditions, Dietz and Dieterich [72] showed
that industry-driven rotor simulations with fully turbulent BLs overestimate the power
requirement by about 8% in comparison to flight tests, and that this discrepancy can be
lowered by modeling the BL transition. Therefore, several contributions were made to
integrate transition prediction into rotor-specific CFD frameworks over the last decades
(Beaumier and Houdeville [45], Beaumier et al. [46], Zografakis et al. [244], Coder [64]).
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Figure 1.6: Prediction of the transition location x4 on the upper (left) and lower (right) side
of a trimmed rotor in forward flight, reproduced from Heister [101].



More recently, Heister [101] implemented the “rotor blade transition” (RBT) toolbox featur-
ing several empirical criteria. The RBT approach was integrated into the URANS framework
provided by the DLR TAU Code. A similar approach was chosen by Richez et al. [176] for
the ONERA elsA code. Both studies performed successful comparisons to experimental data
of the 7A /7AD rotor taken from integral torque measurements or sparse hot-film sensors
applied within the GOAHEAD project [196]. However, a conclusive validation of numerical
tools benefits from spatially well-resolved experimental data including three-dimensional
effects, which is apparent from the predicted transition map shown in Fig. 1.6 for a trimmed,
large-scale rotor at an advance ratio of ;1=0.33 and a tip Reynolds number of 2 - 10°. The idea
of providing a similar experimental transition map triggered the development of DIT at the
DLR Géttingen.

The transition onset in Fig. 1.6 is governed by different criteria, which represent different
relevant BL transition mechanisms. The following overview uses the same abbreviations as
in Fig. 1.6, and Heister’s criteria selection [101] is very similar to other studies, for example,
see Jain [109].

¢ Tollmien-Schlichting (TS) refers to the low Mach-number frequency amplification
process in five stages [187]: Growth of TS instability waves (1) into spanwise vortical
structures (2), three-dimensional breakdown (3), individual turbulent spots (4), and
fully turbulent boundary layer (5). The TS mechanism is favored by high Reynolds
numbers and low freestream turbulence levels, and it is visualized in Fig. 1.7.
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Figure 1.7: Tollmien-Schlichting boundary layer transition mechanism on a flat plate, adapted
from Ref. [187].

¢ Laminar separation bubble (LSB) with turbulent reattachment results from a strong
flow deceleration at low Reynolds numbers, or a shock. The occurrence of an LSB in
rotor flows was first reported in the experiments by Velkoff et al. [222] in 1971, who
analyzed surface traces of ammonia injected at the leading edge.

* Bypass transition (BYP): A high inflow turbulence level can result in a reduced laminar
flow length over a blade surface, since the first stages of the natural transition process
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are “bypassed”. This mode is particularly relevant in gas turbine aerodynamics [145].
Relevance for helicopter rotors is given in case of blade-vortex interactions (see Figs. 1.4
and 1.5) or wake ingestion, which also increase the effective inflow turbulence of the
subsequent rotor blade.

* Crossflow instabilities (CF): The trajectory of a fluid element in the external flow
around a rotor blade is governed by the equilibrium of centripetal pressure-driven
forces and centrifugal velocity-driven forces. This balance is offset within the BL due to
the decelerated flow, resulting in a radial crossflow velocity profile, see Fig. 1.8. The
related instability mechanism is also relevant for swept wings, see Saric et al. [183] for a
detailed overview.

¢ Forced transition/BL tripping/surface roughness elements: Surface protuberances
added to the smooth aerodynamic surface can trigger BL transition. A forced transition
can be intentional, by applying trip dots, trip wires, or profile steps, or unintentional,
for example due to surface damage (see Fig. 1.9) or manufacturing defects.
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Figure 1.8: BL velocity profile with CF insta- Figure 1.9: Steady infrared analysis of a wet-
bility, adapted from Ref. [183]. ted surface in a wind tunnel experiment.

It is noted that each mechanism refers to a phenomenon in flow physics, even tough
the RBT implementation is based on empirical correlations. Other implementations can be
based on semi-empirical ideas (such as the eN-method [108]), transport equations, or even
solving the Navier-Stokes equations. A validation on the basis of experimental results is
always advisable, and an increasing demand for computational resources makes high-fidelity
approaches less suitable in industrial environments, see Ref. [102] for further discussions.

As closing remarks, the experimental determination of a moving BL transition position is
helpful in several other applications beyond helicopter rotors in forward flight. An example
is given by turbomachinery aerodynamics, where an unsteady inflow of the compressor or
turbine blades in a rotor-stator layout is caused by the periodic wake of preceding stages,
which also results in moving BL transition [70, 156]. The transition not only affects the friction
drag, but also the thermal loads of the blades. It is particularly difficult to access this type of
flow with sensors and measurement equipment, hence, many studies simplified the setup by
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investigating the influence of periodic inflow perturbations on flat plates [139, 159], curved
surfaces [189], or stationary blade cascades [158].

In addition, early fundamental research of moving BL transition on flat plates [149,
157] has currently been reviewed for fixed-wing aircraft applications [182], assuming that
low-frequency atmospheric turbulence may affect the performance of natural laminar-flow
airfoils.

The blades of horizontal-axis wind turbines can easily be subject to unsteady aerodynam-
ics due to wind shear effects, yaw angles, interactions with the tower, or aeroelasticity [136,
242]. It can be expected that these unsteady effects become increasingly important in the
future, given that the laminar flow length is a crucial parameter of wind turbine airfoil
design [115]. Another recent publication by Thiessen and Schiilein [218] concentrated on
moving transition positions due to the effect of forward flight velocity on a fixed-pitch
propeller for unmanned aerial vehicles.



2 State of research

The state of research is presented in three parts. The first part covers “standard” infrared
thermography (IRT) measurements of the steady boundary layer transition position, which
serve as a basis for the development of differential infrared thermography (DIT). A focus is
set on the application to moving surfaces, particularly large rotors.

The second part addresses non-infrared methods suitable to detect a moving boundary
layer transition position in unsteady inflow conditions. These methods must be seen as an
alternative to DIT, and a discussion of individual advantages and disadvantages is included.

The third part gives an overview of experimental measurements for full-scale rotor
aeromechanics other than (but related to) the boundary layer conditions. It is noted that
due to strong couplings, an understanding of e.g. the blade elasticity or the wake structure
is mandatory to understand or predict the BL transition process. A focus is set on optical
techniques and recent activities of the helicopter aerodynamics-group at the DLR Gottingen,
and on experimental restrictions connected to free-flying helicopter tests.

2.1 Infrared thermography for steady boundary layer transi-
tion measurement

Over the last decades, infrared thermography (IRT) has become one of most popular and
most convenient techniques in experimental boundary layer transition research. The the
application to subsonic flows was pioneered by Quast [165]' as an alternative to oil-flow
pictures. Other early publications include the work of Carlomagno et al. [58] or de Luca
and Carlomagno [141], who investigated rectangular wing sections with established NACA-
or Gottingen-type airfoils in a low-speed wind tunnel. Recent IRT applications cover wind
tunnel testing of modern airfoils [47, 111] or fixed-wing aircraft models [240], supersonic
applications [95, 245], and in-flight measurements on general aviation aircraft [67, 68]. IRT
can be applied in many situations, but with a view to the current focus on rotor aerodynamics,
the rest of this section will concentrate on applications with rotating surfaces.

In its basic form and for steady inflow conditions, IRT uses an infrared camera to visualize
the non-moving BL transition region as a surface temperature step, which is connected to the
Reynolds analogy between skin friction and convective heat transfer. This analogy will be
evaluated in Sec. 3.1.2, and a comprehensive summary of the measurement technique can
be found in standard textbooks [40]. IRT is non-intrusive and produces spatially resolved
results in a two-dimensional measurement domain. No model instrumentation is required,

'The cited journal article was published in 2006, but it is based on a presentation at the “XX OSTIV congress”
in Benalla, Australia, in 1987.



2.1. Infrared thermography for steady boundary layer transition measurement

but in some cases, an insulating surface coating or a heating foil can be beneficial, depending
on the surface material and the experimental setup.

Figure 2.1 (left) is an IRT image of the DLR test rotorcraft Airbus EC135 placed on the
apron of the Braunschweig regional airport, with the IR camera “IRCAM Equus 327k L”
mounted obliquely above the rotor plane. The grayscale intensity corresponds to the long-
wave infrared emission. The rotor turns at 75% of the nominal rpm, or f =5Hz. Parts of the
tuselage and one of the four rotor blades is within the field of view, and the blade motion is
frozen due to the small image integration time of 20 ps.

internal blade
structure

helicopter
fuselage

natural transition

turbulent wedges

leading edge
erosion protection

rotor blade

Figure 2.1: IRT measurement during an Airbus EC135 ground test run (left) and detail of the
blade tip region (right), adapted from Richter and Schiilein [179].

The detail in Figure 2.1 (right) reveals the footprint of the flow over the blade’s suction
side. The natural laminar-turbulent BL transition is visible as an intensity gradient from
light gray to dark gray, located at about 0.3 chord lengths downstream of the leading edge.
Multiple turbulent wedges indicate premature transition due to surface contamination,
mostly caused by insect impacts. The leading edge itself is covered by a titanium erosion
protection appearing in black color. In comparison to the glass fiber composite surface of the
rest of the blade, the metallic surface has a much lower emissivity (e ~ 0.5 versus €~ 0.85)
and a higher reflectivity. Thus, the erosion protection not only appears to be colder at the
same or similar temperature, but it is also less suitable for IRT investigations and requires a
high-emission insulation coating.

There is a “natural” wall temperature difference, ATy, between the laminar and tur-
bulent regions of a boundary layer, connected to the flow’s varying recovery temperature.
Details and equations will be given in Sec. 3.3.1, but the temperature step can be roughly
estimated [220] using the flow’s temperature, T+, and Mach number, M, using

ATy ~ 0.012- TooMZ . (2.1)

This difference is smaller than 1K for the current blade tip Mach number, M, =0.46 at
75% rpm. The signal-to-noise ratio can be improved by heating or cooling the blade surface
relative to the flow temperature, which amplifies the laminar-to-turbulent contrast due to a
varying convective heat transfer. In Fig. 2.1, the blades were pre-heated by sunshine. Shortly
after rotor spin-up, the flow cools the turbulent regions more effectively than the laminar
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2.1. Infrared thermography for steady boundary layer transition measurement

regions, resulting in a lower thermal emission and a darker coloring. Thermal equilibrium is
reached several minutes after spin-up, and the turbulent regions will then appear slightly
brighter due to the larger skin friction, but the contrast will be much smaller as in Fig. 2.1.

Several methods to artificially establish a flow-to-surface temperature difference have
been successfully demonstrated:

surface heating by external radiation flux sources: general purpose spotlights [30, 4],
infrared emitter [206], infrared laser [218], or sunlight [172, 179]

¢ surface heating by internal resistance heating: electrically conductive paint [160], carbon
nano tube materials [119], heat foils [206], etc.

* surface pre-heating [94, 180] or pre-cooling [179] for short-term tests

* varying inflow temperature in laboratory environments or wind tunnels, altitude
changes during atmospheric flight [68], etc.

The required temperature difference is on the order of several Kelvin, for example, 2.5K
as reported by Ikami et al. [106] or 5K — 6K as reported by Wolf et al. [4]. This number
will depend on the camera setup and the resulting signal-to-noise ratio, and no general
recommendations can be made. The transition position itself may be affected if the heating is
too strong, see Joseph et al. [111] or Costantini et al. [66] for further discussions.

An insulating and dull coating can be applied to the surface in order to reduce thermal
conductivity and infrared reflectivity, and to maximize infrared emissivity [40]. This is
mandatory for metallic surfaces but optional for CFRP materials. Fiducial markers with
differing radiation properties, for example silver conductive paint, can be applied to the
surface for image registration and dewarping purposes.

Current infrared cameras are based on either thermal detectors, which sense the tempera-
ture rise due to an incoming energy flux, or quantum detectors, which convert the incoming
photons to electrical charge [40, 59]. The former principle can, for example, be realized using
mircobolometer arrays, which is the cost-effective standard choice for many cameras applied
to steady-state BL measurements. The required image exposure times are in the range of
several milliseconds [226] and, therefore, unsuitable to “freeze” the motion of rotor blades.
Quantum detectors are used in high-speed infrared cameras, featuring both a high repetition
rate (f > 100 Hz) and small image exposure times (At < 100us). The sensor resolution is
currently between about 0.3 Mpixel and 1.3 Mpixel, which is at least one order of magnitude
smaller than today’s visible-light cameras. The signal-to-noise ratio of the infrared images
depends on the surface emissions, the camera exposure time, and its noise-equivalent tem-
perature difference (NETD), which is typically below 50 mK. The studies discussed in the
current work were conducted using either mercury cadmium telluride (MCT) or strained
layer superlattice (SLS) sensors, both sensitive in the long-wave infrared band (LWIR) cover-
ing a wavelength of about 8 pm to 14 um. In contrast, indium antimonide (InSb) sensors are
sensitive in the mid-wave infrared band (MWIR) with a wavelength of about 3 um to 8 pm.
The LWIR band can be advantageous since carbon fiber surfaces are opaque in the long-wave
regime and require no additional surface treatment. In contrast, the thermal information in
MWIR images is not restricted to the partly translucent aerodynamic surface itself. Moreover,
the images can be used to detect subsurface defects in the carbon fiber material [80].

11



2.2. Non-infrared methods for unsteady boundary layer transition measurement
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Figure 2.2: IRT measurement on a large 2 MW-wind turbine, experimental setup (left) and
result images for different rotor speeds (right), adapted from Reichstein [172].

In addition to helicopters, the IRT technique was also applied to other full-scale rotor
applications such as large wind turbines. Figure 2.2 shows a test campaign by Reichstein
etal. [172] on a “Senvion MM92”-turbine with a nominal power output of 2MW and rotor
radius of 46 m. The IR images were taken with the same high-speed camera as used in Fig 2.1,
but the focal length was increased from 50 mm to 200 mm due to the large viewing distance
of about 140 m. A conformal CFRP glove equipped with microphones and pressure sensors
was attached at r/R=0.76 (r=35m), providing an IRT-suitable surface on the suction side of
the blade. The local chord length, c, is 1.5m. The rotor was spun up after being heated by
sunlight, and the characteristic laminar-turbulent flow pattern was observed at a rotor speed
of about 4rpm (left IRT image in Fig. 2.2) corresponding to a local chord-based Reynolds
number of Re~1.4-10°. The image was dewarped and scaled in an additional post-processing
step, and the natural transition position was determined at about 37% c from the leading
edge. Similar to the helicopter test, multiple turbulent wedges due to surface contamination
or surface defects were found. When reaching 8.5rpm or Re ~ 3.0 - 10° (right IRT image
in Fig. 2.2, the turbine’s speed limit is 15rpm), the laminar region only covers 8% c from
the leading edge. The IRT results were found to be in good agreement with the subsurface
microphones installed in the glove.

2.2 Non-infrared methods for unsteady boundary layer tran-
sition measurement

2.2.1 Hot-film sensors

The hot-film is a flush-mounted surface sensor that uses the principle of constant temperature
anemometry similar to the well-known hot-wires [57]. It is a standard method for measuring
the skin friction coefficient, Cy, in a boundary layer via the Reynolds analogy for heat
transfer [48, 137]. This analogy will be further discussed in Sec. 3.1.2.
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2.2. Non-infrared methods for unsteady boundary layer transition measurement

Hot-films can be used to detect a dynamically moving boundary layer transition [55], and
they can also distinguish between transition, stagnation point motion, flow separation, and
shock formation [177]. The state of the literature for transition measurements on static airfoils
with non-moving transition is particularly good, see for example [181]. It should be noted
that much of this literature refers to the unsteady turbulent structures within the BL, see for
example [213], rather than a dynamically moving boundary layer position as experienced by
the pitching airfoil or the helicopter rotor in forward flight.

The pitching airfoil has been investigated for low-Mach number airfoils [131, 132, 192] and
for helicopter-relevant airfoils at Mach with compressible flow [61, 177, 34]. The investigations
of Richter et al. involve 50 sensors on each airfoil, and are suitable for CFD calibration, see
the comparisons in Ref. [35]. Hot-film sensors have also been extensively used for the
investigation of dynamically moving BL transition on laminar airfoils [98, 144], particularly
in relation to aeroelastic flutter. Lorber and Carta [140] did extensive investigations of the BL
transition and flow separation on a pitching airfoil, but the transition investigations involved
only two sensors due to the low chordwise resolution. For the rotating system, Sémézis and
Beaumier [201] performed a hot-film investigation on the 7AD rotor and investigations within
the GOAHEAD project [196]. The data was also used for CFD validation [101]. A similar BL
transition measurement using hot-films on an instrumented full-scale wind turbine blade
was done by Schaffarczyk et al. [185].

The evaluation of hot-film data presents several difficulties, which have increasingly
been identified and at least partially solved in recent years. The first major problem is that
for a dynamically moving BL transition, the transition intermittency is no longer seen as
a transient stepping function. For a stationary BL transition region, a series of turbulent
spots is generated and propagates past each sensor, and the fraction of time in which the
sensor is in the laminar or turbulent state is the experimentally defined intermittency. For the
moving boundary layer, an increased RMS signal is present, but the intermittency signal never
appears, leaving the transition position to be assessed through the soft step attained between
laminar and turbulent flow [92]. The step assessment also lends itself to fully automated
data processing through “data skew”, which solves the second problem of dealing with the
large amount of data required to include the sensor cut-off frequencies of around 60 kHz
[55, 92]. More details on hot-film data processing will be given in Sec. 3.2.2, in which this
measurement technique is used as a reference for the infrared-based DIT method.

An additional problem of hot-film sensors is that they involve an intrusion into the flow.
Even if the sensor carrier foil is carefully kept to the same contour as the airfoil, the different
surface roughness can result in a difference in the transition position, see Fig. 2.3. For the
same reason, the edges of the foil and the localized heating spots of the sensors may cause
disturbances. These influences can be reduced through good design and careful construction,
but they can never be completely avoided. Similarly, Mertens et al. [24], noted that the regions
of a pitching airfoil with pressure sensors had measurably different boundary layer transition
for some test cases, either due to the local surface heating, or the pressure taps.

For impulsive, particularly hypersonic test facilities, the hot-film gauges can be operated
in an unheated mode, and are called thin-film gauges, see for example [147]. In this case the
“cold” resistance of the sensor is related to the heat transfer from the wall. The gauges have
reaction times of the order of microseconds, but to the author’s knowledge were not yet used
for dynamically moving boundary layer transition.
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Figure 2.3: Infrared images showing a pitch angle-dependent difference of the BL transition
position on an airfoil due to the presence of a hot-film foil, adapted from Richter et al. [35].

An alternative to hot-films is to place hot-wires in the boundary layer, which usually
offer a better insight into the flow properties, such as a detailed characterization of the
transition mechanism. A common approach for fixed model surfaces is to use sensor traverse
mechanisms, for example see Refs. [53, 238], but the integration of hot-wires to moving model
surfaces with unsteady inflow conditions is even more challenging compared to hot-films.

2.2.2 Fast-response pressure transducers and microphones

The laminar-turbulent transition of a boundary layer not only increases the skin friction
coefficient, Cy, but also the boundary layer thickness, 9, as sketched in Fig. 2.4. The resulting

displacement of the external flow affects the pressure distribution, Cp, along the surface in
streamwise direction.
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Figure 2.4: Sketch of a flat-plate boundary layer with laminar-turbulent transition, after
Schlichting and Gersten [187].

Wind-tunnel models are often equipped with pressure taps connected to subsurface
pressure transducers, commonly known under the brand name “Kulite®”. The transducers
have a frequency limit in the kilohertz range, mainly limited by the air volume of the taps
and its damping effect. The data can be used to investigate unsteady flow phenomena, or to
calculate integral forces such as lift or pressure drag.

Several concepts have been proposed to use the unsteady pressure information for BL
transition detection. For example, Popov et al. [163] defined a BL transition criterion based
on the pressure’s inflection point as seen by the second derivative in streamwise direction,
GZCP /9x2. The method was demonstrated for well-resolved numerical data, but it suffers
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2.2. Non-infrared methods for unsteady boundary layer transition measurement

from a limited number of surface pressure transducers in experimental data.

The oCp-concept by Gardner and Richter [86, 87] was developed with a particular view
to pitch-oscillating test cases or quasi-steady pitch ramp motions. If the pressure sensor
signals are evaluated for an airfoil’s periodic pitch motion, then the differences between
different cycles will be low in the laminar flow regions, medium in turbulent regions, and a
maximum near the transition position. This is because slight differences in the wind tunnel’s
operating conditions or the pitch mechanism result in small cycle-to-cycle variations of the
moving transition position. Hence, in a certain phase of the cycle, the transition position is in
front of a given pressure sensor for some cycles but behind the sensor for the other cycles.
This increases the cycle-to-cycle standard deviation of the pressure, 0Cp, since the transition
affects the BL displacement thickness. A sample analysis of a pressure transducer mounted
to the suction surface of a rotor blade at 19% chord is shown in Fig. 2.5. Due to the chosen
cyclic pitch amplitude, both the BL transition and the BL separation inducing dynamic stall
leave a footprint in the standard deviation of Cp. The current work applies the 0C,-method
to acquire reference data for DIT infrared measurements, for example see Secs. 3.1.3, 3.2.2,
and 3.4.1.

BL transition BL separation, dynamic stall BL transition
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Figure 2.5: 0Cp-analysis for a rotor blade with cyclic pitch input, f =23.6 Hz, pitch amplitude
©=6°, adapted from Schwermer [197].

The oCp-technique does not require a very high temporal resolution of the pressure sensor
as long as the overall aerodynamics is properly captured. This is due to the fact that no
boundary layer modes are identified, but only the motion of the transition position which is
a broadband signal. The method has been demonstrated for pitching airfoils at both high
and low inflow velocities [86, 20], and for pitching finite wings in both swept and unswept
configurations [15, 25]. An application to a rotor with cyclic pitch is also possible [198, 30] but
the sensor integration requires additional effort, for example by means of a telemetry system.

Gao et al. [84] and Wei et al. [230] proposed an approach which is similar to the oCp-
idea but was developed independently. In their case, it was shown that using a sliding
window analysis rather than the cycle-to-cycle deviation yields transition results with a
comparable quality. This concept avoids the need for a precisely phase-locked data acquisition.
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2.2. Non-infrared methods for unsteady boundary layer transition measurement

Another evaluation strategy in literature is the M-TERA intermittency approach. It was
originally formulated for velocity fluctuations [243], but recently adapted to surface pressure
fluctuations and transient inflow conditions [182]. The method must be seen as requiring
additional validation.

Microphones with a much broader frequency response than the subsurface pressure
sensors can also be used to detect BL transition, see Refs. [161, 172]. Microphones allow an
analysis of boundary layer frequencies or modes of interest in addition to the mere transition
location, but with additional difficulties in analyzing the acoustics.

2.2.3 Temperature- and pressure-sensitive paints

Temperature-sensitive paint (TSP) is an alternative to infrared thermography and can often
be applied in similar situations [138]. TSP also optically measures the temperature distri-
bution of a surface, but it is based on the luminescence of temperature-sensitive molecules
(“luminophores”) in a surface coating rather than the thermal radiation of the base material.
The luminescence is excited by an additional light source such as an LED or a laser. The
surface preparation with the delicate paint layer requires experience and additional effort,
and it offers the disadvantage that the surface contour may be altered. The surface roughness
of the TSP can be very low if polished [81]. The luminescent response of the paint is in the
visible spectrum, hence, “standard” cameras with lower costs and a much higher optical
resolution compared to IR cameras can be used. The higher resolution not only helps to
identify small-scale flow features, but also enables a precise image dewarping.

Under cryogenic conditions, TSP proved to be beneficial in contrast to infrared thermog-
raphy [38] due to the challenges of capturing the reduced radiated energy in the infrared
spectrum [89]. TSP can be used for very short time exposures, see Refs. [127, 232]. Figure 2.6
shows Weiss et al.’s [232] TSP results from a measurement at the rotor test stand Gottingen
(RTG), which will also be used for DIT development in Sec. 3.4. The rotor frequency is
23.6 Hz, the rotor diameter is 1.3 m, and the light-to-dark gradient marks the non-moving BL
transition position on the blade’s suction side for three constant-pitch test cases. The contrast
is very good, despite small image exposure time of only 11 ps.
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Figure 2.6: BL transition measurements using TSP at the rotor test stand Gottingen, collective
blade pitch angles © = 11.0°,12.0°,13.1° (bottom to top), adapted from Weiss et al. [232].
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2.2. Non-infrared methods for unsteady boundary layer transition measurement

The TSP images are qualitatively very similar to infrared images as in Figs. 2.1 and 2.2,
but the higher optical resolution of the 10.7 Mpixel-camera allows to identify very fine-scaled
flow structures. The luminescent coating used ruthenium phenanthroline in a polyurethane
binder matrix, it was applied to a white foil covering the CFRP blades as a protective and
contrast-enhancing layer. The paint was carefully polished, and the entire coating process
required extensive preparation in comparison to DIT measurements using the bare CFRP
surface.

The application of difference-image techniques and the resulting heat flux estimate allows
the use of TSP for the detection of dynamically moving BL transition. This concept was
initially proposed by Yorita et al. [241] to increase the productivity of quasi-steady airfoil tests
through a slow pitch motion with a rate of 0.25°/s. Ikami et al. investigated the response time
of TSP [107] and applied the idea to a pitch-oscillating airfoil with a frequency of 0.42 Hz to
42Hz (k=0.01-0.10). It is noted that fast-response TSP and infrared-based DIT methods have
been developed recently and independently. Both techniques are based on similar concepts
but require further validation for test cases with highly unsteady inflow.

Pressure sensitive paint (PSP) is similar to TSP, but the surface coating is modified to reflect
the pressure distribution via the “oxygen quenching”-mechanism. Residual and parasitic
temperature effects are compensated. Similar to pressure taps, the transition position can
partly be detected as a by-product, e.g. see Weiss et al. [234] for a rotor test with steady
transition positions.

2.2.4 Direct skin friction measurements

Direct skin friction measurements provide the most desirable data for any boundary layer
problem. A possible approach is using sunk piezoelectric balances on which a small surface
(“movable wall element”) is mounted. The acquisition of a moving boundary layer transition
seems feasible, since small-floating mass, fast-response gauges are possible [93]. However
the practical difficulty of achieving the precise tolerances and low noise for this measurement
mean that not much data is available [186], and has not yet been used for moving boundary
layer transition. The sensors also have a temperature and acceleration sensitivity which must
be compensated. Another method of skin friction measurement is given by shear-sensitive
liquid crystals [63], but these have also not yet been used for dynamically moving boundary
layer transition.

2.2.5 Comparison of methods

Table 2.1 provides a short comparison of the most important measurement techniques for
unsteady BL transition positions applicable to rotor flows, listing their main advantages (+)
and disadvantages (-), and providing guidelines for future experiments. It is noted that
the last section includes fast-response DIT infrared methods, which are the main topic of
the current work to be discussed in Sec. 3.1.3, and which are included here for the sake of
completeness.
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hot-films

+ well-established and well-understood principle

+ very high frequency range provides deeper insight into the flow
beyond transition position

+ suitable as reference for optical measurement techniques

+ automated data analysis techniques available, but different from steady analysis

- extensive model instrumentation, application to rotors requires telemetry or
on-board data acquisition systems

— low spatial resolution, limited number of sensors

— surface roughness and sensor heating probably affect flow

pressure sensor-based techniques (¢Cp)
+ transition detection as a by-product of measuring pressure or lift distributions
+ suitable as a fast-response reference for optical measurement techniques
+ data post-processing is simple and can be automated
+ broadbanded response, results are robust to filtering effects
- extensive model preparation with careful sensor layout
— subscale models require miniaturized pressure sensors,
no or limited possibilities for sensor repair during the tests
— low spatial resolution, limited number of sensors
— pressure tap can affect BL transition

temperature-sensitive paint (TSP)

+ 2D measurements with very high spatial resolutions possible

+ camera and optics equipment less costly than IR cameras

+ surface coating can be polished for a very low surface roughness

— delicate surface coating, partly including additional base/insulation layers,
total thickness ~50 pm to 100 pm

- methods for unsteady measurements under development,
may require validation with a reference technique

unsteady infrared techniques (DIT)
+ comparably low effort for experimental setup and model preparation
+ particularly suitable for large- and full-scale testing
+ non-intrusive technique
+ 2D measurements with high spatial resolution (but lower than TSP)
— additional thermal measurement lag
— requires temperature difference between surface and flow, i.e. heating
— IR spectrum susceptible to reflections from the measurement environment
- comparably new technique, may benefit from comparison to reference sensors

Table 2.1: Main advantages (+) and disadvantages (=) of measurement techniques for un-
steady BL transition.
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2.3 Additional experimental methods for full-scale rotors and
free-flying helicopters

2.3.1 Blade deformation measurements

Helicopter rotor blades are subject to significant elastic deformations, which are dominated by
the interrelation between elasticity, aerodynamic loads, and inertia. A detailed understanding
of the blade deformations is crucial to the blade design and the resulting performance,
acoustics, and operational safety of a main rotor system. Amongst others, the blade dynamics
also affect the prediction of the boundary layer transition, for example, requiring aeroelastic
blade models in “comprehensive codes” as used later in Secs. 3.5 and 3.6.

An optical deformation measurement of the five-bladed prototype rotor “GRC1” was
conducted by Wolf et al. [9] as part of the LuFo V-2 project “CHARME”. The rotor was flown
on the Airbus Bluecopter " test bed, but the deformation tests were conducted at a whirl
tower facility of the Airbus Donauworth site in 2016, see Fig. 2.7. The GRC1 design was later
adopted in the “D-3” version of the Airbus H145 approved in 2020.

Figure 2.7: GRC1 prototype rotor on the Bluecopter’ = demonstrator (left) and whirl tower
(right), Kus et al. [124].

The blade deformations during whirl tower operation were measured with stereo pattern
recognition (SPR), which is based on a stereo-optical triangulation of the three-dimensional
position of fiducial marker on the blade surface. Similar approaches have been applied in
wind tunnel tests of large-scale rotors, for example during the HART II campaign [188] or the
UH-60A airloads campaign [36].

The GRC1 SPR setup, see Fig. 2.8, consisted of two “pco.dimax S54” high-speed cameras
and two LED light arrays with a luminous flux of 72000 Im, placed about 7 m below the rotor
plane. Image bursts were triggered in each rotor revolution, tracking a reference blade at
1250 Hz over an azimuthal range of AW ~20°.

Fig. 2.9(a) is an overlay of two sample images from camera 1 for low and high thrust
settings. The different flap displacement at the blade tip is clearly visible. The rotor tip radius
is 5.4 m, and the blade spins at 6.3 Hz.

Circular fiducial markers were applied to the lower side of the blade, arranged in 12 rows
at different radii, with four markers per row arranged in chordwise direction. The samples
point out several advantages of visible spectrum-imaging compared to infrared imaging,
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Blade rotation

Figure 2.8: Stereo pattern recognition (SPR) setup with a dual high-speed camera system at
the whirl tower, Wolf et al. [9].

which are mainly connected to the maturity of the image sensor technology. First, the SPR
images have a very good contrast despite a very low exposure time of only 4.35 ps, which is
about 10 to 50 times smaller compared to IR images used in this work. Consequently, the
motion blur in the tip region is smaller than 1 mm or 3.5% of the marker diameter, D=28 mm.
The markers are made from retro-reflective adhesive foil with a thickness of 110 um, and an
effect on the BL transition was tolerated for this test. This can be avoided by embedding the
markers into the outer CFRP layer, or by using a thinner foil at the cost of less optical contrast.
Second, the image resolution and acquisition frequency in the visible spectrum is superior,
enabling to visualize larger fields of view and finer details. The SPR image size is 4 Mpixel
at 1250 Hz, compared to 0.3 — 1.3 Mpixel at 100 — 180 Hz for the high-speed IR cameras used
in later sections of the current work. Both visible-spectrum and IR sensor technology was
significantly improved over the last decades, but the comparably lower performance of IR
cameras was more or less constant.

The 3D position of each marker and in each image pair was determined by a stereoscopic
reconstruction of the calibrated camera system, see Fig. 2.9(b), and averaged over at least 20
successive rotor revolutions. In a next step, solid-body transformations were determined for
the four markers in each blade section, and referenced to the local quarter chord position.
The result is the flap (out-of-plane displacement), the lead /lag (in-plane displacement), and
the pitch angle of the blade under loads. The measurement uncertainty was estimated using
repetitive camera calibrations and precisely executed blade motions at zero rotor speed.
When comparing different test conditions, the uncertainty is less than +1 mm (£0.02% R) for
flap and lead /lag, and +0.11° for the pitch ang]le.

Figure 2.10 shows the SPR results of a GRC1 thrust polar using the collective setting
of the swashplate, increasing the pitch input by a total of AV =14°. The blade expectedly
bends in upward direction with an increasing thrust loading, Fig. 2.10(a), revealing the elastic
deflection curve of the quarter chord. The maximum flap is in the range of 8% R. The
lead /lag-deflection points in lag (aft) direction with increasing thrust, due to the increasing
aerodynamic drag of the blades overcoming the centrifugal forces. The lead /lag-curves are
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(b) 3D view of the marker positions for low thrust (e) and high thrust (e).

Figure 2.9: Comparison of low and high rotor thrust settings, rotor frequency of f =6.3 Hz.

almost linear for 0.3 <r/R < 1.0, since the blade is stiff in the in-plane direction, and the
largest part of the lag originates in the equivalent flexure lead /lag-hinge of the bearingless
main rotor system. Figure 2.10(c) shows the elastic twist angle of the blade, defined as the
local pitch angle minus the nominal geometric pitch angle commanded at the swashplate.
The blades de-twist for larger thrust setting and with increasing radii due to a nose-down
pitching moment. Amongst others, the shown experimental results were incorporated into
the development and validation of aeroelastic blade models, with some examples given by
Dieterich et al. [71].

up increasing aft increasing rotor thrust
rotor thrust
0
0
0 increasing rotor thrust down
04 06 0.8 1 04 06 038 1 04 06 038 1
/R /R /R
(a) Flap displacement. (b) Lead /lag displacement. (c) Elastic twist angle.

Figure 2.10: SPR results for a thrust polar of the GRC1 rotor, adapted from Wolf et al. [9].

The SPR flap results are partly affected by a low repeatability, which is a common problem
for outdoor measurements also observed in other campaigns, and which predominantly
originates in the atmospheric wind conditions. For a high-thrust long-term measurement
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covering 300 rotor revolutions or about 50 s on a windy day, the dispersion of instantaneous
flap displacement at r/R=0.95 is bounded by about £24 mm. The dispersion in both lead /lag
displacement and pitch angle is much smaller, £0.7 mm and +0.09°. Figure 2.11 shows the
flap signal (—) in normalized units, together with the root bending moment of the blade as
acquired by strain gauges (—). Both signals are not expected to be identical, but a qualitative
agreement is apparent, with a statistical coherence of about 86%. This example shows that
even in the presence of adverse environmental conditions, the quality of the results can still be
ensured by time-resolved and synchronized data acquisition. Unfortunately for the current
case, instantaneous wind information was not available.

Normalized signal

-2 Root bending moment, strain gauge i
-3 Flap displacement, SPR i
0 50 100 150 200 250 300

Rotor revolution

Figure 2.11: Correlation between SPR flap result and root bending moment.

Optical blade deformation measurements on free-flying helicopters are even more chal-
lenging than on full-scale whirl tower tests, due to the limited options for camera integration.
A possible solution is a rotating camera system mounted at the rotor hub. A prototype system
developed by Boden et al. [49] was also tested during the GRC1 whirl tower campaign, see
Fig. 2.12.

Dual stereo
cameras

Figure 2.12: Prototype of a hub-mounted camera system for blade deformation measurement,
Ref. [49].

The setup features two sets of stereoscopic cameras for the root region and the outboard
region of the blade, respectively. The cameras observe a dot pattern on the reference blade’s
upper surface. In comparison to the ground-based SPR setup, the viewing angles of the
hub cameras are very oblique, and the stereo camera axes are almost collinear. Miniaturized
cameras and data recorders are available, but the entire structure must withstand strong
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rotational forces. The results of this system are promising, but the setup and image post-
processing is still under development. For a possible application in flight tests, additional
regulatory and safety concerns must be considered.

A few additional publications used single-camera systems for in-flight measurements,
only focusing on a reduced subset of the entire blade deformation data. For example,
Bauknecht et al. [44] externally mounted a miniaturized camera system to the fuselage of an
ultralight coaxial helicopter. The system evaluated the minimum separation distance between
the upper and lower rotor planes in the tip region during forward fight and maneuver flight.
Voigt et al. [224] applied a similar idea to the intermeshing rotors of an unmanned helicopter
with a maximum take-off weight of 85 kg. In this case, a rotating camera was attached to a
blade root, enabling data acquisition over the entire rotor azimuth.

2.3.2 Wake aerodynamics

The availability of experimental data for rotor wake aerodynamics of free-flying helicopters is
comparably good, due to its relevance for the performance and operational safety of rotorcraft.
The involved flow physics are summarized by topical reviews, for example see Komerath
et al. [120]. The overall wake layout will depend on whether the helicopter is in hover or
forward flight, and on its height above ground:

* In ground effect (IGE)*: The wake is affected by the presence of a ground surface,
which deflects the vertical rotor flow into the horizontal direction. Flying in ground
effect results in a strong reduction of the power requirement, but also in detrimental
effects such as vibrations, a reduced visibility due to sediment pickup (“brownout”), or
hazards for nearby ground personnel. IGE also significantly reduces the complexity of
experimental setups.

* Out of ground effect (OGE): Larger distances to the ground are relevant for cruise flight
or maneuvering flight. OGE experiments usually require the integration of on-board
sensors, ground-based camera systems with long-range optics, or chase aircraft.

Several measurement techniques known from laboratory or wind tunnel environments
have been successfully adapted to flight experiments, which favor “simple” methods reducing
the interference with flight operations. Wadcock et al. [225] applied acrylic yarn tufts to
the fuselage and ground surfaces during IGE flight tests with a Sikorsky UH-60 helicopter.
The surface flow pattern was analyzed with a view to brownout conditions. Silva and
Riser [205] measured the outwash flow field of a hovering Boeing CH-47D helicopter with an
array of eight ultrasonic anemometers installed on a remote-controlled cart, focusing on the
identification of hazardous regions for approaching ground personnel.

A very common technique for flow diagnostics is to optically track the motion of tracer
particles (“seeding”) added to the flow. For example, Wong and Tanner [236] demonstrated a
photogrammetric reconstruction of the dust cloud developing during the landing approach
of an Sikorsky EH-60L in brownout conditions, adding colored chalk to the natural dust

*The Federal Aviation Administration defines IGE for a main rotor hub height of one rotor diameter and
below [79]. However, this definition is somewhat arbitrary, and experiments with multiple helicopters showed
that a reduction of the engine power can be measured up to at least two diameters above ground [97].
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in a desert environment. A similar approach by Sugiura et al. [212] analyzed the wake
development of an Airbus EC145 helicopter in IGE forward flight by means of smoke vi-
sualization. The results were combined to ultrasonic anemometer data and compared to
numerical simulations. Artificial smoke was also used by Kutz et al. [125] to track the blade
tip vortices of a Hughes 300C hovering in ground effect. An extensive study by Teagar et
al. [216] used on-board smoke generators on five different helicopters with maximum takeoff
masses between 3500 kg and 31 500 kg, visualizing the far-field wake vortices developing in
OGE forward flight. The smoke trails were analyzed both qualitatively, via photographs as
in Fig. 2.13, and quantitatively, via ground-based long-range laser doppler velocimetry. The
report analyzes the hazards of wake vortex encounters and suggests separation distances for
following aircraft.

UH-60A helicopter

Far-field
wake vortices

Figure 2.13: Wake visualization of a UH-60A helicopter in forward flight, adapted from
Teagar et al. [216].

A quantitative evaluation of seeding patterns is also the basis of particle image velocimetry
(PIV). The application of PIV to full-scale helicopters was pioneered by Raffel et al. [169], and
later refined by Kindler et al. [117] and Schwarz et al. [27]. The three studies concentrated
on the development and structure of blade tip vortices, and the valuable and high-quality
PIV data came at the cost of a large experimental effort and comparably small measurement
areas.

An effective and efficient measurement technique for blade tip vortices is the background
oriented schlieren-technique (BOS). BOS visualizes inhomogeneities in the air’s optical
refractive index, resulting from density gradients within the vortex core via the Gladstone-
Dale relation, by means of apparent distortions of a background pattern. The method was
developed and applied to free-flying helicopters by Raffel et al. [170] and Richard and
Raffel [175]. Since then, several extensions and improvements have been proposed for
full-scale helicopter aerodynamics, including

¢ the use of cameras with color image sensors and adapted evaluation algorithms to
increase the measurement resolution and precision, see Leopold [134],

¢ in-flight OGE measurements using natural background structures and on-board cam-
eras or chase aircraft, see Kindler et al. [116] or Bauknecht et al. [42, 44],

¢ the application of high-speed camera systems and retro-reflective artificial backgrounds
for time-resolved measurements, see Schwarz et al. [27],
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¢ and a 3D reconstruction of the vortex system using the projections in multiple directions,
see Bauknecht et al. [10].

In addition to helicopter aerodynamics, BOS has made its way into other aerospace
applications, such as visualizing the shock system in supersonic flight [99], or jet engine
diagnostics via an analysis of the thrust flow [96].

The following section summarizes important key aspects of an IGE measurement cam-
paign conducted in 2019 with DLR’s research rotorcraft, the MBB/Eurocopter Bo105 and the
Airbus EC135, at the apron of the Braunschweig regional airport. Important specifications of
both helicopters, which will also be used in the DIT flight tests in Sec. 3.6, are given in Tab. 2.2.
Wake velocities are normalized with the hover-induced velocity, V}, = Vy,,\/Cr/2, which was
estimated assuming that the rotor thrust equals the helicopters’ gross weight. The weight
was interpolated via the known fuel loads at take-off and landing. The focus will be set on
the performance of the schlieren imaging system, and on the visualization of blade-vortex
interactions in forward flight, which may play a role in the boundary layer transition process.
Additional details unrelated to the current work can be found in Wolf et al. [1].

rotorcraft EC135 Bo105

main rotor radius, R, m 5.10 491

rotor frequency, f, rad/s 27 -6.58 2m-7.07

number of rotor blades 4 4

airfoil DMH3/4  NACA 23012
chord length, m 0.288 0.270

blade tip planform parabolic ~ square

blade twist, °/R -10 -8

gross mass, kg 2760-2910  2070-2230

hover-ind. vel., V}, m/s  11.8-12.1 10.6-11.1

Table 2.2: Specifications of DLR’s test rotorcraft, see also Refs. [112, 228].

Figure 2.14(a) shows the EC135 hovering in the test region, and the details in the lower part
illustrate the three measurement techniques applied in this study. The helicopter’s position
is acquired by stereo pattern recognition (SPR) using fiducial markers on the fuselage. The
SPR principle is the same as described in Sec. 2.3.1, and the stereo camera system tracks
the helicopter’s position and attitude angles in a viewing field sized 10m x 10m with a
frequency of 10 Hz. An array of up to 17 fiber film velocity probes of type “TSI 1201” was set
up in front of the helicopter. The probes operate after the principle of constant temperature
anemometry (CTA). Each probe features a platinum film sensor wrapped around a quartz
cylinder, with a diameter of 50.8 um, and a sensing width of 1.27 mm. The sensor surface is
resistively heated to approximately 560 K, and the required electrical power is related to the
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convective heat transfer and, thus, the flow velocity. The sensors were set up to measure the
instantaneous velocity value in the x, y-plane, V =vu? + v2, with a frequency limit of 10 kHz.
Additional technical details, such as the sensor calibration or the compensation of ambient
temperature drift, are described in Ref. [1]. It is noted that CTA fiber films are similar to the
better-known but much thinner hot wires. In comparison, the film sensors are less sensitive
to particle impacts in contaminated flows, with no sensor defects occurring over a two-week
test campaign.
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(a) EC135 and measurement techniques. (b) Top-down sketch of the setup.

Figure 2.14: Experimental setup of the rotor wake study, Wolf et al. [1].

The third measurement technique used a high-speed BOS system to visualize density
objects within the rotor wake, particularly the blade tip vortices. Two cameras of type
“Phantom VEO 640” were mounted side-by-side, pointing through the rotor wake at an
artificial background with a random dot pattern affixed to a hangar wall on the opposite side
of the test section in a distance of about 54 m, also see the top-down sketch in Fig. 2.14(b).
Images with a size of 2560 x 1600 pixel per camera were acquired at 420 Hz. The exposure
time of 50 ps is about 11.5 times larger than the SPR blade deformation exposure in Sec 2.3.1,
which is acceptable since flow structures within the wake move slower than the rotor blades.
Apparent x- and y-shifts of the background pattern caused by schlieren were detected by
cross-correlating a measurement image to an undisturbed reference image using the PIV
software “LaVision DaVis 8.4”. An iterative multipass approach resulted in a final grid
spacing of 3.4 mm at the helicopter reference position. A high resolution was possible since
the background pattern was specifically adapted to the viewing geometry. The dots are
tightly spaced and have a diameter of 3 —4 pixel in the camera images, as required by the
correlation algorithm. The pattern was printed on a retro-reflective carrier foil illuminated by
LED spots to increase the contrast and, thus, to minimize random correlation errors defining
the schlieren detection limit.

Instantaneous BOS samples for the EC135 and Bo105 in hover conditions are shown in
Figs. 2.15(a) and 2.15(b). The rotor hub heights normalized with the rotor radius are similar
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in both samples, h = 0.78 and h = 0.83. The fields of view from both cameras are slightly
overlapping, with a vertical orientation of the upper camera and a horizontal orientation
of the lower camera. The combination yields an “L”-shaped measurement region designed
to follow the curved trajectory of the tip vortices. The background displacement data after
cross-correlation relates to the integral of the spatial density gradients, dp/0x and 0p/dy,
along the lines of sight. The blade tip vortices have a density minimum in the center, with
the steepest density gradients located in a distance of about 0.7 core radii to the center (see
Braukmann et al. [12] for further discussions). Hence, the divergence operator is applied to
the 2D displacement field. The result represents the Laplace-transformed density field,

%p 8%

V- (Vp)= — +—, 22
(VO =5 * o (2.2)

which is shown in Fig. 2.15 in arbitrary units. Local minima of this scalar quantity mark the
vortex center region, as seen by black filaments. Both BOS results were chosen so that one of
the rotor blades points in forward direction. The blade is trailed by a tip vortex with a wake
age of 0° right after its formation, labeled as “I”. The vortex of each blade passage convects
downstream along the wake’s slipstream boundary, resulting in local wake ages of about
90°,180°,270°,... (ILIII,IV,...) in the BOS field of view due to the four-bladed rotors. Due to
the cameras looking slightly upwards, and due to the rotors turning counterclockwise when
viewed from above, the upper branch of each vortex lobe belongs to the advancing side of
the rotor plane.

The EC135’s wake, Fig. 2.15(a), maintains an almost equidistant tip vortex spacing, but
the tip vortices develop individual instabilities as seen by increasing wave-like deflections of
the vortex core. The maximum detectable wage age in instantaneous BOS samples is between
about 450° (VI) and 540°, before break-down effects reduce the tip vortex strength below the
BOS detection limit.

The Bo105 hover sample, Fig. 2.15(b), is qualitatively similar to the EC135 result. This was
expected since the helicopter characteristics are similar, for example, in terms of total mass
and number of rotor blades. However, the Bo105 tip vortices were predominantly affected by
cooperative instabilities, which is revealed in a high-speed BOS time series. The details on the
right side of Fig. 2.15(b) show the “vortex pairing” or “leapfrogging” of vortices IV and V over
a quarter revolution, Af=35.7 ms. Vortex pairing was found on smaller-scaled rotors before.
The mechanism is relevant for both helicopters and wind turbines, and was investigated in
laboratory experiments by Bolnot et al. [52]. Small irregularities of the initial vortex spacing
are amplified until pairs of vortices start an orbital motion around each other, which may
lead to a reversed order, merging, or break-down. In the current case, the systematic vortex
pairing of the Bo105 helicopter is assumed to originate from an imperfect blade tracking,
which is supported by the helicopters” maintenance protocols.

The CTA velocity signals provide further details regarding the role of tip vortices in the
wake flow. Figure 2.16 shows three selected CTA velocity spectra calculated from the same
hover test points as in Fig. 2.15, accounting for a large time interval of 60s. All sensors
are located within the rotor wake, and at y/R=0.3 or below. The spectra show a very flat
and broad-banded distribution, which almost perfectly matches Kolmogorov’s well-known
-5/3-law (- -) for frequencies between about 5 Hz and 5000 Hz, indicating well-developed
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Figure 2.15: Instantaneous BOS visualizations of the rotor wake in hover [1], the tip vortices
are labeled (LILIIL...) according to the wake ages of (0°,90°,180°...) [1].

turbulence. It was checked that all values are above the CTA system’s noise floor, which is at
about 10719 1/Hz in the shown normalized unit.

One of the Bo105-signals (—) in Fig. 2.16 was chosen due to its location in the wake’s
slipstream boundary, along the projected path of the tip vortices. Even though the tip vortex-
pairs dissolve below the BOS detection limit before reaching the CTA sensors, their remnants
can still be tracked further downstream by means of a spectral peak with a 2/rev-periodicity.
In contrast, the corresponding EC135-signal in the wake’s slipstream (—) is very similar, but
the tip vortex-related peak is at a 4/rev-periodicity indicating the passage of individual tip
vortices of the four-bladed main rotor. The third signal (—) is located within the Bo105 wake
flow and inboard of the slipstream boundary. The overall spectral content is similar to the
other two signals, including the correspondence to the Kolmogorov-law, but it lacks distinct
spectral peaks connected to the passage of tip-vortex structures.

Additional insight into the spectral 2/rev-peak within the slipstream boundary of the
hovering Bo105 is given in Fig. 2.17. The figure shows two segments of the raw velocity
signal (—), each sample covering two rotor revolutions (At=0.28s). The 2/rev-periodicity is
clearly visible in the left sample 1, with four individual wave packages corresponding to the
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Figure 2.16: Fiber-film velocity spectra for the EC135 and Bo105 hover test cases in Fig. 2.15.

extrapolated trajectories of tip vortex-pairs seen in the synchronized BOS sequence. During
each passage, both velocity levels and velocity fluctuations are increased. The two other
signals in Fig. 2.17 correspond to additional CTA sensors staggered in rotor-circumferential
direction, Az/R=0.007 (—) and Az/R=0.126 (—). The coherence of the three sensor signals
underlines the circumferential alignment of the tip vortex-structures. Since the hovering
helicopter’s position, the slipstream boundary, and the vortex pairing are not perfectly
stationary, the phenomenon is not continuously observed at a fixed CTA position. This is
shown by the right sample 2, which was taken by the same sensors within the same test run.

Additional CTA evaluations, including a discussion of time-averaged velocity profiles, the
cross-spectral coherence at multiple sensor locations, and an analysis of the wind influence in
hover test cases can be found in Ref. [1].

Bo105, slipstream boundary
— Az/R =0.007
— Az/R=0.126
2.5 Wave packages Sample 2
A/ TS

0 0.25 05 075 1 125 15 175 20 025 05 0.75 1 125 15 175 2
Main rotor revolution Main rotor revolution

Figure 2.17: Samples of the CTA velocity signal in the Bo105 slipstream boundary for hover
conditions, y/R=0.3, corresponding to the spectral density (—) shown in Fig. 2.15.

Level flight test cases were conducted with forward velocities, Vy, between 3m/s and
11m/s. Both rotorcraft were piloted manually according to target velocities and ground
clearances, and each run was assessed in a posteriori analyses of the SPR trajectory data. The
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helicopters traverse the static measurement region quickly, but the high image rate of the BOS
system allows the collection of sufficient data. Examples are given in the schlieren overviews
in Fig. 2.18, which were compiled by merging ten individual, successive BOS images with
the same azimuth angle of the main rotor. The result shows the interleaving helices of the
main rotor tip vortices, along with the tail rotor tip vortices in case of the Bo105, and the
engines’ exhaust plumes. The helicopter structures block the background pattern, yielding
a random but non-zero noise signal when correlated with the reference image. Due to the
small interrogation windows and grid size, this effectively masks even fine structural details
such as the skid struts or antennas without further post-processing.

Figure 2.18: Contrast-enhanced BOS image compilations of the EC135 (top, h = 0.87,
Vx=9.1m/s) and Bo105 (bottom, h=0.89, Vyx=5.1m/s) in edgewise flight [1].

The transition from hover into forward flight changes the layout of the main rotor wake
and introduces a wake skew angle. The presence of a ground surface for IGE conditions adds
further complexity depending on the normalized advance ratio, 1* =V /V},. Figure 2.19 (left
column) sketches four different wake layouts as defined by Sheridan and Wiesner [203] or
Curtiss et al. [69].

Small advance ratios result in a hover-like radial outwash, p* < 0.4 in Fig. 2.19(a). A
large-scale recirculation area emerges ahead of the helicopter for increasing forward flight
velocities. Its center can be either in front of the rotor plane, “recirculation” for 0.4 <p* <0.7
in Fig. 2.19(b), or beneath the rotor plane, “ground vortex” for 0.7 < * <0.9 in Fig. 2.19(c).
The momentum fluxes associated with these flow patterns are assumed to cause sediment
pick-up in brownout conditions, also see the model- and full-scale investigations by Schwarz
etal. [195, 27]. The ground vortex disappears for ;*>0.9, see Fig. 2.19(d), and is replaced by a
flow field similar to OGE forward flight, indicating a reduced influence of the ground surface
on the flow pattern ahead of the helicopter.

The different flow regimes agree with the CTA velocity levels, as shown in the right
column of Fig. 2.19 for the Bo105. The rotor hub height is between / = 0.96 and h = 1.02
for all cases, slightly adding ground clearance in comparison to the hover tests for safety
considerations. Each case comprises the signals of seven fiber film-sensors (—), placed in a
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Figure 2.19: Layout of the IGE rotor wake as function of the normalized advance ratio after
Sheridan and Wieser [203] (left column), and velocity signal & = 0.19 above ground, CTA
sensor data adapted from Wolf et al. [1] (right column).

horizontal line along the flight path at y=0.19 R above ground. The signals were time-shifted
so that t =0 is when the rotor hub passes each sensor. The average of all sensors (—) was
additionally filtered with a sliding average window sized At=0.5s.

The hover-like case, ;1*=0.27 in Fig. 2.19(a), results in a radial outwash profile ahead and
behind of the helicopter. The entire velocity footprint is larger than the shown time interval
and gradually trails of after about 15s. The fluctuation level is high in comparison to the other
cases, and there is a small velocity overshoot ahead of the rotor. The fuselage then shields the
CTA sensors from the wake at -1 s<t<1s, resulting in a low-velocity plateau. The formation
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of a recirculation vortex is noted at x* =0.55 in Fig. 2.19(b) by means of a distinct velocity
peak of V/V;~1.5 at t=-0.87s. Considering the helicopter’s flight velocity of Vy=6.04m/s,
this peak is 1.07 R ahead of the hub and, hence, slightly outside the rotor plane. The flow for
p*=0.80 in Fig. 2.19(c) is qualitatively similar to ;* =0.55 but squeezed into a shorter time
frame. The velocity peak of V/V},~1.75 is now at t=—0.28 s. This is 0.49 R ahead of the hub
when considering the flight velocity of Vy=8.65m/s, indicating that the ground vortex is
indeed under the rotor plane. The highest flight speed, 1*=1.19 in Fig. 2.19(d), significantly
alters the CTA footprint by means of lower average velocities, lower fluctuation levels, and
the absence of a large-scale recirculation area in front of the helicopter. The rotor wake hits
the sensors at about =0.1s, as seen by a sudden increase of the velocity fluctuations. This
means that due to the wake skew, the rotor flow reaches the sensor positions slightly after the
hub has passed. The flow is accelerated ahead of the wake boundary and with low velocity
fluctuations, —-1s<t <0.1s, due to entrainment effects, which is a unique feature of this flight
state. The shown CTA results were repeated in multiple test runs with good agreement [1].

¥R 07 08 09 1 vR0O7 08 09 1 xRO07 08 09 1

Figure 2.20: BOS visualizations in the frontal part of the rotor plane, blade-vortex interactions
depending on the normalized advance ratio, adapted from Wolf et al. [1].
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The different wake flow layouts affect the velocity distribution in the rotor plane. Edge-
wise OGE flight is covered by inflow models, for example see Chen [62]. A cosine term in
longitudinal direction predicts an upwash component over the bow, at a azimuth angle of
U =180°. Depending on the wake skew and the advance ratio, this upwash term can be large
enough that the flow direction in the tip area is reversed and points bottom to top. For IGE,
the flow field of the ground vortex further intensifies the upwash effect, also see the sketch on
the left side of Fig. 2.19(c). The altered velocity distribution in the tip area affects the trajectory
of the blade tip vortices, as shown in Fig. 2.20 via BOS details for normalized advance ratios
between p* =0.27 and p* =1.19. It is noted that four of the six p*-values correspond to the
CTA results shown in the preceding Fig. 2.19.

For a small advance ratio of ;* =0.27, see Figure 2.20(a), the wake system is hover-like with
a detectable vortex age up to 360° at label V, but the helicopter’s forward motion increases
the wake skew. In particular, the tip vortex II at an age of 90° is closer to the rotor plane but
further inboard in comparison to the hover results, see Fig. 2.15(b). This trend intensifies
when increasing p* to 0.55, see Fig. 2.20(b). Vortex Il now almost touches the rotor plane, and
the beginning blade-vortex interaction (BVI) leads to faster breakdown of the subsequent
vortex system. Vortex III is already dissipated, but some scattered and incoherent vortex
tilaments are visible at an age of about 270°, label IV. The blade exactly hits the preceding tip
vortex when p*=0.71, as shown in Fig. 2.20(c), and the advancing-sided (upper) branch of
vortex filament II was erased due to BVI. A further increase of the forward velocity and the
connected upwash velocity lifts the tip vortex sheet above the rotor plane, see Figs. 2.20(d)
to 2.20(f). At p*=1.02, vortex II is above the rotor plane and the rotor blade hits the vortex
filament IIT at an age of 180°. At p* =1.19, both vortices II and III are located above the
rotor plane. Even though BVI is not visible in this image, an analysis of the schlieren image
time series shows that the small miss distance between rotor blades and tip vortices induces
disturbances, which cause vortex III to dissolve shortly after the shown time instant.

Similar BVI flow patterns were also found in frontal part of the EC135 rotor plane. Addi-
tionally in the range of 0.2<u* <0.7, a tip vortex-vortex interaction was found close to the
Bo105 tail rotor, as shown in Fig. 2.21. The retreating (lower) branch of the main rotor vortex
interacts with the upper branch of the tail rotor vortex creating a double-helix “corkscrew”
pattern, and both co-rotating vortices merge for several milliseconds. This phenomenon is
not seen at the EC135 due to the shrouded “Fenestron” tail rotor.

As concluding remarks, the current wake study demonstrates the suitability of BOS to
gain detailed insight into full-scale free-flying rotor aerodynamics. Recent optimizations of
the method itself, and improvements in high-speed imaging enabled the first systematic BVI
study via BOS in forward flight. However, the ground-based camera system limited the test
cases to IGE conditions and slow flight velocities. For example, BVI events in fast forward
flight are expected in the rearward part of the rotor plane rather than in the frontal part.
BVI has also been reported in BOS studies with natural backgrounds and airborne camera
systems by Bauknecht et al. [42—44], but the results must be seen as individual “snapshots”.
This suggests further developments and improvements of airborne measurement techniques,
with NASA’s recent BOS systems for supersonic fixed-wing aircraft [99] being a step in this
direction.
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Figure 2.21: BOS time series showing a Bo105 vortex-vortex interaction, p* =0.43, see Ref. [1]
for a detailed characterization of this process.

2.3.3 Dynamic stall measurements

The differences between the advancing and retreating sides of a trimmed rotor in edgewise
flight, and the resulting periodic changes of the blade inflow conditions, not only affect the
boundary layer transition. High local angles of attack can trigger dynamic stall, particularly
for a highly loaded rotor. An example is given by the surface pressure analysis of a rotor
blade, shown in Fig. 2.5, illustrating both laminar-turbulent BL transition and dynamic stall
during a single revolution.

Early studies on 2D pitching airfoils in dynamic stall conditions, for example by McCroskey
et al. [146], indicate a large hysteresis between up- and downstroke, a lift overshoot beyond
static stall limits, and a strong nose-down pitching moment peak. The two latter aspects are
connected to large-scale coherent dynamic stall vortices dominating the early stages of flow
separation. A summary of the vast number of numerical or experimental work conducted
over the last decades, including contributions by DLR'’s helicopter aerodynamics group [16,
88, 20, 21, 25,178, 198, 3, 6, 7], is far beyond the scope of the current work. An extensive
topical review was provided by Smith et al. [207, 208] in the framework of the 2019 dynamic
stall workshop at the Georgia Institute of Technology.

Flight test data for dynamic stall conditions is very scarce. This not only results from a
difficult integration of measurement systems, such as pressure transducers, strain gauges, or
accelerometers, but also from the fact that dynamic stall should be avoided in the helicopter’s
flight envelope, particularly due to high pitch link loads. However, the laboratory rotor tests
in Sec. 3.7 will show that differential infrared thermography (DIT) can be modified to detect
dynamic stall on rotors, as a by-product of BL transition experiments.

Extensive research was conducted within the “UH-60A Airloads Program” at NASA
Ames Research Center. An instrumented blade of the test helicopter, see Fig. 2.22, was
equipped with 242 pressure transducers allowing to calculate the lift and pitching moment
at nine radial stations. The research topics covered an analysis of the dynamic stall process
as reported by Bousman [54]. Figure 2.23 shows dynamic stall-maps of the rotor plane for
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two different flight states, indicating areas of separated flow in red coloring. The separation
spreads from the retreating side with increasing load factor, n, and increasing advance ratio,
i = Vx/ V. Note that the pattern is complex and consists of multiple separated areas,
partly also on the advancing side in Fig. 2.23(b). The NASA tests were later revisited by
Chaderjian [60], who evaluated the complex 3D flow field around the rotor blades with a
high-fidelity coupled CFD/CSD simulation. Chaderjian suggests that the dynamic stall is
partly triggered by local blade-wake or blade-vortex interactions (BVI), which agrees with
other recent numerical studies.

Figure 2.22: Test helicopter of the UH-60A Airloads Program flying with an instrumented
rotor blade, note the telemetry system on top of the rotor hub, Ref. [123].
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Figure 2.23: UH-60A dynamic stall maps indicating separated flow for different load factors,
n, and advance ratios, j1, reproduced with data from Bousman [54].

A similar CFD/CSD simulation was also conducted by Letzgus et al. [135], who investi-
gated a highly-loaded, high-speed turn flight of the Airbus Bluecopter = demonstrator (see
Fig. 2.7) equipped with an innovative five-bladed main rotor. The numerical predictions
during dynamic stall were successfully compared to the pitch link loads acquired during a
flight test campaign.
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3 Boundary layer measurements by differ-
ential infrared thermography (DIT)

3.1 Principle of DIT and method development

The basic idea of the differential infrared thermography was developed and validated during
investigations of two-dimensional pitching airfoils, conducted in the subsonic “one-meter
wind tunnel Goéttingen” (IMG). This approach is cost-efficient and allows the study of relevant
fundamental effects while partly neglecting difficulties of later large-scale rotor tests, such as
the fast relative motion between the blade surfaces and the IR camera. Similar test campaigns
were conducted by Raffel and Merz [167], Gardner et al. [20], and Wolf et al. [4]. The latter
publication serves as a basis for the following sections, and the corresponding experimental
setup can be taken as a blueprint for wind tunnel test measurements applying IR techniques.

3.1.1 Test setup for airfoil measurements in the IMG

An instrumented wind-tunnel model [34, 35] with the “DSA-9A” helicopter airfoil geometry,
see Fig. 3.1, was installed into the open test section of the closed-return one-meter wind
tunnel Gottingen (IMG), see Figs. 3.2 and 3.3.

T T D Taps

0 01 02 03 04 05 06 07 08 09 1

x/c
Figure 3.1: DSA-9A airfoil geometry and pressure tap distribution, adapted from Ref. [35].

The airfoil has a chord length of c=0.3 m, a maximum relative thickness of 9%, and a span
of 0.997 m. The surface is made from carbon fiber reinforced plastic (CFRP). The model was
equipped with end plates to improve the two-dimensionality of the flow. The freestream
velocity was set to Voo =50m/s (M=0.14, Re=1.0 - 106). The IMG’s freestream turbulence
level at this Vi is in the range between 0.15% and 0.20%. An electric actuation mechanism
developed in Ref. [25] rotates the airfoil around its quarter chord to adjust the pitch angle for
static tests, or to enable pitch oscillation for dynamic tests. In the latter case, the time-varying
pitch angle is given by

oty =a—a-cos (2m tf) . (3.1)
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Figure 3.2: One-meter wind tunnel Gottingen (IMG) after its refurbishment in 2014/15,
configured with an open test section.
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Figure 3.3: Picture of the setup in the wind tunnel’s open test section.

It is noted that the pitch angle, ¢, is defined as the chord’s geometric angle of attack.
The aerodynamic angle of attack will differ due to wind tunnel wall effects, which were not
determined quantitatively. By definition, the minimum « is at phases of tf =0 and #f =1,
whereas the maximum « is at {f = 0.5. The notation will be abbreviated in the following
sections. For example, “a=4° £ 7°” refers to a pitch motion with a mean of @=4° and an
amplitude of @=7°. A summary of the parameter range considered in this study is given in
Tab. 3.1. The geometric blockage of the open test section is between 4% and 9% depending
on the airfoil’s pitch angle.

The airfoil was equipped with 50 Kulite® pressure transducers whose tap positions were
optimized with a view to the lift coefficient discretization error [35], see the red markers (¢)
in Fig. 3.1. The signals of the pressure transducers were acquired through a data recorder
at a sample rate of 200 kHz. For each test condition the pressure data was recorded for 10s
(static cases) or 50's (dynamic cases). The airfoil’s geometric angle of attack as measured
by laser triangulators and the status signals of the infrared system were stored simultane-
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parameter unit value or range

freestream Mach number, M, - 0.14

chord-based Reynolds number, Re - ~1.0-108

mean pitch angle, & deg static:—4 . ..12.5, dynamic: 4

pitch amplitude, & deg 1,2,3,4,5,6,7,8

pitch frequency;, f Hz 0.25,05,1,2,4,8

reduced frequency, k = 7fc/ Vo - 0.005,0.009, 0.019,0.038,0.075,0.151
number of IR images per test point - static: 1000, dynamic: 5000

surface heating Ty — T K static: ~5—6, dynamic: ~10-12

Table 3.1: Variation of IMG experimental parameters, default values printed in bold letters.

ously to synchronize the different measurement systems. The high-speed infrared camera
FLIR® SC7750-L [82], see Fig. 3.4, features a Cadmium-Mercury-Telluride (MCT) sensor
with a spectral range between 8.0 pm and 9.4 um (“long-wave infrared”, LWIR) and a size of
640x512 pixel. The thermal sensitivity is limited by a noise-equivalent temperature difference
of 30 mK [82]. The camera was mounted 2 m above the airfoil, see Fig. 3.5, using a lens with a
focal length of 50 mm and an aperture of f4=2.0. The area around the camera was covered
with black cloth to prevent reflections on the airfoil’s surface. The image integration time
was set to 190 us, which is small enough to freeze the airfoil’s motion for the studied pitch
parameters. The odd image acquisition frequency of the IR camera, 99.98 Hz, is slightly
de-tuned to integral multiples of the airfoil’s pitching frequencies. The infrared images are
therefore not phase-locked but slowly sweep through the airfoil’s pitch cycle. Assuring that a
sufficient number of pitch cycles per test point is recorded and that cycle-to-cycle differences
are negligible, this results in a high resolution of the pitch phase with Atf =2-107%, and
allows for a systematic study of the influence of the DIT image separation distance.

Spotlight High-speed

infrared camera

Non-reflective
background

Vo T. . T=T.+5.12K
> \LN
o Airfoil

Figure 3.4: FLIR® SC7750-L Figure 3.5: Sketch of the wind tunnel setup, not to scale.
high-speed IR camera [82].

The image sensor was calibrated after each camera start-up with a two-point non-
uniformity correction to remove random pixel-to-pixel detuning, which is particularly ad-
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visable for MCT sensors. Therefore, hollow hemispheres with a dull black coating and two
different temperatures, T~293 K and T~323 K, were placed in front of the lens to simulate
unidirectional black-body radiation. As a result, the camera measures surface temperatures in
the arbitrary and camera-dependent unit “counts”. A conversion into absolute temperature
readings requires an additional calibration of the specific emissivity of the airfoil surface, and
regular zero-offset drift corrections. Since the current evaluation methods do not depend on
absolute temperatures, this conversion was disregarded to reduce experimental effort.

Tests showed that the relation between the measured camera signal and the temperature
of the hollow hemispheres is almost perfectly linear in the relevant range, with a sensitivity
of about 10 mK/count, see Fig. 3.6 (left). This result is important in the light of the Stefan-
Boltzmann law, which predicts that the radiated power of a black body scales with the
fourth power of its temperature. Furthermore, a flat CFRP plate similar to the DSA-9A
airfoil’s surface was viewed from multiple angles, and the average temperature signal in
a rectangular region (50 x 100 pixel) of the image was acquired, see Fig. 3.6 (right). The
measured temperature is constant within £1 counts if the angle between the viewing axis
and the surface normal is within +60°. More oblique angles result in apparent temperature
deviations, probably caused by an increasing reflection of the surrounding background,
which is warmer in the shown case. A smaller deviation is also caused by diffuse reflections
of the IR lens itself if the viewing axis is collinear with the face normal, which can be avoided
during the experimental setup. In summary, the following sections treat the camera signal in
the unit “counts” as a synonym for the “true” surface temperature.
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Figure 3.6: IR camera test, linear calibration curve (left), and angular sensitivity of the
measured temperature signal of a constant-temperature CFRP surface (right).

A spotlight with a power output of up to 1500 W was mounted next to the infrared
camera. The radiative heat flux was measured with a power meter and is roughly 1500 W/ m?
over 0 < x/c < 0.5 reducing to 420 W/m? at the trailing edge. This results in a temperature
difference of 10K to 12 K between the airfoil’s upper surface and the freestream temperature
for dynamic test cases. In constant-pitch test cases the electrical power supply to the spotlight
was reduced, yielding a temperature difference between 5K and 6 K.

An instantaneous IR image for a static test case with a =1.5° is shown in Fig. 3.7, the
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flow direction is from left to right. The infrared intensity of the airfoil’s surface is in the
range of 9.000 to 10.000 counts. Both leading and trailing edges can be identified as vertical
lines against the dark background. An automated detection of the edges is used to map the
chordwise coordinate x in instantaneous images. The transition region is marked by the blue
rectangle, in which the intensity gradually decreases due to the increasing convective heat
transfer in the turbulent boundary layer. The transition is slightly closer to the leading edge
in three small spanwise regions marked by orange triangles, this results from an increased
surface roughness due to pressure taps (central region) or silver-paint fiducial markers
(upper/lower region). The area used for DIT evaluation is marked by red horizontal lines,
it covers 70 pixel (about 0.037 m) in the spanwise direction. The transition was found to
be two-dimensional in this area, and the infrared signal will later be averaged along this
direction to reduce the camera noise.

Transition region  DIT region Fiducial marker

counts
9800

9600

9400

9200

A A
Leading edge  Pressure taps Trailing edge

Figure 3.7: Infrared image for a static test case, «=1.5°.

3.1.2 Static pitch and comparison to standard infrared thermography

Static-pitch test cases serve as a reference for the unsteady cases and demonstrate both the
general idea of DIT and its validity under steady conditions. It is expected that the surface
temperature Ty, of the heated airfoil is predominantly governed by the forced convective
heat transfer within the boundary layer. The Reynolds analogy establishes a relation between
the skin friction coefficient, Cf, and the convective heat flux at the surface-to-fluid boundary,
Jeonv- The analogy states, see Truckenbrodt [221]:

. 1
conv = ECf CP Poo VOO (TZU - TT’)/ (32)

with the fluid’s heat capacity, Cp, and density, po, and with the flow velocity, V. The
flux is driven by surface-to-fluid temperature difference, represented by the actual diabatic
temperature of the wall, Ty, minus the adiabatic recovery temperature of the flow, T,. The
latter temperature is close to the flow’s stagnation temperature but a weak function of the
state of the boundary layer, details will be given in Sec. 3.3.1. Assuming that in thermal
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equilibrium g..ny equals the constant incoming radiative heat flux of the spotlight, and that
other mechanisms of heat transfer have a minor influence, the local surface wall temperature
Tw is inversely proportional to C.

The coefficient Cy was estimated using viscous boundary-layer solutions provided by the
2D Euler solver “MSES” [74], since the skin friction could not be directly measured in the
current experiments. MSES predicts the BL transition using the enveloped eN-method. The
square symbols (M, M) in Fig. 3.8 (top) correspond to the measured distributions of the pressure
coefficient Cp for two different static angles of attack. The lift coefficient C; was determined
using the DLR in-house tool “cp2cl”, which performs a first-order direct integration along
the airfoil surface, accounting for the pressure taps shown in Fig. 3.1. This yields C; = 0.22
for a =4° and C; = 0.36 for o = 7°. The MSES solutions were calculated for the same C;-
values, see the solid lines (—,—) in Fig. 3.8 (top). They are in reasonable agreement with the
experimental results. It is noted that the corresponding MSES angles of attack are smaller
than the experimental values due to 3D- and wind-tunnel wall interference or blockage
effects.
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Figure 3.8: Pressure coefficient C, (top) and skin friction coefficient Cf (bottom, suction side
only) for two static angles of attack.

The boundary layer transition on the airfoil’s upper surface can be seen by the small kinks
in the pressure distribution, see the blue and green arrow markers, whereas the lower surface
is almost fully laminar. The MSES results for Cf are shown in Fig. 3.8 (bottom). The skin
friction coefficient generally decreases from leading edge to trailing edge, except for a sharp
increase in the transitional region between about 0.20 < x/c < 0.34, depending on «. The
Cy-distributions for a = 4° and « = 7° are very similar except for the upstream motion of the
transition. This illustrates the basic idea of DIT, see Refs. [167, 168], which assumes that the
transition motion is the dominant source of temperature changes in the infrared images.

The time- and spanwise-averaged surface temperature distribution as measured in the
DIT region for o = 4°, see Fig. 3.9, has an inverse trend to the corresponding Cy-distribution.
This underlines the applicability of Eq. 3.2. The temperature strongly increases in the laminar
region, x/c < 0.26, but then sharply drops in the transitional region, 0.26 < x/c < 0.34.
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3.1. Principle of DIT and method development

Further downstream the temperature is nearly constant up to about x/c = 0.5 and then slowly
decreases towards the trailing edge. The last part contrasts with the slightly decreasing Cy in
the fully turbulent boundary layer. This is caused by an inhomogeneous radiative heating,
and by an increasing heat conduction towards the lower side due to a decreasing thickness
of the airfoil. Nevertheless, the tangents in the laminar, transitional, and turbulent regime
can be determined, see the gray lines in Fig. 3.9. Using the method of Schiilein [193], the
intersections of these lines correspond to the start and end of the transition region, with
a 50% intermittency in its geometric center. For the current data this point is also in very
good agreement with the location of the steepest temperature gradient, 9T /0x. This agrees
with the criterion proposed by Ashill et al. [39], who additionally identify the peaks of the
temperature’s curvature, 02T /9x2, as start and end of the transition. The results are very
similar to Schiilein’s method. The procedure of static transition detection for an individual
pitch angle is termed “infrared thermography” (IRT) in the following.

9900 I / 50% intermittence 0.6
£ 9700 ' {04
S [ )
o I 0.2
~ 9500 I
1 0r
9300 | _laminar_! L turbulent
2 > 22—
0 0.1 02 03 04 0.5 0.6 0.7 0.8 09 1 2 0 2 4 6 8 10 12
x/c a, deg
Figure 3.9: Temperature distribution, « = 4°. Figure 3.10: Lift coefficient for static a.

Static polar data was acquired with a stepping of Aa=0.5°, and the resulting lift coefficient
C; is given in Fig. 3.10 as a function of the angle of attack a. Fig. 3.11 (top) shows four pairs of
temperature distributions between a=-2° and a=7.5° with the transition moving upstream
for an increasing angle of attack. Note that for o =-2.0° (—) and a =-1.5° (- -), an exact
localization of the transition region using IRT is somewhat ambiguous due to its large
streamwise extent and its proximity to the trailing edge.

The IRT results for the entire a-polar are shown in Fig. 3.12. The 50% intermittency
point is represented by a green line (—). Its motion towards the leading edge is fast in the
region of about -1° < o < 2.5% or 0.75 > x/c > 0.4. This results from the flat pressure
distribution and the small pressure gradients dCp/0x in this chordwise area, for example
see Fig. 3.8 (top). The blue symbols (M) in Fig. 3.12 correspond to the identified transition
locations as seen by the 0Cp-method, which evaluates the standard deviation of the dynamic
pressure transducers [87]. The method is based on a transition-induced change in the BL'’s
displacement thickness, which affects the pressure distribution. A more detailed description
is given in Sec. 3.2.2. The 0Cp-results are mostly within the IRT transition region (gray lines)
but slightly upstream of the 50% intermittency point, with a deviation between about 1% and
4% of the chord length.

Applying the idea of DIT to static data, the temperature difference AT of two measure-
ments with a separation of Aa=ap — a1 =0.5° is calculated, as shown in Fig. 3.11 (bottom).
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Figure 3.11: Intensity profiles (top) and DIT (bottom) for static pitch angles a.

The static data is assumed to be void of both aerodynamic and thermal hysteresis effects.
The distributions have negative peaks since «; is larger than «aq, that is, the larger heat
convection of the turbulent boundary layer moves towards the leading edge. Following the
argumentation of Richter et al. [35] and Gardner et al. [14], the peak position (V) relates to the
transition position, x4, at the average angle

_a1+a2

5 (3.3)

(07

This is verified in Fig. 3.12, in which the 50% intermittency position for IRT (—) and the
transition position for DIT () agree within 1% of the chord length. The negative DIT peak
value of AT is shown in Fig. 3.13 as a function of the angle of attack after Eq. 3.3 for the
static polar. The peak height is not analyzed quantitatively during DIT processing, but it
determines the signal-to-noise ratio of the peak position detection, which will be crucial in
later dynamic test cases.

For a linearization of steady-state DIT, it can be shown that the peak value of AT linearly
scales with distance covered by the transition motion, Ax,, and with the steepness of the
temperature distribution at the transition location, dT/0x|,,,. Consequently, DIT peaks
exceeding —200 counts are observed between a=-0.5° and «=2°, where the transition moves
quickly in the upstream direction. At larger angles of attack, a > 2°, the transition motion
is smaller and decreases towards the leading edge, which in combination with a slightly
increasing steepness of the temperature distribution results in an almost constant peak level
around AT =-100 counts. For a < -1° both the transition motion and the steepness of the
temperature distribution decrease, which yields a diminishing DIT peak signal towards the
trailing edge.

At this point, it is noted that the DIT method shares the basic idea of differential tem-
perature distributions with similar approaches developed independently. Calculating the
tare signal between “wind-on” and “wind-off” images is a well-known strategy to eliminate
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Figure 3.12: BL transition positions versus a for Figure 3.13: DIT peak height for static
IRT, 0Cyp, and DIT. tests, Ao = 0.5°.

non-aerodynamic surface inhomogeneities. Hoesslin et al. introduced the “temperature
decline thermography” (TDT), in which the thermal response of a surface after a heat pulse,
generated by a flashlamp or a laser, is investigated by means of the temporal temperature
gradient, AT /At. TDT was developed with a view to transition detection in turbomachinery
applications, and tested for steady inflow conditions on a NACA 0018 airfoil [104] and the
blades of a turbine rig [103] using custom borescope IR optics. The temperature decline
seen in an IR image time series is also used in a BL transition study by Boiko et al. [51], in
which the heat pulse is replaced by a pre-heated wing model tested in a low-turbulence wind
tunnel.

3.1.3 Introduction into unsteady test cases

A thermal equilibrium is hard to achieve during experiments in unsteady or even (quasi-)
steady aerodynamics. On the one hand, the wetted surface and the structure beneath require
large timespans for adapting to the instantaneous thermal environment. For example, Simon
et al. [206] discuss the frequency response of infrared transition measurements for several
surface materials and heat sources, with response times reported in the range of several
seconds to minutes. On the other hand, a temperature drift in the inflow conditions is
frequently observed, for example due to wind tunnel heating, or due to atmospheric changes
during free-flight tests.

When the aerodynamic or thermal unsteadiness is sufficiently slow compared to the
thermal responsiveness, steady-state evaluation methods can still be applied and yield
unambiguous results. This was shown by Szewczyk et al. [214], observing the BL transition
on a glider wing during a stall-and-recovery maneuver lasting about eight seconds. However,
rotor aerodynamics or short-term facilities such as shock tubes produce a much higher
unsteadiness, which is beyond the limits of steady-state evaluation.

A first example is given by the short-exposure IR image in Fig. 3.14, taken during a
joint NASA-DLR wind tunnel-experiment. It shows the blade tip’s suction side of a large
rotor operated in trimmed forward flight conditions, hence, the pitch angle undergoes
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cyclic oscillations. Detailed results of this experiment will be discussed in Sec. 3.5. The IR
camera is operated close to its signal-to-noise limit, but a clear split between dark and bright
areas implies a transition line at about 75% chord when applying steady-state ideas. This
impression is supported by several triangular-shaped structures indicating turbulent wedges
due to surface defects close to the leading edge. A closer analysis of the IR time series shows
that these structures were etched into the “thermal memory” of the surface during an earlier
stage of the pitch cycle. The DIT analysis shows that the actual transition position (- —)
is located much closer to the leading edge, underlining the need for advanced evaluation
methods.

Inflow ¢

Leading edge—nu—__
Instantaneous ———»
transition line (DIT)

Blade tip

Frozen footprints

Fiducial k
of older flow features tquctal markers

Figure 3.14: Blade tip of a large-scale rotor in the NASA Langley 14- by 22-Foot Subsonic
Tunnel in forward flight conditions, IR image adapted from Ref. [18].

The effects of unsteady inflow conditions on infrared BL transition measurements of a
wetted surface can be divided into three categories, see Tab. 3.2.

Inviscid effects: Inviscid aerodynamics in the external flow govern
the time-dependency between the inflow conditions and the surface
pressure distribution. For example considering pitch-oscillating airfoils,

© Theodorsen’s theory [217] predicts a hysteresis between the pitch angle
and the lift force due to differential velocities induced by shed vorticity in
the wake.
Viscous effects: The time-history of the boundary layer may introduce an
(i) additional lag (i.e., a decoupling) between an airfoil’s pressure distribution

and the boundary layer’s transition position. This effect was shown by
Richter et al. [34] for a pitching airfoil, and confirmed by Gardner et al. [15].

The thermal responsiveness, comprising the thermal diffusivity and the
(iii) specific heat, connects the boundary layer’s instantaneous convective heat
transfer with the surface temperature as acquired by an infrared camera.

Table 3.2: Time lag-effects of IR measurements under unsteady aerodynamic conditions.

The “true” aerodynamic transition position only includes effects (i) and (ii), whereas effect
(iii) is an error which must be eliminated or reduced by the infrared measurement technique.
Returning to the pitching-airfoil experiment, see Sec. 3.1.1, and the differential evaluation,
see Sec. 3.1.2, it will be shown that DIT is a possible strategy.

Fig. 3.15 shows the instantaneous temperature distributions at the minimum and maxi-
mum pitch angles for sinusoidal motions with «=4°+£3°, V5, =50m/s, and three different
reduced frequencies k=0.005,0.009,0.038 (0.25Hz, 0.5Hz, 2 Hz). Offsets were added to the
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graphs to improve the readability of the figure, with the frequency increasing towards the
top. For reference, also the static case k =0 is repeated from Fig. 3.11. It is noted that the
radiative heating was halved in the static case (see Table 3.1), which can be seen by a reduced
temperature gradient 0T /Ox in the area of the leading edge.

I I
a=1° sltat. tTans.l a=7°
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Figure 3.15: Intensity profiles for a=4° £ 3°, pitching frequencies k=0, 0.005, 0.009, 0.038.

In the expected region of the transition movement between both pitch angles, circa
x/c=0.22 to x/c=0.53 (dashed vertical lines), the temperatures for a =7° (—) differ from the
temperatures for a=1° (—). However even for the lowest frequency of k=0.005 (0.25 Hz) this
difference is much smaller than in the static case despite the higher heating. With increasing
frequency k the temperature differences further decrease, meaning that the temperature at
a given chordwise position approaches a constant level between the laminar and turbulent
temperatures due to the limited thermal responsiveness of the model surface. Therefore, the
instantaneous transition position and the overall temperature distribution are decoupled,
and steady-state transition detection methods relying on the spatial temperature gradient
(for example as shown in Fig. 3.9) fail. Nevertheless, Refs. [14, 167, 168, 35] prove that the
transition still results in meaningful temporal temperature gradients, which motivates the
application of DIT.

Fig. 3.16(a) (top) shows the instantaneous temperature profiles for the k=0.038-case (2 Hz)
at a=4°1 (—) and «=4.5°1 (- -) during the upstroke, but the difference is barely visible in
this scaling. Nevertheless, a subtraction reveals the negative DIT peak (¥) which is clearly
discernible against the background noise level, see Fig. 3.16(a) (bottom). The dynamic results
can be compared to the respective static data at the same pitch angles, see Fig. 3.16(b). In
static conditions, the temperature profiles are different and have a steeper gradient in the
transition region. This results in a much larger differential peak value, about 110 counts
versus 20 counts.

The next step evaluates a pitch motion with a=4° + 7°, in which the transition motion
covers large parts of the airfoil. Both the aerodynamic and thermal hysteresis are considerable
when choosing k=0.075 (4 Hz). Up to this point the DIT was always calculated for an angle
of attack-difference of Ao = 0.5°. This value cannot be kept constant for sinusoidal motions
since the pitching velocity varies as a function of the phase tf and approaches zero at the
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(a) Pitch oscillation, o = 4° 4+ 3°, k = 0.038. (b) Static, data repeated from Fig. 3.11.

Figure 3.16: Instantaneous temperature distributions (top) and DIT signal (bottom).

upper and lower reversal points. Therefore and in agreement with Refs. [167, 168, 35],
a constant phase difference was chosen for DIT processing. The current example uses a
separation of Atf =0.01 resulting in angle of attack-differences Aa with a maximum of 0.5°
(upstroke) and a minimum of -0.5° (downstroke). The 5000 infrared images of the test case
were sorted in ascending phase, and for each image pair with t and t+ At the DIT peak was
detected as shown in Fig. 3.16(a). It is noted that the peak is negative for a transition motion
towards the leading edge, and positive for a motion towards the trailing edge. The peak
search region was restricted to +0.25 chord lengths around the corresponding static transition
position, this choice includes hysteresis effects but removes some outliers.

Fig. 3.17 shows the raw DIT data versus the pitch phase tf as black dots (e), together with
the angle of attack scaled between 0 and 1 as a dashed line (- ). The transition position, x,
can be unambiguously identified during large parts of the up- and downstroke. Towards the
reversal points unreliable data is expected since the DIT separation A« and the transition
motion approach zero. This can be seen by means of moderate data scatter around tf =0.5, at
the upstream reversal of the transition motion. For ¢f <0.16 and tf >0.90, corresponding to the
downstream reversal, a large data scatter outweighs the valid DIT transition results. In this
area the decreasing DIT separation combines with the decreasing temperature differences
towards the trailing edge, which was already shown in the static data of Fig. 3.13, effectively
preventing the DIT evaluation.

The raw transition data was filtered using a similar approach as in Richter et al. [35]. The
data points were sorted in 100 equidistant bins along the phase tf, and the median of xy,
was calculated for each bin, see the red line (—) in Fig. 3.17. The standard deviation of the
bins represents the local magnitude of data scatter. This value can be taken as a criterion
to identify invalid data. An arbitrary threshold of 5% was used in the current case, which
excludes unreliable data at the lower pitch reversal from further evaluation.

In Fig. 3.18 the filtered DIT result (—) is plotted versus the angle of attack, «, revealing a
hysteresis between the up- and downstroke of the motion which is approximately symmetric
to the static transition position (—).
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Figure 3.17: DIT transition results versus phase tf, a =4° £ 7°, k = 0.075.

1 . . .
09 —bIT

0.8 - oC,
0.7 1 Static DIT

r upstroke
" 04t \f
0.3 downstrok

4 -2 0 2 4 6 & 10 12
Figure 3.18: Transition position xt, versus o, a =4° £ 7°, k = 0.075.

The oCp-procedure (M) has a smaller hysteresis. This indicates that DIT introduces a
measurement-related lag in addition to the aerodynamic hysteresis. A detailed analysis of
this effect will be presented in Sec. 3.1.5. On the average, the transition locations measured
by 0Cp are further upstream in comparison to DIT. This corresponds to the static results in
Fig. 3.12, and it is most probably caused by the surface disturbances of the pressure taps.

3.1.4 Compensation of temperature drift

The de-tuning of the camera acquisition frequency and pitching frequencies, see Sec. 3.1.1,
means that the DIT image separation can be chosen as integral multiples of the minimum
value Atf=2 - 1074, corresponding to 0.02% of the pitch cycle. On the downside, two images
with a small phase difference may have a large wall-clock time difference with multiple pitch
cycles in between. Cycle-to-cycle differences of the transition position are considered to be
small, but a temperature drift cannot be neglected. This is demonstrated for the test point of
the previous section, a=4° 4+ 7° at k=0.075. Fig. 3.19 shows the temperature drift as function
of the chordwise position x/c and the test time with a total duration of about 50 s. The drift
was determined using a temporal low-pass filter which applies a sliding average window
twice as large as the pitching period. By tendency, the area between x/c=0.1 and x/c=0.2
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cools down, whereas the area between x/c=0.3 and x/c=0.9 heats up. This non-uniform
evolution is unlikely to be caused by a drift of the freestream flow temperature or the heating
intensity. It is more likely that the surface of the airfoil was not in a thermal equilibrium at the
start of the test point, even though the pitch motion was turned on prior to the first infrared
image for about 20 s to 30 s required for a fine-tuning of the motion controller. A similar drift
is found in the majority of the current test points, indicating that it is a general problem, and
that the thermal inertia of the model surface is too large to wait for equilibrium under the
constraints of limited wind-tunnel time. A drift of 10 counts corresponds to approximately
0.5K over 50 of test time. Gardner et al. [14] suggest that roughly 10 min of waiting time
after setting the pitch motion would reduce this drift by a factor of 10.
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Figure 3.19: Sample drift of the airfoil’s infrared temperature signal.
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Figure 3.20: Example for DIT temperature compensation.

The temperature drift can be compensated through a subtraction of the low-pass filtered
signal. Fig. 3.20 shows the DIT differential temperature distribution at a phase of tf =0.47
(=10.9°1). The chosen phase separation Atf =0.01 of the two underlying infrared images is
small, but the wall-clock time separation is large, about 39 s. In the temperature-compensated
DIT (—) a single negative DIT peak at x/c=0.15 clearly marks the transition motion. In
the non-compensated DIT (—) the same transition peak is superimposed with a strong
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temperature drift. The DIT peak is distorted and hardly detectable by automated algorithms,
and its position is slightly biased. Therefore, DIT results discussed in the previous and next
sections are corrected for possible temperature drifts, without further notice.

3.1.5 Influence and optimization of DIT separation

The separation distance Atf between two temperature distributions processed by DIT has a
decisive influence on the quality of the results. It will be shown that smaller separations result
in smaller lags between the measured and the true transition positions, since the influence
of the airfoil’s thermal inertia is reduced. On the other hand, also the DIT peak height and
therefore the signal-to-noise ratio is reduced. The effects will be studied in more detail by
revisiting the reference test case of Sec. 3.1.3, a«=4° £ 7° at k=0.075.

Fig. 3.21 shows the unfiltered DIT results for the separations Atf = 0.005 (top, ) and
Atf =0.05 (bottom, e). The results are generally similar, but the smaller separation yields a
larger scatter. This can be explained by the corresponding AT peak heights shown in Fig. 3.22.
As expected from the larger convective heat transfer in the turbulent boundary layer, the
peaks have a negative sign (cooling) when the transition moves forward and a positive sign
(heating) when the transition moves backward. The larger separation (e) results in distinct
DIT peaks of up to about +50 counts, whereas the peaks of the smaller separation (e) are at
the edge of the noise limit, which is about 5 counts for the current infrared imaging setup.
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Figure 3.21: DIT transition results for o = 4° £ 7°, k = 0.075, DIT separations Atf = 0.005 (top)
and Atf = 0.05 (bottom).

Apart from the higher signal-to-noise ratio the DIT transition position of the large Atf, see
Fig. 3.21 (bottom), has three discontinuities which do not occur for the small Atf. Two voids
are formed during the up- and downstroke at about tf =0.21 and tf =0.86, the former region
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is shown in the black-framed detail. At this point the choice of Atf =0.05 results in a large
pitch difference of Aa=2.4° and a large transition motion Axy, of more than 0.3 chord lengths.
The corresponding differential temperature distribution is shown as the black line (—) in
Fig. 3.23. The DIT peak is not only very broad due to the large transition motion, but it begins
to split up into two separate peaks with a valley in between. This violates the single-peak
assumption of the DIT method. The detected peak positions randomly switch between both
double-peaks, forming a void in the result data between x4,/c=0.52 and x4 /c=0.53. It is
noted that the same effect can also be observed when increasing the pitch difference of the
static DIT evaluation from Aa=0.5° to values larger than Aa=2°, even though this was not
discussed in Sec. 3.1.2.
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Figure 3.22: DIT peak height, Atf = 0.005 and Atf = 0.05.

The third gap in the results for Atf =0.05 occurs at the upstream reversal point of the
transition, about tf =0.56. It is shown by the red-framed detail in Fig. 3.21 (bottom). This
phenomenon was first discovered by Ref. [35] and studied in more detail by Ref. [14]. The
sign of the DIT peak switches from negative to positive at the reversal point. Both states are
coexistent due to the thermal hysteresis particularly for large DIT separations, and again
the double-peak structure in the temperature difference yields erroneous results. This is
shown by the red line (—) in Fig. 3.23. The current evaluation detects the temperature peak
regardless of its sign, that is, as the maximum value of AT. Therefore, the peak position
randomly switches between the positive and negative peaks. Gardner et al. [14] suggest
that the peak search algorithm should be modified to differentiate between forward motion
(negative peak) and backward motion (positive peak). This requires a priori knowledge of
the exact transition reversal point, which lags behind the pitch reversal. The current work
shows that instead the DIT separation can be reduced up to a point where this double-peak
effect merges into the general noise level, see Fig. 3.17 and Fig. 3.21 (top). It is noted that the
same problems are also expected at the rearward motion reversal, Ref. [14]. This cannot be
observed in the current pitch motion, since the signal-to-noise ratio towards the trailing edge
is too low even for very large DIT separations.

Finally, the effect of the DIT separation Atf on the measured hysteresis is studied. The
angle of attack in which the transition crosses a certain location x/c is determined for both
up- and downstroke of the pitch motion. The deviation between both values, Aa=aT-al,
is taken as a measure for the hysteresis, corresponding to the horizontal distance between
up- and downstroke in Fig. 3.18. In addition, the hysteresis calculated by 0C, is subtracted
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Figure 3.23: Erroneous DIT results, Atf = 0.05.

from the respective DIT result, assuming that the fast-response ¢C,-method is close to the
true aerodynamic hysteresis. The difference therefore represents the additional measurement
hysteresis or thermal lag which is introduced by DIT. This additional measurement hysteresis
is shown in Fig. 3.24 for three transition locations x/c=0.19, 0.31, 0.43 and multiple separation
distances up to Atf =0.075 of the pitch period. All three graphs decrease approximately
linearly from about Atf =0.075 to Atf =0.03. The extrapolation of this trend is shown as a
dashed gray line (- -) which crosses the origin.

This behavior was predicted in the DIT simulations by Gardner et al. [14], which imply
that the measurement-related delay approaches zero when the separation distance is reduced.
In contrast to this prediction, the measured lags in Fig. 3.24 successively level out for sep-
arations smaller than Atf=0.03, and assume an almost constant DIT-to-cCp-offset between
0.5° and 1° for Atf <0.02. The largest offset occurs at x/c=0.31 (o), which approximately
corresponds to the mean angle of attack and the highest pitching velocity of the sinusoidal
motion. This relation will be evaluated in more detail in the next section. For very small sepa-
rations, Atf <0.005, the results are affected by random scatter. This can be explained by the
diminishing signal-to-noise ratio of the DIT peak already discussed in Fig. 3.22. In summary,
the current test case yields a non-zero DIT measurement lag error. It can be minimized when
choosing separations in the range of Atf=0.005...0.02, but it cannot be eliminated. This
motivates the discussion of different pitching frequencies, k, since it is known from Sec. 4.1
that DIT converges to the “true” IRT results for static cases with k=0.

3.1.6 Discussion of pitch frequency and pitch amplitude effects

The DIT transition positions for different pitching frequencies between k=0.005 (0.25 Hz) and
k=0.151 (8 Hz) are shown in Fig. 3.25. The mean and amplitude of the motion, «=4° 4 6°,
and the DIT separation of Atf =0.01 were kept constant. Expectedly the hysteresis between
the up- and downstroke increases with increasing k, which includes both aerodynamic and
measurement-related lag effects. The transition detection towards the rearward reversal point
is better when reducing the pitch frequency, this is caused by an increasing signal-to-noise
ratio for slower transition motions.

The influence of the DIT separation Atf on the DIT measurement lag, see Fig. 3.26, is very
similar to the reference case in Fig. 3.24. The optimal separation between about Atf =0.005
and Atf = 0.02 is independent of k, it is bounded by large scatter at smaller Atf and an
increasing measurement lag at higher Atf. Smaller pitch frequencies generally yield a smaller
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Figure 3.24: Differences between DIT and ¢C;, hysteresis as function of the DIT phase
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Figure 3.25: DIT transition results, variation of the pitch frequency k for a = 4° + 6°.

irreducible measurement lag, see the trend marked by a black arrow in Fig. 3.26. This trend is
shown by all k-values except for k=0.151. It is noted that the uncertainty in the data is partly
introduced by the scatter of the an—hysteresis, which was subtracted from the DIT results.

Fig. 3.27 shows the DIT transition results for pitch motions with a constant mean angle of
@=4° and a constant frequency of k=0.075, but a varying amplitude between & =3° and & =8°.
The amplitude defines the extent of the transition motion but also its speed and hysteresis,
with larger @ resulting in larger lags. This is due to the effect of & on the pitch velocity, which
can be derived from the formulation of the angle of attack in Eq. 3.1, yielding

do

i 2nf @ - sin (27 tf) .

(3.4)
A more comprehensive overview is therefore achieved by varying both pitch frequency
and amplitude. The results are then evaluated as a function of the pitch velocity.
The hysteresis A« is studied at x/c=0.31, which is close to the transition position of the
mean angle @=4° (see Fig. 3.12) and which is equipped with a pressure tap. This means that
the DIT-to-0C, comparison can be conducted for the entire parameter range of Tab. 3.1. The
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pitch velocity is calculated by averaging the two values for da/dt at which the transition
crosses x/c=0.31 during the up- and downstroke. Both values are close to the mean pitch
angle and, therefore, close to the maximum velocity value of 27f @ after Eq. 3.4.

The individual hysteresis of both techniques is shown as filled symbols in Fig. 3.28 (top).
The colored symbols belong to DIT and the gray symbols belong to ¢C;,. Two data points
with the same filled marker symbols have the same frequency k but a different amplitude a.
The pitching velocity is apparently the correct scaling parameter, at least for a given transition
location. This is evident regarding the clear trend and the low scatter of the DIT data points.
The oCp-reference always has a smaller hysteresis than DIT, and A« decreases with da/dt
roughly linearly towards zero, which is expected for the true aerodynamic hysteresis. The
behavior of DIT is easier to understand when subtracting the respective cCp-values. The
result is shown in Fig. 3.28 (bottom), representing the additional DIT measurement lag. For
pitch velocities between 15 deg/s and 200 deg/s this error is scattered between 0.6° and
1.1 deg/s with a slightly rising trend. For pitch velocities smaller than 15 deg/s a steep
decrease towards zero lag can be seen, which is the expected result when approaching steady
conditions.
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Figure 3.28: Transition hysteresis of DIT and 0Cy, at x/c = 0.31 (top) and difference between
both (bottom) as function of the pitch velocity. The unfilled triangles (<) is data taken from
Richter et al. [35].

The unfilled triangular symbols (<) in Fig. 3.28 is data taken from Richter et al. [35] (to be
discussed in the current Sec. 3.2), who studied the same airfoil model at M=0.3, Re=1.8 - 100,
and reduced frequencies between k=0.01 and k=0.08. The data agrees well with the current
results despite the different freestream conditions. Richter et al. applied a linear fit to the DIT
data points and concluded that there is an offset at the zero frequency k=0, which contradicts
lag-free static infrared measurements. The current Fig. 3.28 shows that Richter et al.’s smallest
pitch rate of 20 deg/s is too large to capture the behavior towards k — 0 correctly, but the
current data closes this gap towards static behavior.
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3.2. Validation of DIT for airfoil measurements

3.2 Validation of DIT for airfoil measurements

The pitching airfoil model introduced in the preceding section, Sec. 3.1, was also investi-
gated in the transonic wind tunnel Gottingen (TWG) as part of the DLR project “STELAR”.
Compared to the IMG, the TWG provides a larger Mach- and Reynolds-range, temperature
regulation, and adaptive wall segments to reduce the wind tunnel interference. The TWG
studies primarily aimed at providing high-quality reference data on dynamic stall phenom-
ena, for example see Refs. [88, 6, 7], but also targeted unsteady boundary layer transition, see
Refs. [34, 35]. The BL transition data of the IR images (DIT method) and the pressure taps (¢Cp
method) was complemented by hot-film sensors, which is a well-established technique to
measure the local skin friction at high response frequencies. The data is particularly suitable
to compare the three different techniques, and to validate the novel DIT approach. The TWG
infrared setup was adapted to the small access windows of a closed test section and to oblique
viewing angles, which requires additional image post-processing.

3.2.1 Test setup for airfoil measurements in the TWG

The experiments used the same two-dimensional full-scale model of the rotor blade airfoil
“DSA-9A” as in Sec. 3.1. The carbon-fiber composite model has a chord, c, of 0.3m, a span of
0.997 m, and a maximum thickness of 9% chord. The model was mounted in the Im x 1m
adaptive-wall test section of the TWG, see Fig. 3.29 (left). The picture was taken viewing in
downstream direction, and the airfoil’s span is horizontal, with a vertical wake rake visible
in the background. Pitch oscillations were driven by drive shafts attached at the quarter-
chord position and through the tunnel’s side walls. The adaptive test section has a flexible
ceiling and floor which were statically adapted based on the airfoil’s mean angle of attack,
minimizing the interference velocities at the wall as described in Ref. [231]. Hydraulic motors,
located outside the test section, drove the model from both sides.

"} e &P IR window Glass window
‘ 1 ‘ | ! Heat lamp
lass » IR
W'ndo | }
‘ IR
! e | camera

TWG
test section

Airfoil Pressure taps

Figure 3.29: Airfoil model in the closed test section of the TWG (left, viewing in downstream
direction), sketch of the DIT setup (right, viewing in upstream direction), adapted from
Ref. [35].

The central part of the model was equipped with 50 Kulite® fast-response pressure sensors
as described in Sec. 3.1.1. The pressure data was recorded with a fixed phase-lock of 1024
samples per pitch period and over a total of 160 periods per test point.
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3.2. Validation of DIT for airfoil measurements

In addition, two SenFlex® hot-film sensor arrays by TAO Systems [215] were installed
next to the pressure transducers and on the starboard side of the model. A total of 61 sensors
were distributed over two polyimide sheets on both upper and lower surfaces of the model.
The film material was nickel, and the rectangular flow-sensing area of each sensor covered
1.4mm in spanwise direction and 0.1 mm in streamwise direction. The array layout, the
arrangement of the sheets, and the electrical integration were designed to minimize the
disturbance of the measurements and the airfoil flow in general. For example, the sensors
were placed on a line with an inclination of 15° to the main flow direction to minimize the
passage of a sensor’s thermal wake over the successive sensors. The upper-surface sheet was
wrapped around the model’s leading edge and contained 36 sensors between x/c=0.70 on
the upper side and x/c=0.05 on the lower side. The sensor spacing increases from Ax/c=0.01
around the leading edge to Ax/c=0.05 towards the trailing edge. The hot-film sheets add no
thickness to the model, since the were glued into corresponding recesses cut into the surface.
Fig. 3.30 compares the distributions of Kulite® sensors (left) and hot-film sensors (right) along
the model’s surface.

0.0 8" lsressﬁre se'ns‘or 'distrilbu‘tioyn 1 " Hot-film sensor ‘dis‘.tri‘butio‘n
0.04 RS (Upper hot-film sheet
Q)
N 0% 1 ™ —, Lower hot-film sheet
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00870102 03040506070809 1 0 010203040506070809 1

x/c x/c

Figure 3.30: Distribution of Kulite® sensors (left) and hot-film sensors (right) on the DSA-9A
model, the z-axis is enlarged to improve visibility, adapted from Ref. [35].

The hot films were operated in constant-temperature mode with an overheat ratio of 1.3.
A quantitative calibration of the shear stress was neglected, since it is very complicated in
unsteady flows, and quantitative values are not required to distinguish between a laminar,
transitional, or turbulent state of the boundary layer. The signals of the hot films were
sampled at a rate of about 135 kHz over 80 pitch cycles, and synchronized with the pressure
measurements and the infrared camera. More details on the electrical setup of the hot films
are given in Refs. [34, 35].

A sketch of the infrared setup used for DIT measurements is given in Fig. 3.29 (right).
The images were taken with the high-speed FLIR® SC7750-L camera, combined to a 50 mm
focal length-lens with an aperture of f4 =2.0. The camera was installed outside of the test
section, observing a part of the airfoil’s suction side through a circular germanium window
translucent in the long-wave IR range. A halogen spotlight with an electrical power of 2 kW
was installed on the opposite side of the test section, providing radiative heating through
a standard glass window. The heating increases the model’s surface temperature by about
AT =3K, which is small in comparison to the IMG study in Sec. 3.1.1, due to the limited
accessibility of the closed test section in the current campaign. The IR region of interest was
located in the central part of the airfoil and on the port side of the pressure transducers, also
see Fig. 3.29 (left). The active area of the camera sensor was reduced from 640 x 512 pixel to
640 x 310 pixel for an increased image acquisition frequency of 190 Hz. The image exposure
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3.2. Validation of DIT for airfoil measurements

time was set to 100 ps. In contrast to the IMG tests, the temperature levels were calibrated for
clarification reasons and are stated in “kelvin” rather than “counts”, even though the DIT
method is not dependent on absolute levels.

parameter unit value(s)
freestream Mach number, Mo - 0.30

chord-based Reynolds number, Re - 1.8-10°

mean pitch angle and amplitude, a+a deg 3°£3° and 5°£6°
pitch frequency, f Hz 4.4 and 6.6
reduced frequency, k = 7fc/ Vo - 0.040 and 0.060
number of IR images per test point - 3800

surface heating Ty — To K ~3

Table 3.3: TWG experimental parameters for DIT measurements.

The experimental conditions for the transition measurements are summarized in Tab. 3.3.
It is noted that a fixed Reynolds-to-Mach ratio of 6 million was kept constant throughout the
entire test campaign. For the current Mach number of 0.3, this was achieved by lowering the
wind tunnel’s static pressure to about 90% of the atmospheric pressure. The ratio between the
IR camera frequency, 190 Hz, and the airfoil’s pitching frequencies, 4.4 Hz and 6.6 Hz, is odd.
Therefore, and due to the large number of images acquired, the pitch phase of the images are
randomly but evenly distributed over the entire pitch phase.

3.2.2 Processing of the TWG transition data
Hot films

A general introduction into the hot film measurement technique for BL transition measure-
ments is given in Sec. 2.2.1. The current hot-film array was connected to a multi-channel
bridge amplifier keeping the sensors at a constant overheat ratio of 1.3, which corresponds
to a sensor temperature of about 50 K above flow temperature. Fig. 3.31 (left) shows a sam-
ple sensor voltage signal Uyr as a function of the pitch phase tf, with the maximum pitch
angle reached at a phase of tf =0.5, and the minimum pitch angle at tf =0 and #f =1. The
corresponding sensor is located at x/c=0.7 on the airfoil’s suction side, and the signal was
phase-averaged.

The Reynolds analogy for convective heat transfer, Eq. 3.2, is applicable and predicts
that the required heating power for a constant sensor surface temperature increases with an
increasing skin friction coefficient, Cy. Consequently, the sensor voltage changes between
two levels. The high level during 0.39 < tf < 0.67 indicates a turbulent boundary layer, and
the transition is upstream of the sensor position due to the high angle of attack. Vice versa,
the low voltage level for tf < 0.35 and #f > 0.69 corresponds to a laminar boundary layer at
small angles of attack. The gradual drift of the sensor signal during the laminar or turbulent
periods is due to the changing velocity in the external flow.
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Figure 3.31: Phase-averaged hot-film voltage signal (left) and corresponding skewness (right),
sensor located at x/c = 0.7 on the suction side, Ref. [34].

The high acquisition frequency of the hot-film signals, Uyr, allows to further investigate
the short periods of transitional flow. Since the data was sampled over N =80 pitch cycles,
the following statistics apply at any given pitch phase, tf:

N
— 1
Uyr = N Zl Ugg phase-average (3.5
1=
N
1 — .
oUyr = J N_1 Z (UHF,i — UHF) standard deviation (3.6)
=1
N — 3
1 Uy, — Unr
= — k 7
S 3 1_21 ( pry skewness (3.7)

The standard deviation, cUnr (not shown), is strongly increased during transitional
periods. The signal’s skewness, s, is shown in Fig. 3.31 (right). It has a characteristic double-
peak structure when, for example, changing from laminar to turbulent BL states during
0.35 < tf <0.39. In the first half of the transition process, 0.35 < tf < 0.37, the skewness is
positive due to a generally laminar flow interrupted by an increasing number of turbulent
spots. In the second half of the transition, 0.37 < tf < 0.39, the flow is predominantly
turbulent with a decreasing number of laminar spots, yielding a negative skewness. The
point of 50% intermittence, in which laminar and turbulent states occurr with the same
probability, has zero skewness. During the relaminarization, 0.65 < tf < 0.69, the process
is reversed, yielding a negative-positive double-peak structure. Detecting the zero-crossing
skewness yields an automatable and physics-based criterion to identify begin of transition,
50% intermittence, and end of transition. This is shown by the circular (o), diamond (<), and
rectangular (0) markers in Fig. 3.31 (right). The method is an improvement over a manual
analysis of hot-film data, as conducted in earlier publications by Lee and Basu [131] or Richter
etal. [177].
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Pressure sensors

The applied 0Cy-method was introduced in Sec. 2.2.2. As already shown in Fig. 3.8 for the
DSA-9A airfoil under steady inflow conditions, the changes of the skin friction are much
easier to identify than the transition-related changes of the pressure distribution, which are
small in comparison to the surface curvature-related pressure changes.
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Figure 3.32: Cp-distributions (upper side), « = Figure 3.33: 0C, over the pitch phase ff,
5°+6°, k = 0.060, adapted from Ref. [34]. x/c=0.19, a = 3°4+3°,k = 0.040 [34].

This can be seen in Fig. 3.32 by means of the phase-averaged pressure distributions on
the airfoil’s upper side for a ~ 2° during the upstroke (W) and downstroke (M) of a pitch
oscillation. The hysteresis is apparent by means of a lower suction peak and, consequently, a
smaller lift coefficient during the upstroke. The identified transition positions, see the black
arrow markers, cause small kinks in Cp due to the local thickening of the boundary layer,
which can be easily overlooked in the overall pressure distributions, and which are hard to
identify using automated post-processing.

The standard deviation of the pressure signal, cCp, at x/c=0.19 as a function of the pitch
phase, tf, and evaluated over 160 pitch cycles is shown in Fig. 3.33 (—). The noise floor of
the signal is about 0C) =5 - 1073, but this level is topped by two distinct peaks exceeding
oCp=10- 1073. The peaks correspond to the transition region crossing the sensor in forward
motion during the upstroke (¢f ~ 0.29) and in rearward motion during the downstroke
(tf ~ 0.75). It is noted that the distribution is void of other “strong” flow features such as
shock waves or flow separation.

The calculation of 0Cp at a constant pitch phase is particularly easy in the current case,
since the data was sampled in phase-lock to the airfoil’s pitch motion at 1024 points per
cycle. The 0Cp-method does not require a very high temporal resolution of the pressure
signals, as long as the underlying periodicity of the pitch and transition motions are properly
captured. This is in contrast to BL transition measurements by surface microphones, which
have a broader spectral range extending to higher frequencies in comparison to the current
sub-surface pressure transducer. The microphones not only allow differentiation between
laminar, transitional, and turbulent states of a boundary layer based on the overall sound
pressure level in an appropriately chosen frequency band [161, 172, 219], but also provide
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additional information on the evolution of the transition mode, for example by means of
tracking the Tollmien-Schlichting frequencies [73]. This level of detail is inaccessible to the
oCy-criterion.

Infrared images

An instantaneous thermal image acquired during the TWG investigation is shown in Fig. 3.34
(left), viewing the model’s suction side with flow from left to right. The airfoil’s leading
edge, trailing edge, and the hot-film sensors in operation are easily visible. The evaluated
region of interest is framed by a yellow line, it is limited by the circular germanium window
frame obstructing the view in the lower right corner. The differential temperature in Fig 3.34
(right) was calculated by subtracting two IR images, ap—aq, taken at ap =5.3° and a =4.7°.
The airfoil’s leading/trailing edges and the hot-film sensors are still visible, since their
position slightly shifted due to the model’s pitch change. In addition, the motion of the
transition region towards the leading edge becomes visible by means of a blue stripe aligned
in spanwise direction, indicating a more efficient heat convection due to the larger C¢. Hence,
the temperature difference is negative, with minimum values around —0.2 K. The differential
images also reveal random image-to-image sensor noise with a standard deviation of about
0.08 K.
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Figure 3.34: Infrared images of the suction side (left) and differential image for
Aa = 5.3°-4.7° (right), Ref. [34].

The differential images were dewarped and scaled in a two-step approach using MATLAB
image processing tools, and the result is shown Fig. 3.35 (left). In a first step, the leading and
trailing edges of the model were identified in the raw IR images through an automated algo-
rithm. The airfoil’s upper surface was then mapped to an orthogonal projection. However,
this procedure assumes a flat surface and neglects the curvature of the airfoil. An additional
error is introduced, since the identified optical edges of the model deviate from the leading
and trailing edge as a consequence of an oblique viewing angle. Therefore, a second refine-
ment step was applied, using the clearly identifiable hot-film sensors as reference points. The
mapped x-coordinates of the sensors were then compared to the known “true” coordinates
for multiple IR images with different c. This allows the formulation of an empirical correction
of the dewarped images’ streamwise axis as a linear function of both x and «. The remaining
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error of the hot-film x-coordinates is bounded by Ax/c=40.006. This value can be interpreted
as an error estimate for the overall dewarping process, and it was observed to predominantly
originate in random errors during the automated leading/trailing edge identification. The
optical resolution of the dewarped images in chordwise direction is below Ax/c = 0.005
(0.5% chord) and, thus, much finer than the hot-film and pressure transducer distributions,
particularly regarding the sparse instrumentation towards the trailing edge.
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Figure 3.35: Dewarped and scaled differential image (left), spanwise-averaged AT-signal,
Ref. [34].

An integration in y-direction reduces random sensor noise and provides the spanwise-
averaged differential intensity distribution as a function of x/c, see the blue line (—) in
Fig. 3.35 (right). The prominent negative peak at x/c ~ 0.2 is the transition motion in the
upstream direction. The peak-to-noise ratio is about 9 to 1 in this example, but it varies
with the transition position and the DIT image separation, as discussed earlier in Fig. 3.22.
Remaining small-scale noise was dampened using a sliding-average filter, see the black line
(—) in Fig. 3.35 (right). Following the same approach as outlined in Sec. 3.1, the position
of the AT-peak (o) was identified as the transition position at the average angle of attack,
(&2 + 041) /2.

The analysis was conducted for the entire IR image series of the test cases stated in Tab. 3.3.
Depending on the model’s pitch frequency, f, the differential image was calculated between
every image for f =6.6 Hz, or every other image for f =4.4 Hz. The fixed camera frequency of
190 Hz yields image phase separations of Atf =0.035 and Atf =0.046, respectively. Compared
to the systematic IMG study with the same rotor blade model, see Fig. 3.24 and corresponding
discussions, the separations are expected to produce valid results. The current choices for
Atf are larger than the optimum around At#f = 0.020 but conservative, meaning that a slightly
increased measurement hysteresis is accepted for a good signal-to-noise ratio.

Fig. 3.36 shows the identified transition positions x, () for the test case with sinusoidal
pitch oscillations, a=3° & 3° at f =4.4 Hz, as a function of the phase, tf. The data represents
88 consecutive cycles, and it is evenly scattered over the entire phase, since the IR camera
was not synchronized to the pitch motion drive. The transition moves towards the leading
edge at x=0 when the pitch angle increases, and vice versa. In large parts of the cycle, the
scatter of the distribution is small and within the estimated dewarping error.

A false and inconsistent behavior is found close to the minimum and maximum pitch
angles, see the gray-shaded areas in Fig. 3.36. This is partly due to the DIT signal approaching
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Figure 3.36: DIT transition locations, suction side, for sinusoidal pitch oscillations with
a =3°+3°and k = 0.040 (f = 4.4 Hz), Ref. [34].

zero when the transition motion reverses. Surprisingly, the corresponding scatter of the DIT
data points is not entirely random. The detected peak positions abruptly switch back and
forth between two distinct x4-positions, and the loci of both the forward and the rearward
transition motions do not merge in a steady curvature. This behavior is similar to the IMG
tests but even more pronounced. It is again connected to a coexistence of both negative and
positive AT-peaks from the forward and rearward transition motions, also see Fig. 3.23. A
later aerothermal simulation in Sec. 3.3 will show that this behavior results from the limited
thermal responsiveness of the model’s surface. The erroneous data in the gray boxes was
removed from the evaluation of each test point. The DIT data gap at the forward reverse
point, about 0.5 < tf < 0.6, was padded with a “standard” infrared thermography analysis
(IRT). This means that the transition line was identified as temperature steps in individual
images, which assumes quasi-steady aerodynamics, and only works for a very slow transition
motion. Therefore, the procedure cannot be generalized. The resulting IRT data of the current
case, see the black circular symbols (e) in Fig. 3.36, steadily fills up the DIT data. In a last
step, the valid data points were phase-averaged in 150 equidistant ¢f-bins, providing the DIT
result shown as a red dashed line (- - -).

3.2.3 Influence of surface heating

The effect of cooled or heated walls on the temperature and velocity profiles of a boundary
layer has been tackled by multiple studies, for example in the context of aircraft drag reduc-
tion [126, 173] or non-adiabatic wall effects during high-speed aerodynamic testing [171],
particularly in cryogenic facilities [66]. The latter publication by Costantini et al. investigates
the boundary layer on the suction side of the laminar-type supercritical “LV2F” airfoil con-
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sidering both experimental and numerical data. It was shown that increasing the surface
temperature, Ty, over the flow’s adiabatic recovery temperature, T;, decreases the extent
of laminar flow and vice versa. However, this effect depends on the BL’s stability situation.
The thermal condition has a large impact when the transition occurs in a region with zero
or negative (favorable) pressure gradient. For example, a shift of Ax./c = 0.11 towards
the leading edge was observed when raising the wall temperature from 2.1% to 7.7% above
adiabatic temperature, see Fig. 13 in [66] for Re = 13-10°. A much smaller or even non-existent
temperature influence was observed when the transition is in an area of a positive (adverse)
pressure gradient, see Fig. 15 in [66] for Re = 7.5 - 10°, or when the transition results from a
laminar separation bubble. In summary, the overheat ratio for DIT measurements should be
selected as small as possible on the basis of the differential images” signal-to-noise ratio, and
its influence on the flow should be monitored by other measurement techniques if possible.
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Figure 3.37: Effect of the radiative heating on the transition begin and end, hot-film data,
pitch motion with a = 5°+6° and k = 0.060, Ref. [34].

The radiative heating applied in the current tests increases the surface temperature by
about ATy, =3K, corresponding to a 1%-increase over the adiabatic temperature, and the
transition process is primarily driven by a positive pressure gradient [34]. Hence, a rather
small influence of the heating is expected, which is supported by Fig 3.37 for a sinusoidal
pitch motion with a=5°+6° at k=0.060 or f =6.6 Hz. The begin and end of the transitional
region measured by hot-film sensors is shown as function the airfoil’s angle of attack, «,
which was split between upstroke (left half) and downstroke (right half) to improve visibility.
Except for two outliers in the upper left corner, the transition positions with and without
heating (— and —) are nearly coincidental, with deviations smaller than the cycle-to-cycle
standard deviations represented by error bars. Valid hot-film transition data could only be
extracted up to x4 /c=0.45 in this case. An analysis of the 0Cp-data further downstream for
0.45 < x4/c < 0.55 (not shown here, see [35] for details) indicates that the heating slightly
reduces the laminar flow length by up to 0.02 c. By tendency, this complies to the expected
effect of an increased surface temperature in an area of a small pressure gradient.
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3.2. Validation of DIT for airfoil measurements

3.2.4 Comparison of the different measurement techniques

A comparison between the transition results of hot-film analysis (HF), pressure transducer
analysis (0Cp), and differential infrared thermography (DIT) for a sinusoidal pitching motion
with a=5°4+6° and k=0.060 (f =6.6 Hz) is shown in Fig. 3.38.
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Figure 3.38: Transition begin/end for hot-films (HF), transition position for pressure trans-
ducers (¢Cp) and infrared images (DIT), pitch motion with o = 5°+6° and k = 0.060, Ref. [34].

Up- and downstroke were unfolded over the angle of attack, showing the expected trend
in which x4 moves towards the leading edge for increasing o, and vice versa. The HF data
is considered the reference for the other two techniques, as it is well-proven and divides
between transition onset (o) and transition end (e). The resulting vertical split is the length of
transition region, which decreases for an increasing angle of attack, covering about 0.10 c at
a=0°and 0.02 c at «=9°. A more detailed analysis is provided in Ref. [34], showing that the
transition length strongly depends on the local flow conditions, with values exceeding 0.4 c
on the airfoil’s lower side due to its flat pressure distribution.

The single-valued results for Cp (e) and DIT (o) in Fig. 3.38 generally agree well with the
hot films over large parts of the pitch cycle, and mostly lie within the corresponding transition
region. Beginning on the left side of the figure with the pitch upstroke, -1° < a < 2°, the
data of 0C, and DIT is almost coincidental but located close to the HF transition end. A
careful evaluation of steady-state infrared images, also see Fig. 2.3 in Sec. 2.2.1, shows that
the hot-film carrier foil triggers premature BL transition in this a-range, which is presumably
related to a non-conformal foil application and small changes in the airfoil’s contour. In the
central part of the upstroke, 2° <a <8°, the DIT data is mostly on top of the ¢C,, transition
positions, and approximately in the center between HF transition begin and end, which is the
expected result confirming the validity of DIT. In the central part of Fig. 3.38, & ~ 11°, no DIT
data is available due to the incorrect double-peak signal at the motion reversal discussed in
Fig. 3.36. During the downstroke, the ¢C) transition position is again centered between HF
transition begin and end, whereas the DIT data is notably delayed towards higher « for the
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same xy-location, indicating a larger hysteresis.

It is assumed that the main reason for this discrepancy lies in the additional thermal
hysteresis of the technique, which can be studied in better detail in Fig. 3.39. It uses the same
xp~data for 0Cp and DIT as in Fig. 3.38, but shows both upstroke (unfilled symbols: o, o) and
downstroke (filled symbols: e, e) on a common a-axis. Hence, the horizontal difference A« is
the hysteresis at a given transition position x¢,, which corresponds to the evaluation of the
1IMG experiment in Sec. 3.1. The HF-data (o,e) was reduced to only show the single-valued
50%-intermittency rather than begin and end of transition.
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Figure 3.39: Transition position for hot films (HF), pressure transducers (¢Cp), and infrared
images (DIT), pitch motion with oo = 5°+6° and k = 0.060, Ref. [34].

Fig. 3.39 confirms the consistent behavior of all three techniques in the central part of
the pitch motion, with an additional uncertainty towards the trailing edge (left side, due to
premature transition on the HF foil) and close to the leading edge (right side). The maximum
hysteresis for ¢C, and HF is about Aa =1.7° at x;, = 0.18, indicating a significant “true”
aerodynamic hysteresis measured by both fast-response techniques. The DIT result has a
notably larger split between up- and downstroke, accounting for an additional measurement
hysteresis of about Aa=1.0° at x4, =0.18.

The trends and conclusions implied by Figs. 3.38 and 3.39 can be supported by other
pitch motions, for example see Fig. 3.40. The mean value and amplitude of the sinusoidal
motion was reduced to a =3°+3° at a constant frequency of k =0.060 (f = 6.6 Hz), which
decreases the range of the transition motion, and which halves the pitch velocity da/dt. The
DIT data gap at the forward reversal of the transition motion, that is, at the right end of
Fig. 3.40, was padded with a “standard” evaluation of individual infrared images (IRT), as
explained in Fig. 3.36. The data confirms the good overall agreement between the three
transition detection techniques, with an excellent agreement between HF (o,e) and 0Cy, (0,e)
towards the leading edge, x4, /c < 0.22. The additional thermal measurement hysteresis of
DIT is again apparent by the split between upstroke (o) and downstroke (e). Richter et al. [35]
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Figure 3.40: Transition position for hot films (HF), pressure transducers (¢Cp), and infrared
images (DIT), pitch motion with o = 3°+3° and k = 0.060, Ref. [34].

discussed several other sinusoidal- and ramp-type motions, adding further indications that
the novel DIT approach correctly estimates the 50%-intermittency positions of the reference
HF data. The additional DIT thermal hysteresis in the TWG experiments was already shown
in Fig. 3.28 (<) as a function of the pitch rate da/dt. The experiments in the one-meter wind
tunnel, IMG, and the transonic wind tunnel, TWG, agree on similar levels of Aa =~ 1° for
doa/dt > 50 deg/s. However, it must be kept in mind that this hysteresis value is specific to
the surface material of the current model and the heating technique, which will be shown in
the next section.
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3.3 Analysis of DIT using a coupled aerothermal simulation

In a next step, the experimental TWG study of the preceding section was further analyzed
using a time-resolving numerical simulation of the DIT procedure. Therefore, a 1D finite-
volume solver was built to calculate the temperature distribution in a thin layer of the model’s
surface. Unsteady CFD solutions provide the boundary conditions at the interface to the
flow. The analysis not only provides a deeper insight into problems encountered during the
experiment, such as the additional measurement hysteresis or the erroneous behavior at the
reversal of the transition motion, but also offers some improvements for the DIT method
itself. The following sections provide an overview of the entire results published by Gardner
etal. [14].

3.3.1 Temperature computation in the surface layer

The surface layer of the model is discretized as shown in Fig. 3.41. A large number of volume
cells is stacked in the wall-normal z-direction.

B T Ve ----------------------------- 2

z Convective Radiative > BL flow
X heat flux ¢_ heat flux g__
P

B T
Uppermost cell . l Conductive Surface |
. heat flux ¢ urface layer
Other cells P Qeona of structure

/ } Adiabatic boun-
% dary condition
Figure 3.41: Sketch of the numerical scheme for the coupled aero-thermal simulation [14].

The following assumptions are made:

* The thermal properties of the surface layer are homogeneous.

¢ The surface is heated by an external radiative source, such as a lamp, with a known
heat flux.

¢ The surface does not lose any energy by radiation.
¢ The airfoil is infinite in the spanwise y-direction.

* The heat flux is only directed in the wall-normal z-direction, but not in the streamwise
x-direction.

¢ The curvature of the surface is neglected for the thermal part of the simulation (but not
for the surrounding aerodynamics).

¢ The lower boundary of the simulated layer is adiabatic (no heat exchange).
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3.3. Analysis of DIT using a coupled aerothermal simulation

These assumptions are a considerable simplification of the physical situation. Neverthe-
less, all assumptions preserve the qualitative character of the surface temperature response.
For example, treating a composite surface material as a homogeneous material will result in
incorrect temperature distributions within the wall, but a qualitatively similar response of
the surface temperature to flow changes. Under the given assumptions, the differential form
of the 1D energy transport equation in z-direction is given by:

oT 9§
En Cs ps = 9z (3.8)

with the surface layer’s temperature T, its specific heat capacity cs, and its density ps. The
net heat flux, g, of the uppermost cell comprises the convective flux into the flow, gcony, the
conductive flux into lower cells, §.ong, and the incoming radiation flux of the heat source, §yaq:

‘7 = ‘7rad - ‘7cond - é]conw with: (39)
) T
Jeond = )\s,vi;—z (conduction)
. 1
Jeconv = ch,e Cp Pe Ve (Tw - TT) (COHVeCtiOH)
Jrad (incoming radiative flux)

The conductive term depends on the vertical temperature gradient, 0T /0z, and the material’s
thermal conductivity in vertical direction, \s,. The convective term repeats the Reynolds
analogy from Eq. 3.2, relating the skin friction coefficient to the surface-to-fluid temperature
difference. The effective flow temperature in the BL is given by the recovery temperature,
Ty, also known as “adiabatic temperature” or “Eigentemperature”. Accounting for a curved
airfoil geometry and as argued by van Driest [75], the Reynolds analogy can be formulated
with the local conditions of the external flow (index “e”) rather than with the freestream
conditions. This also holds true for the calculation of T;:

-1 1%,
T, = T (1+rc %Mﬁ) = To+(rc-1) 55 (3.10)
4

ATO<0

The recovery factor, rc < 1, indicates that Ty is smaller than the flow’s total temperature, T),.
The recovery factor depends on the fluid’s Prandtl number, about 0.71 for air, and the state of
the boundary layer. Studies report r-~0.82 — 0.85 for a laminar subsonic BL [75, 142] and
rc~0.9 for a turbulent subsonic BL [76, 142]. The numbers are supported by observations
and approximations in Schlichting [187], also see Fig. 3.42.

Evaluating Eq. 3.10 for the current TWG case shows that the BL transition results in an
increase of AT,~0.25-0.5K. With current IR camera sensitivities well below 0.1 K, it seems
teasible to detect this “natural” flow temperature difference of a stationary transition position
without additional heating or cooling, even though it will be superimposed by an acceleration
or deceleration of the external flow. However, it is very hard to achieve a true flow-to-surface
temperature equilibrium in experimental tests [4], and the IR measurement is mostly driven
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Figure 3.42: Recovery factor of an air flow over a flat plate as a function of the local Reynolds
number, approximations for laminar and turbulent regions, adapted from Schlichting [187].

by the convective term and its dependency on Cy [19]. For cases with a moving transition
position and the resulting thermal hysteresis, artificial heating or cooling is mandatory for a
sufficient signal-to-noise ratio.

The current temperature calculations with active surface heating were carried out assum-
ing a constant 7 = 0.9, since the influence of a varying rc on the simulation is rather small
and can be neglected. For all cells below the uppermost surface cell, only the conductive term
is considered, with zero convection and radiation. The temperature in the surface layer is
then calculated by solving Eq. 3.8 using a first-order finite-difference scheme.

3.3.2 CFD solutions for the skin friction and pressure coefficients

The further analysis considers the TWG reference test point with a sinusoidal pitch motion of
a=5° £ 6° at a reduced frequency of k=0.060 (f=6.6 Hz), and with M=0.3 and Re = 1.8 - 10°.
CFD computations were performed to produce data for the wall skin friction coefficient C¢
and the wall pressure coefficient Cp. This synthetic data is used as an input for the coupled
computations. Since no skin friction data from the experiment was available, a Cg-distribution
as close as possible to the experiment was predicted by a RANS solver. Although the attempt
was made to closely reproduce the experimental condition, all of the conclusions of this
section are made solely using the CFD results, so any differences will be incidental.

The TAU unstructured flow solver [194] was used on a 2D unstructured hybrid grid
generated using the Centaur® grid generator. The surface of the airfoil was resolved with
cells of maximum size 1% chord, reducing to 0.1% chord at the leading and trailing edges. The
boundary layer was resolved with 60 layers, using the guidelines given by Richter et al. [178]
and Krumbein et al. [121], and the boundary layer transition position was computed using
the 2D ¢! transition code LILO [191] coupled with the boundary layer code COCO [190]. The
transition position is then fed back to the CFD code where wall nodes are set to be either
“laminar” or “turbulent”. This results in a quantized boundary layer transition position
which advances in steps, following the topology of the surface grid. This step behavior means
that the analysis of the DIT image time separation, At, is not as smooth as could be hoped,
especially for small time-offsets.

The computations were performed using the Spalart-Allmaras turbulence model [209]
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and the boundary layer transition was performed by switching on the turbulence production
terms in the boundary layer at the “transition point”, as described in detail in Refs. [121, 122].
The unsteady computations used 1024 time steps per pitch cycle with 800 inner iterations with
a 4w multigrid acceleration. A second-order time discretization and a central second-order
spatial scheme were applied. The simulation was run for three cycles, of which the last two
cycles were periodic. The Cr and Cp data for the last cycle was written by the URANS solver
from the surface pressure and vorticity data at each time step, and made available for the
subsequent surface temperature code.

Figure 3.43 shows a comparison between the experimental (—) and CFD (—) lift coef-
ficients and the experimental (—) and CFD (—) boundary layer transition positions. The
experimental values for x4, were extracted using the cCp-method as outlined in Sec. 3.2.2,
resulting in an estimated error below Ax,/c = 0.02 in comparison with hot-film sensors. The
CFD is tuned to reproduce the lift and transition position of the experiment knowing that
wind tunnel corrections of up to Aa=1° have been used in the TWG wind tunnel. The CFD
used a wind tunnel correction of the mean angle so that « =4.3° £ 6° is computed rather
than o =5° £ 6° for the experiments. In both cases the Mach number was M =0.3 and the
chord Reynolds number was Re=1.8 x 10°. As detailed in the AGARD report 793 [184], the
accepted selection method for N-factor is to use the method of Mack [143], combined with a
measurement of the turbulence level in the wind tunnel, Ty, yielding

N =-843-241In(T,). (3.11)

From turbulence measurements in the TWG wind tunnel, the freestream turbulence level
at the M =0.3-conditions used by [35] is Ty, =0.05%. Thus, the N-factor used in the simulation
was -8.43—In(5-107%) = 9.81 ~ 10. The comparison between the experiment and CFD is close
enough that a qualitative similarity should be achieved, and the experiments can be used
to calibrate the simulations. The boundary layer transition position in the CFD result (—)
shown in Fig. 3.43 does not move smoothly, since each cell on the airfoil surface is constrained
to be either laminar or turbulent, and this leads to steps in the transition position.
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Figure 3.43: Comparison of transition position, x¢,, and lift coefficient, C;, between experiment
and CFD.
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3.3.3 Coupled computations

The coupled computations were performed by feeding the phase-resolved CFD results for
Cp and C; from the last pitch cycle as a periodic input to the surface layer temperature
computation. The settings for the surface computations are shown in Tab. 3.4.

Number of cells in vertical (surface-normal) direction 800
Number of cells in horizontal (chordwise) direction 140
Thickness of the surface layer 5.5 mm
Time step for heat computation 5-1070s
Time step from CFD 15-107°s
Total simulation time 1000s
Surface layer material Epoxy
Thermal conductivity (vertical direction), Agy 0.5W/m/K
Surface heat capacity, cs 2300]/kg/K
Surface density, ps 1180kg/ m>
Lamp heat flux, graq 2000 W /m?
Freestream static temperature, T, 294 K

Table 3.4: Settings for the temperature computation in the surface layer.

The bulk coefficients for epoxy were used. The spatial and time-stepping discretization
of the wall was investigated. Figure 3.44 shows the mean temperature of the surface layer,
averaged over all cells and within sliding windows larger than the pitching period, as a
function of the computation time. The temperature was initiated with the freestream’s total
temperature, Ty ~ 300K, and converges to an equilibrium around T ~ 311.3 K after about
1000s or 6600 pitch cycles. Thus, a computation time of 1000s is used to achieve converged
results in all further computations. It is noted that Fig. 3.44 also approximately corresponds
to the step response of the airfoil’s surface when suddenly switching on the radiative heating
in the experiments. The result underlines that a long warm-up time is required before taking
the first meaningful infrared images. This was already noted during the initial IMG tests,
and if required, a compensation of residual temperature drift was proposed in Sec. 3.1.4.

The temperature computations were discretized using a time step of At=5-107s. The
stepping of the CFD solution is three times coarser, At=15- 107 s or 1024 points per cycle,
and the corresponding aerodynamic input for the thermal simulation was interpolated. A
convergence study using steps down to At=1-107° s showed that the predicted DIT results
are insensitive to the temporal resolution of the thermal calculation, as long as the underlying
aerodynamic input is sufficiently resolved. In this context, Eder [77] also studied the thermal
solutions for steady aerodynamic conditions without pitch oscillations. It was shown that
much larger time steps, for example At=0.03 s, can be used to speed up the calculation while
still maintaining an asymptotic convergence.

Figure 3.45 shows a sample for the instantaneous distributions of Cp, Cf, and Ty, on the
airfoil’s upper surface during the upstroke of the pitch motion. The pressure distribution
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Figure 3.44: Convergence of the average surface layer temperature over the simulated time.

(—), plotted in a reversed y-axis, has a suction peak of C,~-1.15 close to the leading edge,
before increasing to the static freestream level of C, ~0 at the trailing edge. The skin friction
coefficient (—) monotonically decreases from the leading edge towards the trailing edge,
except for the distinct rise around x/c=0.15 connected to the boundary layer transition. The
unsteady but time-converged numerical solution for the surface temperature distribution,
Tw (—), has no distinct temperature step in the transition region, which is only expected for
steady test cases. The temperature is close to the flow’s stagnation temperature of 300K at
the leading edge and increases to about 307 K in the central part of the airfoil. The rapid
temperature rise near the trailing edge is due to the low heat transfer in the thickening and
decelerating boundary layer, which is starting to approach stall.

Figure 3.46 shows DIT differential temperature distributions calculated for the same
instant and using an image separation of Atf =0.035, or 3.5% of the pitch cycle. This value
corresponds the experimental image processing, see Sec. 3.2.2, and the IR camera’s acquisition
frequency of 190 Hz with an image spacing of 5.3 ms. The simulated DIT signal (—) for the
chosen grid resolution of 800 cells along the 5.5 mm surface layer (cell height 6.9 um) shows
a clear and prominent peak marking the transition position, with a negative sign due its
forward motion during the upstroke. The other lines in Fig. 3.46 were taken from a grid
convergence study, indicating only a very small difference between 800 cells (—) and 400
cells (—). Hence, the chosen resolution of 800 cells is sufficient to discretize the heat flux. Cell
counts below 400 significantly alter the DIT signal, and the DIT peak decreases since the local
surface temperature Ty is no longer captured by the large thickness of the cells.

The aerothermal simulation of the DIT method is not intended to exactly reproduce
the experimental results due its assumptions and simplifications, however, a qualitative
agreement is still expected. Fig. 3.47 shows the DIT signals for a=3.25° 1 during the upstroke.
The transition-related negative peak is visible in both simulation (—) and experiment (—),
and both peaks have similar values in the range of —0.05K to —0.06 K. The simulated peak
shape is similar to the experimental shape on the left side, towards the leading edge, but
considerably broader on the right side, towards the trailing edge. Also, the peak positions do
not match, which is partly a consequence of the aerodynamic input data and not connected to
the thermal simulation, see Fig. 3.43. During the upstroke and at x4, /c = 0.2, TAU predicts the
transition position about Axy,./c = 0.05 further upstream of the experiment. When increasing
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Figure 3.47: Comparison between simulated and experimentally measured DIT signals.

the experimental angle of attack to a=5°, see (—) in Fig. 3.47, a good agreement with the
simulation at a=3.25° is achieved in both magnitude and position of the DIT peak.

3.3.4 Review of the DIT principle and finite temperature delay

Boundary layer transition causes a sudden increase in the skin friction, associated with a
change in the surface heat transfer. This is shown by the simulated Cy-distributions in Fig. 3.48,
with the transition region moving upstream during the upstroke of the pitch motion from
time t; (—) to time t; (—). The negative peak in the corresponding (time-wise) differential
signal ACf = Cf(tz) — Cf(tl) (—) can easily be detected. The simulation supports the basic
DIT concept outlined in Sec. 3.1.3. The peak position of AC; coincides with the transition
position, x4 /c = 0.45, of the intermediate time t = (t; + ;) /2 (—). This transition position
was identified by the maximum spatial gradient of the skin friction, dCy/dx, which also
represents the point of 50% intermittency close to the center of the transition region.

Figure 3.49 shows the consensus between the nominal transition position given by TAU’s
tirst turbulent cell (—, 50% intermittency is not available in TAU), the peak in the spatial
gradient of Gy (- -), and the peak of the temporal difference ACy over the entire pitch cycle.
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Figure 3.48: Simulated skin friction distributions of the airfoil’s upper surface during the
upstroke of the pitch motion, for three different times t, t,, and (t; + t5)/2 [14].
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Figure 3.49: Nominal transition position in TAU compared to the peak positions in Cr [14].

The duality between the spatial gradient and the temporal difference in skin friction is
not a coincidence, but can be easily understood by the following simplification: Assuming
that the shape of the skin friction distribution is constant in the transition region, and that the
entire distribution shifts in x-direction due to the changing pitch angle, the following relation
applies:

8Cf 3 3Cf ox

ot Ox ot (3.12)

Hence, if the entire Cf-distribution moves with a common group velocity 0x/0t, there is a
linear relation between the spatial and temporal gradients of Cy. The peak of 9Cr/0x, repre-
senting the transition position x4, is mirrored by a peak in 9Cy/dt, in this case approximated

at (t] +tp)/2 by the finite central difference calculated between ¢{ and t,.
The original concept of DIT introduced by Raffel and Merz [167] proposed that the
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transition begin at f, and the transition end at t1, as marked by the left and right vertical
lines in Fig. 3.48, can be identified by means of the start and end of the differential peak ACy.
The idea is correct, however, it was discarded in later publications for practical reasons. The
shoulders of the differential peak are broad, and particularly the right shoulder continues on
small but non-zero levels downstream of the transition end. A non-zero threshold level must
be introduced to identify start and end of the ACs-peak, also depending on the noise level in
the measurement. This arbitrary threshold level strongly affects the results, and makes the
procedure rather unreliable.

The skin friction distribution, C, reflects to the “true” transition position including invis-
cid and viscous aerodynamic effects, introduced as (i) and (ii) in Tab. 3.2. The temperature
distribution as seen by an infrared camera is subject to further effects. An additional thermal
hysteresis, (iii) in Tab. 3.2, and pitch-related changes of the external flow velocity affect the
DIT measurement. The current simulation enables to differentiate between skin friction and
temperature, as shown in Fig. 3.50. The values for ACf (dashed lines) and AT (solid lines)
were compared at four different times on the upstroke (o =-0.6° 1 and a =5.9° 1, left) or
downstroke («=1.4° | and a=-1.6° |, right). The extent of the laminar flow decreases during
the upstroke, resulting in positive skin friction increments, ACy, and vice versa. Since an
increased Cy results in an increased cooling of the radiation-heated surface and vice versa,
the peaks of AC, and AT have opposite signs.
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Figure 3.50: Comparison of the differential signals for temperature and skin friction during
the upstroke (left) and downstroke (right), phase increment Atf = 0.035 (5.3 ms) [14].

Figure 3.50 also shows that the temperature peak always lags the skin friction peak,
meaning that it is shifted towards the trailing edge during the upstroke and towards the
leading edge during the downstroke. This is the additional thermal hysteresis effect (iii) as
expected from the limited thermal responsiveness of the surface material.

The AT-peaks have a different shape than the ACs-peaks, with a sharp and steep edge in
the direction of travel and a long tail in the opposite direction. With changing angle of attack,
the position of the stagnation point at the leading edge is shifted significantly, resulting in
a change of the wetted length of the airfoil by about Ax/c =0.1. Additionally, the Mach
number and the local density of the flow over the airfoil change as a function of o. The result
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3.3. Analysis of DIT using a coupled aerothermal simulation

is that all positions on the airfoil have a sinusoidal temperature change superimposed onto
the transition-related differences, and this also affects the simulated DIT signals. The width
of the AT-peak increases with an increasing length of the transition region, but similar to
Fig. 3.48, the start and end of the transition region cannot be extracted reliably as a feature of
the AT-distribution.

Figure 3.51 shows the transition results of the simulated DIT process over the entire pitch
cycle as a function of the pitch phase tf. The DIT data points (x) were identified using a
conditional peak search, only accepting AT-minima on the downstroke (transition moves
forward) and AT-maxima on the upstroke (transition moves rearward). The DIT simulation
result is compared to its input data, given by the position of TAU'’s first turbulent cell (—)
in equivalency to the steepest Cs-increase. Input and output data have a similar shape but
the DIT result is systematically delayed towards higher phases tf, underlining the thermal
hysteresis. The delay is about 1.5 ms and rather uniform over the entire cycle, even though
this is hard to analyze since the input data jumps between TAU cells in staircase-like steps.
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Figure 3.51: Transition results of the simulated DIT process in comparison to the CFD
transition input data [14].

The DIT data was re-evaluated using a second approach. The median was subtracted
from the AT-distributions to account for large-scale offsets unrelated to the transition peak,
before identifying the peak position regardless its negative or positive sign. This method was
also applied in the TWG experiments, and it is more generalizable, since it does not rely on
a priori knowledge of the BL transition’s motion direction. This second method generally
identifies the same peaks as the first approach, but a systematic difference was observed
close to the minimum pitch angle between 0 < tf < 0.1, see Fig. 3.51. The first approach (x)
is restricted to negative AT-peaks on the upstroke, whereas the second approach (o) finds
more prominent but positive AT-peaks which should be restricted to the downstroke, and
which are positioned closer to the leading edge. The result is a bifurcation of the transition
positions, and a similar phenomenon was observed in the IMG experiments (see Fig. 3.21,
bottom) and the TWG experiments (see Fig. 3.36).
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3.3.5 Reversal of the transition motion

The aerothermal simulation helps to understand the erroneous bifurcation at the motion
reversal of pitch-oscillating test cases, since it enables a comparison between the “true”
transition position input and the corresponding DIT output. Figure 3.52 shows the simulated
DIT results for pitch phases between tf = -0.013 and #f = 0.036. The solid lines represent
the differential temperature signal, and as expected, the peak switches from a positive sign
during the downstroke to a negative sign during the upstroke. At the moment of minimum
pitch angle (tf =0, «=-1°, —), the transition movement in its rearward reversal point is zero,
but a strong peak in AT is still visible. This is contrary to the simplified and temperature
lag-free DIT idea as originally proposed in Ref. [167], which predicts AT =0.
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Figure 3.52: Behavior of the differential temperature signal (solid lines) and “true” transition
position (dots) during the pitch motion reversal (phase tf = 0) at minimum angle of attack.

After this time, the positive peak in AT rapidly reduces, and the new negative peak
connected to the beginning upstream motion of the transition position is superimposed
on the old AT-distribution. During this process, the old positive peak is pushed towards
the leading edge as seen by the locus (- -), even though the transition is almost stationary.
Between tf = 0.010 (—) and #f = 0.021 (—), a double-peaked, “S”-shaped structure appears,
which is similar to the experimental observation at the forward transition reversal shown in
Fig. 3.23. If the maximum peak value is detected regardless of its sign, the DIT algorithm will
randomly switch between both peaks, particularly in the presence of random measurement
noise. A comparison to the “true” transition positions shows that neither positive nor negative
peak position is correct, and the erroneous bifurcated data should be removed from the result,
as for example demonstrated in the TWG post-processing shown in Fig. 3.36.

3.3.6 Simulated effect of DIT image separation

The DIT image separation Atf chosen to calculate the differential temperature signal AT
affects the quality of the results, as discussed in Sec. 3.1.5 by means of the experimental IMG
parameter study. A smaller Atf causes a smaller measurement-related temperature delay (see
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Fig. 3.24) but also a smaller signal strength (see Fig. 3.22) and, thus, a decreasing signal-to-
noise ratio. This effect is reproduced by the current thermal simulation, as shown in Fig. 3.53.
The instantaneous transition position is xt,/c = 0.42 (- —) during the pitch upstroke, and
the AT-signal was calculated for six different separations between At=1.8 ms (Atf =0.012,
—) and At = 11ms (Atf = 0.073, —). The DIT peak is always downstream of the “true”
transition position due to the added measurement-related delay (hysteresis). With decreasing
separation time, the prominence and detectability of the negative DIT peak decreases, but
also the artificial measurement delay is reduced. The first effect is obvious, since the cooling
of the advancing turbulent boundary layer has less time to act on the model’s surface. The
second effect is non-intuitive, it is caused by a combination of the following two aspects:

* Smaller temperature differences occur more quickly after a flow change, and, thus, a
smaller temperature difference is inherently less lagged.

¢ In addition to the fast transition motion, the surface temperature is affected by the flow
history, for example, including pitch-related changes of the external flow (note the rise
and motion of the positive signal left of the transition peak). These parasitic changes
will distort the DIT peaks over time.
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Figure 3.53: Differential temperature signal Figure 3.54: Influence of the DIT separa-
for different image separation distances. tion on the measurement delay and signal
strength.

The quantitative results of the aerothermal simulation and the experiments were less com-
parable as could be hoped, in terms of both the AT-peak shape and the amount of hysteresis.
Nevertheless, it is still expected that the simulation correctly predicts the qualitative influence
of the separation Atf, see Fig. 3.54. The parasitic measurement delay and the peak signal
strength are shown over the separation time At. The results are normalized with reference
to the values at At=5.3 ms, corresponding to the TWG experiment with successive IR im-
ages taken at a camera frequency of 190 Hz. The simulation predicts a linearly decreasing
measurement delay (—) with decreasing separation. This result mirrors the linear trend
in the experiment, see Fig. 3.24, and an extrapolation of both simulation and experimental
curves approximately crosses the origin indicating zero measurement lag for zero separation.
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However, the experiment has a practical lower separation limit due to a decreasing peak
signal-to-noise limit and increasing data scatter, whereas the simulation only accounts for the
decreasing peak signal (—) while disregarding image sensor noise. The sensor noise will be
specific to the camera as given by its noise-equivalent temperature difference (NETD), but
the simulation supports the finding that the separation should be chosen as small as possible
while still producing clear differential signals.

3.3.7 Simulated effect of material selection

From the energy transport equation, Eqgs. 3.8 and 3.9, it is expected that the temperature
of the surface, Ty, will quickly respond to aerodynamic changes if the wall material has a
low thermal conductivity, Ay, and a low heat capacity per volume unit, csps. The current
experiments mostly use IR images of raw CFRP surfaces, and omitting an extra surface
treatment is an advantage particularly in ad-hoc measurements or full-scale experiments.
However, the thermal simulation was used to explore the potential of other surface materials.
The heating time curves (Fig. 3.44) and the grid resolution requirement (Fig. 3.46) indicate
that not the entire model shell thickness of 5.5 mm undergoes the high-frequency periodic
temperature variations. A closer analysis shows that only about 500 um are affected by the
transition-related changes, with larger variations restricted to the first 100 pm to 200 pm. This
suggests that thin foil sheets or spray-on coatings can improve the signal-to-noise ratio. Dull
black paint is often used to minimize the reflectivity and maximize the emissivity of a surface
under IR investigation, which is particularly required for low-emission metal models, e.g. see
Refs. [40, 85]. A favorable insulating effect of the paint is also frequently mentioned [67, 130].
With a view to a dynamic detection of the BL transition, Simon et al. [206] measured the
peak-to-peak temperature signals on a flat plate as a response to heat pulses. They noted
that radiatively heated polymer foils with a low thermal capacity can be advantageous over
resistively heated aluminum sheets with a large thermal capacity. Hence, the current DIT
simulation was conducted with a variety of different surface materials as listed in Tab. 3.5.
Materials 3 to 7 are machinable and could reasonably be used for wind tunnel models, either
as a full material, or as a surface covering with a foil or contact sheet. Materials 1 and 2, cork
and expanded polystyrene foam, have been included for their superior thermal insulation,
but it is questionable whether they can be used as smooth aerodynamic surfaces, and whether
the bulk material properties in Tab. 3.5 are valid in very thin sheets.

The material selection can affect both the differential temperature peak, AT, and the
thermal measurement delay. Both quantities were determined in accordance to the preceding
section and Figs. 3.53 and 3.54. The results in Fig. 3.55 were referenced to the baseline material
7 (epoxy), which approximates the TWG model and its CFRP shell.

The effect of the different materials 2 to 7 on the parasitic measurement delay is not
significant, with deviations bounded by +10%, see Fig. 3.55 (top). Only the polystyrene foam
1 indicates a notable reduction of about 50%. In contrast, the DIT signal strength shown
in Fig. 3.55 (bottom, note the logarithmic y-scaling) clearly benefits from favorable thermal
properties of the surface material. For the relevant materials 3 to 6, the signal strength is
increased by a factor between 1.3 and 3.0 compared to the epoxy baseline. This means that
an insulating coating can be beneficial even for CFRP models, and a larger signal-to-noise
distance can be used to compensate smaller image integration times, noisier IR image sensors,
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number material Mo, W/m/K ¢, J/kg/K  ps, kg/ m>

1 expanded polystyrene 0.05 1300 20
2 cork 0.05 1900 250
3 polystyrene 0.1 1300 1100
4 Mylar® 0.15 1400 1100
5 Plexiglass® 0.2 1500 1200
6 polyethylene 0.3 2300 1200

7 (ref.) epoxy 0.5 2300 1180
8 Pyrex® glass 0.6 2800 2200

Table 3.5: Different surface materials and thermal properties, epoxy reference material printed
in bold letters.
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Figure 3.55: DIT measurement delay (top) and DIT signal strength (bottom) for different
surface materials [14].

or a lower surface heating power. However, no further studies were conducted in the frame
of the current work.
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3.4 Application to small-scale rotor experiments

Differential infrared thermography (DIT) was applied to a four-bladed medium-scaled model
rotor with a diameter of 1.3 m, operated at the rotor test stand Gottingen (RTG). The facility
enables cost-efficient experiments with a good optical access for techniques such as DIT,
particle image velocimetry (PIV), or stereo pattern recognition (SPR) for blade deformation
measurements. A sinusoidal blade pitch motion resulting in an unsteady boundary layer
transition position can be prescribed through a swashplate similar to helicopter main rotors.
In terms of aerodynamics, the rotor transition measurement is interesting due to the radial
variation of the blade’s inflow conditions and due to the blade’s twist. In terms of the
test setup, the relative motion between the spinning blade surfaces and the IR camera is
challenging and requires additional considerations.

The first transition measurement at the RTG was conducted by Schwermer et al. [199]
and Raffel et al. [168] in 2014 /2015, demonstrating the feasibility of DIT in rotating frames
as shown in Fig. 3.56. The following section summarizes a second campaign published by
Weiss et al. [30] in 2020, benefiting from an improved setup and a better understanding of the
DIT principle.

_~Transition dot
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Rotor Rotor
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Sample IR image DIT signal

Transition
motion
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Figure 3.56: Sample IR image (left) and DIT signal (right) at the RTG, sketch made with
results adapted from Raffel et al [168].

3.4.1 Rotor test stand Gottingen (RTG) and test cases

The RTG has a horizontal rotor axis which is belt-driven by an electric motor, see Figs. 3.57(a)
and 3.57(b). It was designed for two- or four-bladed rotors with a diameter of D =1.3m
and features a high level of instrumentation for scientific measurement campaigns, such as
a six-component piezoelectric balance, a torque meter, a rotation angle encoder with 1000
pulses per revolution, ambient air data sensors, etc. A telemetry system with a sampling
frequency of 106 kHz was installed in the rotor hub. It enables the use of instrumented rotor
blades which can, for example, be equipped with blade pitch angle sensors, strain gauges,
temperature sensors, or Kulite® transducers connected to surface pressure taps. The RTG was
set up in the test section of an Eiffel-type wind tunnel. The tunnel’s nozzle has a rectangular
shape with about 2.6 D (3.4m) in width and 1.2 D (1.6 m) in height. It provides a slow axial
inflow up to 5m/s into the rotor plane, which corresponds to climb conditions in terms
of helicopter main rotor aerodynamics. Here, the Eiffel tunnel is used to push the rotor
wake through exit windows further downstream, and to prevent recirculation within the test
chamber. The chamber itself is large, about 10.3 D x 6.6 D x 5.5 D (length xwidth xheight),
and it enables a convenient installation of camera equipment and optics.
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(b) Four-bladed rotor configuration. (c) Detail of the rotor head.

Figure 3.57: The rotor test stand Gottingen (RTG).

The rotor head is equipped with a swashplate which adjusts the collective and cyclic
setting of the rotor blades via pitch links, see Fig. 3.57(c). The resulting sinusoidal motion of
the blade pitch angle, ©, over the azimuth is defined in accordance to the airfoil’s pitch angle,
o, as used in the preceding sections,

O(t) =0 -6 - cos (2 tf) . (3.13)

It is noted that © refers to the geometric pitch angle between the blade’s chord line and the
rotor plane. The aerodynamic angle of attack is smaller due to the induced flow through the
rotor plane. The usually stationary part of the swashplate can be slowly rotated around the
rotor axis through a worm drive, see the “phase adjustment” on the right side of Fig. 3.57(c),
similar to a helicopter turning along its vertical yaw axis. Hence, the local phase tf of the
blade pitch as seen by a stationary observer can be adjusted, and the entire blade motion
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cycle can be swept through a fixed camera field of view. More details about the test stand are
given by Schwermer et al. [200]. The RTG facility was initially designed to investigate the
dynamic stall-phenomenon [113, 198, 3], but it has also been frequently used to develop or
adapt measurement techniques focusing on rotor flows. For example and in addition to DIT,
this covers temperature-sensitive paint [232, 233] or advanced schlieren imaging [12, 13].
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Figure 3.58: Airfoil (top) and planform (bottom) of the RTG rotor blades, different scales in
both sketches, adapted from Wolf et al. [3] and Braukmann et al. [12].

The current evaluation considers a rotor with four blades and the “DSA-9A” airfoil as
also used in the IMG and TWG tests in Secs. 3.1 and 3.2. The chord length, c, is 0.072m,
and the thickness-to-chord ratio is 9%. The aerodynamic section of the blade spans between
r/R =0.25and r/R = 1, yielding an aspect ratio of 6.8, see Fig. 3.58. The blades feature a
negative twist of —9.3° and a parabolic tip planform after the “ONERA SPP8” geometry [162]
without anhedral. One of the blades is equipped with surface pressure taps and miniaturized
Kulite® sensors of type “LQ-062” to evaluate the unsteady surface pressure at 7/R = 0.53
and r/R = 0.77. Even though the taps have an influence on the BL transition process, this
instrumented blade was targeted in all DIT measurements for a comparison to the pressure-
based oCp-method. Table 3.6 gives an overview of the RTG test conditions.

3.4.2 Infrared camera and image de-rotation

The RTG test used the FLIR® X8500sc high-speed infrared camera [83], see Fig. 3.59, with a
strained layer superlattice (SLS) image sensor operating in the long-wave IR band (7.5 pm -
10.5um). The camera was provided by NASA under the NASA-DLR agreement on “ex-
perimental optical methods applied to rotorcraft”. Compared to the MCT camera of the
preceding sections, the newer SLS technology enables a higher resolution (1280 x 1024 pixel
versus 640 x 512 pixel) at a higher acquisition frequency (180 Hz versus 110 Hz at full frame).
Even though the nominal noise-equivalent temperature difference is similar (40 mK versus
35mK), it was found that under real-life conditions, the SLS images are of higher quality
due to a better uniformity and stability of the calibration. The camera was equipped with a
50 mm focal length-lens.

Applying DIT to rotating blades instead of pitching airfoils results in additional problems

85



3.4. Application to small-scale rotor experiments

parameter unit value or range

rotor frequency, f Or frotor Hz 23.6

red. frequency, k75 = c/(2ry5) - 0.074

mean pitch (collective), ©75 deg static: 2.1...17.1, with cyclic input: 9.0
pitch amplitude (cyclic), © deg 5.9

blade Mach number, M75 - 0.21

chord Reynolds number, Reys - 3.2-10°

rotor-axial inflow, V, m/s 4.9

IR images per test point - static: 16, cyclic: 2 x1000 (¢, tp)

Table 3.6: Variation of RTG experimental parameters, the index “75” refers to r/R = 0.75,
default values printed in bold letters.

connected to the fast relative motion between the wetted surface and the non-rotating IR
camera. This particularly holds true for rotors or propellers in aircraft applications, whose
rotational frequency is large in comparison to, for example, wind turbines. To the author’s
knowledge, no infrared camera placement within the rotating frame has yet been realized
to avoid the relative motion. Hub-mounted rotating cameras have been demonstrated for
blade deflection measurements, see Refs. [49, 50, 224]. This approach requires a miniaturized
camera size, a high tolerance towards centrifugal forces, and a high resolution to perform
image dewarping under oblique viewing angles. These criteria can currently only be met by
cameras operating in the visible light spectrum, but not by high-speed IR cameras.

However, the relative motion can be compensated by optical tracking devices, such as
prism-based derotators [235] or rotating mirrors [166]. Mirrors are a good choice for long-
wave infrared optics, since a large number of suitable surface materials or coatings are
available, including polished metal surfaces. Raffel and Heineck [166] discussed several
optical layouts, and the “off-axis geometry” shown in Fig. 3.60 is particularly useful in the
current rotor experiments since the camera and mirror do not block the rotor plane.

The camera’s field of view follows the rotating blade for all radii if the mirror axis intersects
the rotor axis at the hub including an angle /3, and the frequencies of mirror and rotor are
related by:

1 _
fmirror = Efrotor Ccos ! 6 (314)

The special case of =0 yields the “on-axis” geometry, in which the both rotational axes
are collinear, and the mirror frequency is half the rotor frequency. In practice, 3 should be
as large as necessary so that the mirror does not obstruct the rotor’s inflow, but as small
as possible, since f — 90° requires an infinite mirror speed and width. Additionally, the
periodicity between mirror and rotor must be considered. For example, f=arccos 3/4 ~ 41.4°
results in fiirror =2/3 frotor- This means that repetitive images of the blade at the same azimuth
angle and with the same viewing geometry can be taken every third revolution of the rotor,
corresponding to every second revolution of the mirror. This choice is a good compromise
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Figure 3.59: FLIR® X8500sc SLS Figure 3.60: Infrared image derotation in
high-speed IR camera [83]. off-axis geometry [167].

between the different requirements, and it was also chosen in the current experiment.

The rotating mirror design was optimized in several iterations, Fig. 3.61 shows the final
version as used in the RTG. It is driven by a brushless “Maxon EC-i 52” motor-encoder-unit,
which is tethered to the RTG encoder following the rotor motion. The 2/3-frequency ratio is
achieved through the gear ratio of the belt drive and through a software-selectable divider
ratio between both encoders. The mirror itself is 500 mm wide, as required by the flat viewing
angle. Even though the IR reflectivity of the polished aluminum base material is good, a front
surface mirror on a glass substrate can be added due to its superior evenness. An on-axis

laser pointer greatly helps to adjust the mirror’s orientation with respect to the rotor plane
center after Fig. 3.60.

Rotation axis

Ball bearing o v/ 4 Motor-
v 4 encoder
Belt drive unit

Polished Frame and
aluminum surface mounting brackets ~Surface mirror

Figure 3.61: DLR-developed rotating mirror for DIT applications.

Figure 3.62 shows the timing of the infrared image acquisition, with the rotor blades
turning counter-clockwise when viewed in downstream direction. In static test conditions
with zero cyclic pitch input, individual images for standard infrared thermography (IRT)
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were taken when the instrumented rotor blade points vertically upwards. The exposure
time was set to only 57 ps, but sixteen images were averaged to increase the signal-to-noise
ratio. The image size covers the blade-radial region between 0.46 R and 1 R with a resolution
of about 2 pixel/mm, or 144 pixel along the blade’s chord. The images were aligned in the
radial-chordwise coordinate system using fiducial markers and DLR’s software package
“ToPas” [118], accounting for rotation and translation as in Weiss et al. [232].

DIT reference position (¢, +¢,)/2, and static IT

oY Atf =0.05, Ay = 18°

Second DIT image, £,

First DIT image, ¢,
=N\

c/4-line

Figure 3.62: Infrared image acquisition for RTG measurements, sketch of the upper part of
the rotor plane viewing in downstream direction, adapted from Ref. [30].

Differential infrared thermography (DIT) was applied in pitch-oscillating cases with cyclic
input. The required pair of successive images was acquired at ¢; and t, during a single rotor
revolution to eliminate temperature drift and cycle-to-cycle variations. The individual images
were taken symmetrically before and after the vertical reference position at (t; + t5)/2. The
phase separation is Atf = 0.05, or AV = 18° in terms of the azimuth angle. The minimum
separation was limited by the camera’s pixel clock, with an image acquisition frequency
increased from 180 Hz to 476 Hz by cropping the full-frame image size to approximately
match the rotor blade shape. The mirror tracks the blade motion in the camera images, and
the exposure time was increased to 150 ps for a better signal-to-noise ratio in individual
images.

The rotor blades were radiatively heated by an array of lamps mounted above the infrared
camera, projecting a heat flux of about 400 — 500 W/m? in the rotor plane.

3.4.3 Numerical TAU-RBT simulation

The experiments were accompanied by flow simulations using the DLR TAU code [194]
coupled to the “rotor blade transition” (RBT) toolbox developed by Heister [101]. RBT is a
framework which approximately predicts the BL transition in blade sections, based on the
local flow situation (inflow, chordwise flow, crossflow) and several empirical criteria, also see
Fig. 1.6. In contrast to the RBT method, both highly resolved and partially scale-resolving
simulations have shown the potential of a very detailed transition modeling, as reported by
Coder [64] or Vieira et al. [223] for the NASA PSP rotor. Nevertheless, the computational
costs of such investigations are still too high for industry-relevant computations. In the
current case, a very coarse grid and the approximate RBT tool is used, which results in much
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lower computational costs. The calculations were performed on the SuperMUC cluster of
the Leibniz Supercomputing Center, with an effort of about 10 000 CPU h for static-pitch test
cases and about 20 000 CPU h for pitch-oscillating test cases.

Figure 3.63: Chimera setup of the RTG rotor (left), grid section at r/R = 0.77 (right), Ref. [30].

TAU solves the compressible and unsteady RANS equations on an unstructured finite-
volume grid. The current hybrid mesh, see Fig. 3.63, consists of hexahedral grids around the
blades and tetrahedral elements in the far field. The far field is a full cylinder with a height
of 200 R and a radius of 100 R. Both grids were integrated using the chimera technique,
also referred to as overset technique. Each blade mesh contains 1.5 - 106 points resulting in
a total mesh size of 7.7 - 10° nodes. The BL discretization is about 30 points in wall-normal
direction with a first wall spacing set to keep y* < 1. The mesh was chosen in accordance to
the convergence requirements of the RBT tool [101].

A single blade revolution was discretized into time steps corresponding to 1° azimuth.
This setting yielded the same results as computations with a finer stepping of 0.1°. The
turbulence is modeled using the two-equation k —w SST eddy viscosity model according to
Menter [148].

The RBT toolbox is capable of detecting BL transition due to five different mechanisms,
including the baseline Tollmien-Schlichting (TS) transition as implemented by Arnal et al. [37],
also known as the “Arnal-Habiballah-Delcourt” (AHD) criterion. In preceding computations
of a two-bladed RTG configuration, Kaufmann et al. [114] included all types of transition
mechanisms. It was shown that the predictions were only acceptable if TS transition is
modeled exclusively, but in this case, the RBT results were superior to Langtry-Menter
approaches. Therefore, the current simulations also only include the TS/AHD criterion.

The AHD criterion was evaluated at 48 sectional cuts along the rotor radius on both suction
and pressure sides. The predicted transition begin is used to control the turbulence model.
The transition process or intermittency region is not modeled, and point transition is assumed.
To compute the local turbulence level required as an input for the AHD criterion, the local
flow velocity and the turbulent kinetic energy is extracted in a user-defined distance upstream
of the local stagnation point. The turbulent kinetic energy at the far field boundary has to
be set in order to align with the experimental turbulence level of the axial inflow. Therefore,
the “sustaining turbulence concept” by Spalart and Rumsey [211] is locally implemented
up to one rotor radius upstream of the rotor plane. The far field boundary conditions were
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3.4. Application to small-scale rotor experiments

adjusted iteratively to match an inflow turbulence level of 0.09% at r/R=0.77 as deduced by
Weiss et al. [233].

3.4.4 Static pitch angle and intermittency

The infrared result for a test condition with a static pitch angle of ©75 = 10° and a rotor
frequency of f =23.6 Hz is shown in Fig. 3.64, with the flow from bottom to top. The dark
areas towards the trailing edge correspond to a stronger convective cooling within the
turbulent boundary layer. The turbulent wedge at r/R = 0.49 (left, inboard) results from
a transition dot placed close to the leading edge. The pressure tap rows at r/R=0.53 and
r/R=0.77 also cause premature BL transition. The black circular dots are silver-paint fiducial
markers, which were sanded down and do not affect the boundary layer. The chordwise
temperature distribution was evaluated at several radial stations (+) after the method of
Ashill [39] and similar to the current IMG data, see Fig. 3.9. The result is the begin and
the end of the transition region, Xpeg;;, and xe,g (thin red lines, —), and the position of 50%
intermittency, x4 (thick red line, —). The former sections mainly concentrated on x,, but
for a comparison to the current RBT simulations, the finite length of the transition region is
relevant. The single-valued “transition point” provided by the AHD criterion represents the
onset of Tollmien-Schlichting waves and, therefore, compares better with X,

1.0
0.75

)
T 05
0.25
0.0

Figure 3.64: Average IR image for static transition position, f = 23.6 Hz, ©75 = 10.0° [30].

The intermittency length is known to increase with a decreasing adverse pressure gradient,
see Walker and Gostelow [227]. The DSA-9A airfoil has a weak suction-sided pressure
gradient, 9Cp/0x, at about x/c=0.6. This can be seen from the 2D MSES predictions of C in
Fig. 3.8 (neglecting additional Reynolds- and 3D-effects), and the 3D MSES predictions of
the BL shape factor in a previous RTG rotor test reported by Weiss et al. [233]. The distance
between transition onset and 50% intermittency,

Xtr = Xpegin __ Xend ~ Xbegin
c - 2c ’

AX50% = (315)
is shown in Fig. 3.65 as a function of the transition location and for the current static-pitch
data (—). A curve fit was applied to the Axgg9,-data (— —) which serves as a possible offset to
be added to the CFD transition begin.

Figure 3.65 also includes data extracted from the TWG airfoil tests in Sec. 3.3 and Richter
et al. [34], showing that the overall trend is continued for pitch-oscillating test cases during
both upstroke (o) and downstroke (o).

Figure 3.66 (top) compares the measured and calculated transition results for two steady
test cases with collective pitch angles of ©75=9° and ©75=14°. The transition lines mirror the
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Figure 3.65: Distance between transition begin and 50% intermittency as a function of the
transition location, including TWG airfoil data from Richter et al. [34].

predicted lift coefficients, see Fig. 3.66 (bottom). A large C; causes a strong adverse pressure
gradient resulting in a transition close to the leading edge, and vice versa. This not only
explains the effect of the pitch angle variation, but also the radial distribution at a given ang]le.
For example, the bulge between 0.9 < r/R < 0.95 is caused by the local influence of the blade
tip vortex, which reduces the lift and, consequently, pushes the transition towards the trailing
edge.

- IRT xbegin /C TAU: xbeg,-n/c
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1 T T T T
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Figure 3.66: Steady transition positions (top) and corresponding C;—distributions (bottom)
for collective pitch angles ©75 = 9° and O75 = 14° [30].

For ©75=14°, the measured and predicted positions for transition begin and 50% inter-
mittency agree well, but the intermittency length is small, and all four lines are very close
to x/c=0.25. For ©75=9°, a notable split between transition begin (dashed lines) and 50%
intermittency (solid lines) is observed. The experimental xp,,;, is correctly predicted by the
TAU calculations for radii 7/R < 0.72 and r/R > 0.90. Consequently, also the measured value
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for x¢r/c and its numerical substitute xpeg;, /¢ + Axs09,, featuring the empirical intermittency
offset correction Axsgo, after Fig. 3.65, agree well. In the radial range of 0.72 < /R < 0.9, the
numerical prediction switches abruptly to transition positions located about Ax/c ~ 0.21
further upstream. This behavior is considered as an error, since neither the experimental
transition locations nor the numerical lift data show comparable effects. It is noted that in
this streamwise range of the airfoil, the transition position is very sensitive to small pitch
changes, see Weiss et al. [233] and Fig. 3.12. Hence, the case at ©75=9° exemplifies that the
transition is challenging to predict here, which also matches the observations by Kaufmann
et al. [114] regarding a TAU simulation of a two-bladed RTG configuration.

3.4.5 Pitch-oscillating test cases with cyclic input

The next step considers a test case with a rotor frequency of f =23.6 Hz and a cyclic pitch input
by tilting the swashplate, resulting in a sinusoidal pitch oscillation with ©75=9.0°+5.9°. This
case was chosen since it covers a wide range of transition positions, but it is well below the
static and dynamic stall limits (static stall occurs at about ©75=23.5° for this flow condition).
Figure 3.67 shows two sample differential temperature distributions AT. In both cases, the
underlying images at t; and t, were chosen so that the mean pitch angle at (t; + t;)/2 equals
©75=11.5°. The left image corresponds to the pitch upstroke, and the yellow-orange (positive)
region represents the transition moving upstream towards the leading edge, resulting in an
increased convective heat transfer within the turbulent BL region. Vice versa, the right image
corresponds to the pitch downstroke, with the blue (negative) region showing the transition’s
motion towards the trailing edge. The blue band is notably thinner than the yellow-orange
band since the transition motion in this area is smaller for same pitch difference.

AT, counts '10_0:1]0 Transition motion
1 Radial bin »—« S—
£, . |
0.25 P, oS A T WS T A a ——
07705 06 5z 07 08 |\ 09 1 05 06, 07 0.8 09 1
Upstroke, @5 = 11.5° 1 Transition motion Downstroke, ®;5 = 11.5° |

Figure 3.67: Differential temperature distributions for ©75 = 11.5° during the upstroke (left)
and downstroke (right) for a cyclic-pitch case with ©75 = 9°4+5.9° and f = 23.6 Hz [30].

It is noted that Weiss et al. [30] define the DIT signal as

AT = (T(t1) - Tq) - (T(t) - T2) , (3.16)

which includes two differences from the AT-definition applied in the preceding sections.
First, the tare images T; and T are subtracted from their respective instantaneous images
T(t1) and T(t;). The tare images T1 and T, are defined as the mean temperature distributions
in the two azimuthal measurement positions, AV = 9° before and after the vertical as in
Fig. 3.62, and averaged over all pitch phases tf of the entire cycle. This removes systematic
azimuthal differences unrelated to the unsteady aerodynamics, for example resulting from
an inhomogeneous heating of the rotor plane. Second, the later net image at f, is subtracted

92



3.4. Application to small-scale rotor experiments

from the earlier net image at ¢, which inverts the sign of the differential signal AT compared
to earlier sections, without any further impact on the DIT evaluation.

The further analysis must consider the spanwise variation of the transition position, hence,
the field of view is subdivided into several radial bins in which x4, is considered to be constant.
The red vertical lines in Fig. 3.67 show a bin sized Ar=10mm and centered at r/R=0.8. The
individual DIT images were averaged along the bin’s span, and the chordwise peak position,
x4, is identified by its negative or positive AT-peak. Figure 3.68 (left) shows the result (e)
as a function of the phase tf. The sinusoidal pitch cycle with a maximum angle at #f =0.5 is
shown in the background (—) for reference. The measured DIT transition position varies over
the pitch cycle between about 0.2 < x/c < 0.8, and the general behavior agrees well with
the static IRT data (M) except for a shift towards later phases (to the right), which represents
the hysteresis of the pitch-oscillation case. The quality of the RTG result appears to be on
a similar level as the proof-of-concept 1IMG test, for example compare Fig. 3.17. This also
includes erroneous data at the pitch motion reversal, as seen by the bifurcation at tf =0.5.
Other outliers in Fig. 3.68 (left) were filtered out, based on a maximum allowable distance
of Axy./c=0.4 to the static reference, and based on a minimum acceptable peak value of
| ATy | =5 counts.
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Figure 3.68: Transition position (left) and DIT signal peak (right) at /R = 0.8 for a pitch-
oscillating test case with ©75=9.0°+5.9° and f =23.6 Hz, including static transition positions.

The analysis can now be carried out for seventeen radial positions covering the entire
tield of view, and an overall DIT “transition map” in a polar coordinate system was created
to visualize the rotor plane, see Fig. 3.69 (left).

The minimum phase and, thus, the minimum pitch angle is at the top, with the phase
increasing in counter-clockwise direction. The raw transition positions of the previous
evaluation step were phase-averaged within 50 phase bins, each bin covering 2% of the
pitch cycle. The results at the valid data points (¢) were used to generate the background
contour plot for the measured local transition position, alternating towards the trailing edge
(yellow colors) or the leading edge (blue colors). Missing data was interpolated (x). The
interpolated areas are quite large, but mostly located close to the pitch motion reversal, where
the transition location is almost stationary. Hence, the resulting map is considered valid.
This is underlined by a comparison to the simulated TAU-RBT data in Fig. 3.68 (right), using
the same color contour levels, and applying the offset correction Axggo, to the predicted
transition begin. Overall, the agreement is remarkable. Both results are not symmetric to the

93



3.4. Application to small-scale rotor experiments

min(®), /=0 DIT: x,, /c min(®), /=0
. CFD: Xbegin /e + A)C50% <

0.83

mean(©),
tf=0.75

0.5

Figure 3.69: Transition map, experimental DIT result (left) and TAU-RBT simulation result
(right) or a pitch-oscillating test case with ©75 = 9.0°+£5.9° and f = 23.6 Hz [30].

vertical, but slightly rotated in counter-clockwise direction due to the hysteresis, and this tilt
is larger in case of DIT. Comparing the yellow-to-blue gradient on the left and the blue-to-
yellow gradient on the right, both DIT and CFD indicate a similar three-dimensionality of the
transition line as seen by the curvature of the contour isolines. This particularly covers the
delayed transition in the blade tip area, see the yellow streaks at r/R > 0.85, which was also
noted in the static results and connected to the smaller local lift coefficient. The CFD solution
predicts a faster transition motion than the DIT result, which can be seen by a tighter isoline
spacing.

A more focused view on the remaining uncertainties is given in Fig. 3.70. The transition
position was extracted from the map at r/R=0.75, comparing the up- and downstroke for
DIT and CFD. Data from the surface pressure taps analyzed via ¢C, was added, but it is only
available at two chordwise positions (x/c=0.31 and x/c=0.62) and slightly further outboard
(r/R=0.77).

1
0.8 |
\Llpstroke
v 0.6 : | DIT oC, CFD
\5' | upstrokeT —— . —
: 0.41 downstroke ! -4 ¢ S
0.2
073 6 9 12 15
®759 deg

Figure 3.70: Transition positions, DIT and CFD results at /R = 0.75 and 0Cp result at
r/R = 0.77, pitch-oscillating test case with ©y5 = 9.0°+£5.9° and f = 23.6 Hz [30].
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In general, the DIT and CFD data in Fig. 3.70 cover the same transition range and agree
well during the downstroke (compare — — and - -), but the DIT data is delayed during
the upstroke (compare — and —). The vertical DIT error bars correspond to the scatter of
individual results within the phase/pitch-binned data, indicating an increased uncertainty
in regions with a fast transition motion. This is also reflected by spikes in the CFD data, at
which the transition randomly alternates between different positions. The cC,-method (¢, <)
measures an earlier transition in comparison to both CFD and DIT. The reason is unknown,
but a premature transition onset is probably promoted by the surface disturbance created by
the pressure taps. In general, the data scatter in Fig. 3.70 underlines the uncertainties and
difficulties of determining the BL transition on a rotor.

The data in Fig. 3.70 is used to estimate the approximate hysteresis of all three methods.
In agreement with Sec. 3.3, the hysteresis is defined as the pitch difference A© between up-
and downstroke at a given transition position (in Fig. 3.70: horizontal split at x;/c=0.31 and
Xtr/c=0.62). The result is summarized in Tab. 3.7.

Xtrlc A©, CFD AO, aCy AO, DIT pitch velocity
0.31 1.5° 3.1° 4.0° 831°/s
0.62 2.3° 4.4° 5.3° 501°/s

Table 3.7: Hysteresis of the transition position extracted from Fig. 3.70, and corresponding
pitch velocity.

Following the argumentation of the preceding sections, 0C,, is taken as a reference for the
“true” aerodynamic hysteresis. The DIT result yields a larger hysteresis, which is expected
due to the additional measurement hysteresis introduced by the thermal mass and the finite
responsiveness of the rotor blade surface, also see (iii) in Tab. 3.2. In contrast to this, the
CFD simulation underpredicts the measured oCp-hysteresis. A probable explanation is that
the CFD correctly captures the aerodynamic hysteresis of the pressure distribution and the
resulting lift, see (i) in Tab. 3.2, but it fails to model the additional finite responsiveness of
the boundary layer in reaction to the pressure distribution, see (ii) in Tab. 3.2, since the RBT
tool is tuned to quasi-steady input data. It is noted that the current pitch velocities with
a maximum of 831°/s by far exceed the pitch velocities of the IMG and TWG tests, with
a maximum of about 200°/s as shown in Fig. 3.28. Hence, the detection of unsteady BL
transition is particularly challenging.
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3.5 Application to large-scale rotor experiments in forward
flight conditions

In a next step, the differential infrared thermography (DIT) was applied to a large-scale
rotor operated in forward flight conditions. Supported by the DLR-NASA agreement on
“experimental optical methods applied to rotorcraft”, the tests were conducted in the United
States under the leadership of NASA scientists, whereas the DLR was responsible for the
development of data evaluation methods. The following section is based on the results
published by Overmeyer et al. [32], Heineck et al. [31], Gardner et al. [18], and Jain [109].

3.5.1 Experimental setup

The experiments were conducted in the NASA Langley “14- by 22-Foot Subsonic Tunnel” [90]
providing an edgewise inflow into the rotor plane. The facility is a large closed-return
atmospheric wind tunnel constructed in 1970 with a view to vertical/short take-off and
landing aircraft.

The rotor is electrically driven by the “General Rotor Model System” (GRMS), which is
enclosed in a helicopter-inspired fuselage shell and held by a sting support, see Fig. 3.71 (left).
The GRMS is equipped with a fully articulated rotor system connected to a force balance.
The rotor blade design is termed the “PSP” geometry after its initial application in tests with
pressure sensitive paint, see Watkins et al. [229] or Wong et al. [237].

aCCeSS

Figure 3.71: GRMS setup in the Langley 14- by 22-Foot Subsonic tunnel (left), IR camera
setup below the tunnel’s floor and aimed at the lower side of the rotor, adapted from Heineck
etal. [31].

The PSP blades have a radius of 67 in (1.70m), a chord of 5.45in (0.138 m), and a planform
as shown in Fig. 3.72. Three “RC-series” rotorcraft airfoil geometries [154] were distributed
and blended along the span of the blades, with a decreasing relative thickness from 12% at
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the root to 8% at the tip, and with a linear twist of —14°. The rotor blades were constructed
from a mix of carbon- and glass-fiber materials, and covered with Imron 2.1 flat black paint.
The surface roughness was measured to R; < 0.8 pm.

The current experiments use a three-bladed rotor hub, which is in contrast to former
BL transition measurements on a four-bladed version of the PSP rotor in steady hover
conditions [160]. The rotor shaft angle was tilted in “nose-down” direction to a = -3°
simulating forward flight. For each test condition, the rotor was trimmed to zero 1/rev
flapping to minimize the shaft bending loads. The result is a sinusoidal 1/rev blade pitch
motion similar but not identical to a free flight trim, which requires zero rotor head moments.
Figure 3.73 shows the trimmed pitch angles for a test case with an advance ratio of ;1=0.3
and a medium thrust setting with a blade loading of Ct/0,=0.10. Small differences between
blade 1 (—), blade 2 (—), and blade 3 (—) are visible but can be neglected. The black line (—)
is the single trim solution of the Rotorcraft Comprehensive Analysis System (RCAS), which
will be used in a later simulation of the test condition. Additional aerodynamic parameters
of the tests are summarized in Tab. 3.8.
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Figure 3.72: PSP rotor blade geometry, adapted from [237].

25F RCAS
I Blade 1
Blade 2 retreating
Blade 3 blade

o | \
15 I \advancing
\ blade
\ 2,
10 L . 1 . 1 . 1 . .
0 90 180 270 360
Y, °

Figure 3.73: Rotor trim for advance ratio ; = 0.3 and thrust setting Ct /o, = 0.10.

Infrared images were taken on both lower and upper side of the rotor plane in two
separate measurement campaigns. The later test campaign on the upper side includes several
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“lessons learned” regarding the experimental setup and the evaluation technique. A rotating
mirror was installed below or above the rotor plane, with a rotational axis approximately
collinear to the rotor shaft. In this “on-axis” layout, the mirror spins at half the rotor frequency
to track the blade in the camera image (see Sec. 3.4.2 for further details). Fig. 3.71 (right)
shows the lower-sided camera installation in the mezzanine below the wind tunnel floor,
with the camera looking through a cutout in the floor panels.

parameter unit value or range
rotor frequency, f Hz 18.2

red. frequency, k75 = ¢/ (2rys) - 0.054

blade loading, C1 /o, - 0.08,0.10,0.12
blade Mach number, M5 - 0.42

chord Reynolds number, Reys - 1.23 - 106
edgewise inflow, Vy m/s 58.25

advance ratio, 1 = Vi /Vy - 0.3

inflow temperature, T K 304

Table 3.8: Experimental parameters, the index “75” refers to r/R = 0.75, default values
printed in bold letters.

Both campaigns used high-speed IR cameras with strained layer superlattice sensors
(FLIR® X6900sc for the lower side, FLIR® X8500sc for the upper side) and image integration
times of At=200 ps, corresponding to an azimuthal range of AV =1.3°. During DIT processing,
differential images were calculated by subtracting two IR images from the same revolution
with an azimuthal spacing of AU =16.5° (lower side®) or A¥ = 15.0° (upper side). Similar
to the RTG processing, the IR images had to be registered before subtraction on the basis of
fiducial markers, since an imperfect rotor-mirror alignment and the lead /lag blade motion
caused shifts of several pixel. The image resolution is about 90 pixel (lower side) or 200 pixel
(upper side) along the blade chord.

3.5.2 Periodic heating and cooling due to edgewise inflow

A rotor in a forward flight condition is subject to an edgewise inflow into the rotor plane. The
superposition with the blades’ rotational motion increases the recovery temperature on the
advancing side and reduces the recovery temperature on the retreating side, which results in
a periodic heating and cooling of the blade surfaces. This effect can be modeled using the
heat flux relations in Eq. 3.9. For a constant inflow temperature and density, the convective
heat transfer to the blade is proportional to the local inflow velocity, V~, and the difference
between the flow’s recovery temperature and the wall temperature, Ty — Ty, yielding

qconv (6.8 VOO (Tr - Tw) . (317)

The original publication, Ref. [32], used a separation of A¥ =23.0°. For the current work, the data was
re-evaluated with AV =16.5°, which is the closest choice to the later upper-sided results with AW =15.0°. As
argued in Sec. 3.1.5, a smaller separation leads to a lower signal-to-noise ratio but a smaller hysteresis.
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The flow’s recovery temperature itself is a function of V2, since reformulating the corre-
sponding Eq. 3.10 yields

-1
Ty =Too + rC;’yR %% (3.18)
S

The local inflow velocity depends on both the radial and azimuthal position in the rotor
plane, r/R and ¥, and the advance ratio, ;, with

r . 2 2
Voo = (Evﬁp + Vysin xp) + (Vy cos ) (3.19)

2
= Vtip\/(% + psin \I/) + (pcos U)? .

Evaluating Egs. 3.18 and 3.19 for the inflow conditions of the PSP rotor experiment and
a recovery factor of rc = 0.9 yields the T)-distribution shown in Fig. 3.74(a). The edgewise
inflow is from the left, the rotor turns in counter-clockwise direction, and the advancing
side is in the upper half. The maximum recovery temperature at the blade tip is about 32 K
larger than the freestream temperature, and the temperature variation over the azimuth has
a peak-to-peak split of about 23 K. These inflow-induced temperature differences render
an external radiative heating unnecessary or even counterproductive, but also require to
adapt the DIT evaluation scheme. The equilibrium temperature, T,4, was calculated for each
radius r/R. Teq is defined as the surface temperature resulting in zero net heat flux over
the entire revolution, it is close to but slightly larger than the average surface temperature.
Multiplying the inflow velocity with the recovery-to-equilibrium temperature difference
yields Vo (T~ Teq), representing the local convective flow-to-blade heat transfer after Eq. 3.17.
The result in Fig. 3.74(b) expectedly shows that the periodic switch between heating (red
colors) and cooling (blue colors) increases towards the blade tip.
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(a) Recovery temperature. (b) Flow-to-surface heat convection.

Figure 3.74: Temperature and heat transfer maps for the NASA PSP rotor in reference test
conditions. The radial grid lines correspond to r/R =0.3,04,...,1.0.
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The implications of the periodic recovery temperature variation and the resulting DIT
processing are now discussed by means of the earlier experiments for the lower side of the
blades. Fig. 3.75 shows a differential image on the retreating blade side, corresponding to an
azimuth angle of ¥=270° (C1/0,=0.08, 1=0.3). The data was averaged over three individual
rotor revolutions. The blade tip is at the right, and the flow is top to bottom. The overall
green-bluish coloring indicates the decreasing surface temperature due to the cooling effect
of the surrounding flow. The average difference is only about 3 counts and at the limit of
the camera sensitivity. The blade planform and the fiducial markers are visible due to slight
errors during the image dewarping process. Due to the large pitch angle of the retreating
blade, the BL flow on the lower surface is fully laminar. This can be seen by the absence of
any flow structures except from two turbulent wedges, which result from artificial transition
dots placed at r/R=0.90 and r/R=0.97, and which span the entire chord length of the blade.
From left to right, the triangular wedge shapes have a a red-to-blue color gradient resulting
from a yaw motion of the flow. At the nominal average azimuth of ¥ =270°, the inflow is
perpendicular to the leading edge. However, the differential image was calculated from
the IR images at W1 =270°-8.25° and ¥, =270°+8.25°. The superposition of edgewise flow
and rotational motion results in a slightly yawed inflow pointing in inboard direction (at
V1) or outboard direction (at V), respectively. Hence, the more effective cooling within
the turbulent wedge region, compared to the otherwise laminar flow, is relocated from an
inboard position (red color) to an outboard position (dark blue color), creating a two-tone
footprint in the differential image.

The effect of a yawed inflow on the turbulent wedges is obvious when comparing Fig. 3.75
to Fig. 3.76. Fig. 3.76 corresponds to a mean azimuth of ¥ =300, and the local inflow yaw
angle at /R=0.9 is #~13.2° as calculated form the advance ratio and the rotor speed. This
p-angle is indicated by two black arrows in the upper right corner, whose direction matches
well with the yawed alignment of the trailing turbulent wedges.

Fig. 3.77 is a DIT result at ¥ =90°. In general, the orange-reddish coloring indicates a
rising surface temperature due an above-equilibrium recovery temperature on the advancing
side. The coloring is not homogeneous but reveals flow structures. A green-bluish pocket
of laminar flow is visible at about /R = 0.85 — 0.90, indicating a less effective convective
heat transfer compared to the turbulent regions elsewhere. For r/R < 0.8, the blade’s small
pitch angle results in a BL transition close to the leading edge of the lower surface, which is
visible as a spanwise dark-red line. The interpretation of the DIT result must be adapted in
forward flight conditions. For a constant temperature-inflow discussed in earlier sections,
only the transition motion itself appears as a thin spanwise band, but the differential signal
of persistently laminar or turbulent regions is close to zero (for example, see Fig. 3.67). In
the current case of an increasing recovery temperature, also the turbulent area downstream
of the transition region is heated more effectively compared to laminar regions. Hence, the
appearance and interpretation of differential images (DIT) in forward flight conditions is
quite similar to “standard” infrared thermography (IRT) in steady-state flow conditions.

One of the PSP blades was additionally coated with an electrically conductive paint acting
as a surface heating, with a maximum heat flux of up to about 1.3 kW /m?. The system worked
well for BL transition measurements in hover conditions [160], but it was found to be partly
counterproductive in forward flight conditions. Moderately raising the wall temperature will
increase the flow’s cooling flux on the retreating side, but decrease the flow’s heating flux
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Figure 3.75: DIT result, lower side, C7 /0, = 0.08, U = 270° (retreating blade), x = 0.3.
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Figure 3.76: DIT result, lower side, C1/0, = 0.08, ¥ = 300° (retreating blade), ;» = 0.3.
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Figure 3.77: DIT result, lower side, C1/0, = 0.08, ¥ = 90° (advancing blade), 1« = 0.3.
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Figure 3.78: Same as above (Fig. 3.77), but with additional surface heating.
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Figure 3.79: DIT result, lower side, C1/0, = 0.12, ¥ = 90° (advancing blade), 1« = 0.3.
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on the advancing side. Hence, the surface-heated DIT image at ¥=90°, see Fig. 3.78, shows
similar structures with a much lower contrast compared to the unheated blade in Fig. 3.77. In
principle, it should be possible to further increase the surface temperature well above the
flow’s maximum recovery temperature, so that the blade is cooled over the entire rotor plane.
However, this is likely to affect the aerodynamics of the boundary layer, and will require
transferring a large amount of power to the blade.

Figure 3.79 shows the DIT result at ¥ =90° with an unheated blade and a higher thrust
level of Ct/0,=0.12. Compared to Ct/0,=0.08 in Fig. 3.77, the collective pitch angle of the
blades was increased, which expectedly leads to a growth of the laminar pockets close to
the blade tip. A new turbulent wedge appears at /R = 0.85, which is not connected to an
artificial transition dot but probably to a surface defect at the leading edge.

3.5.3 Measurements on the upper side of the rotor plane

The DIT results on the lower side of the NASA PSP rotor discussed in the previous section
proved that the periodic blade heating and cooling in forward flight conditions can be used to
study boundary layer structures using the DIT method. However, the comparably low data
quality prevents an in-depth analysis of the transition map. Hence, a second test campaign
was conducted with the following changes:

* A larger number of revolutions (250 versus 3) was acquired to increase the signal-to-
noise ratio of the phase-averaged DIT images.

¢ The optical resolution was increased from 90 pixel to 200 pixel along the chord line. This
makes the alignment of raw images before subtraction more precise, and finer flow
structures can be identified. Increasing the resolution reduced the radial extent of the
viewing field from about 0.50 <r/R<1t0 0.75<r/R<1.

* Helicopter airfoils have a comparably flat lower surface, hence, the BL transition rapidly
jumps between leading and trailing edges over small pitch angle changes. Investigating
the upper surface is more insightful due to the slower transition motion, but required
to install the camera and rotating mirror at the ceiling of the Langley wind tunnel.

* The camera and rotating mirror were mounted on a belt-driven turntable for a con-
venient scanning of the entire rotor plane. The camera looked through a germanium
window in the tunnel’s ceiling. The optical path was folded using a second fixed mirror
to reduce the overall size. More details on the optical setup can be found in Heineck et
al. [100].

¢ The experiments were accompanied by a reduced-order aerothermal simulation as in
Sec. 3.3, and a high-fidelity CFD simulation by Jain [109].

Figure 3.80 gives a deeper insight into the periodic heating and cooling of the blade surface
as a function of the azimuth angle V. The solid black line (—) is the predicted flow-to-surface
heat convection after Egs. 3.17-3.19, and as extracted at /R = 0.8 from Fig. 3.74(b).

The signal is similar but not identical to a sine function, and it is expected to be closely
followed by the temporal gradient of the IR-measured upper surface temperature. This
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Figure 3.80: Predicted flow-to-surface heat convection at /R = 0.8 (black lines) and corre-
sponding DIT signal (red line) averaged between 0.2 <x/c<0.8.

gradient is represented by the DIT signal, AT (—), at /R = 0.8 and averaged in the central
part of the blade (0.2 <x/c<0.8). The IR camera was not calibrated, hence, AT is shown in
“counts” on the right y-axis, and the comparison is purely qualitative. The overall agreement
is reasonable, but the experimental surface temperature gradient (—) leads the predicted heat
transfer (—) in phase. This can be explained by the prediction itself. The data in Fig. 3.74(b)
is calculated from the difference between the local recovery temperature, Ty, and the constant
equilibrium temperature, Ty, as a zeroth-order approximation of the actual wall temperature,
Tw. When assuming that a Ty, is non-constant but lags behind T, with a smaller amplitude
due to the blade’s thermal inertia, the resulting flow-to-surface convection, Voo (Tr — Tw),
will indeed lead T;. This is shown by the second prediction in Fig. 3.80, which assumes
a Ty-amplitude of 4K compared to the Tr-amplitude of about 15K, and a phase shift of
AWV = 90° (heating on the advancing side, cooling on the retreating side). As a result, the
refined prediction (- —) has an excellent qualitative agreement with the experiment (—).

Figure 3.81 shows DIT result images at eight different azimuth angles between ¥ =45°
and ¥ =360°. The advancing blade at ¥ =45°,90°, and 135°, see Figs. 3.81(a)-(c), results in
a characteristic flow pattern similar to the lower-sided result in Fig. 3.77. The increasing
recovery temperature raises the blade surface temperature in general, but the heat transfer is
less effective in the laminar (bluish) regions close to the leading edge than in the turbulent
(reddish) regions further downstream. Several turbulent wedges are visible, which originate
from surface defects at the leading edge, since no additional transition dots were applied to
the blade’s suction side. Comparing Fig. 3.81(d) at ¥ =180° to Fig. 3.81(b) at ¥ =90°, a very
similar flow pattern is observed in both images, but the blue-red coloring in Fig. 3.81(d) is
now inverted due to the beginning flow cooling towards the retreating side, replacing the
flow heating on the advancing side.

The differential images partly comprise a pattern of fine and tightly-spaced vertical stripes
which is not regarded to be of aerodynamic origin. It is believed that the pattern results from
a residual non-uniformity of the IR image sensor, which was not entirely removed by the
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camera calibration, and which becomes visible when regarding small intensity differences in
DIT processing. An additional flatfield correction was omitted in the post-processing since
the necessary information with respect to the boundary-layer transition was unaffected. It
is noted that the color range in each individual DIT image was adjusted for a maximum
contrast. Looking at the maximum count level, the overall heating effect at ¥ =135° is smaller
than at ¥=45° and ¥=90°, which corresponds to the heat convection signal in Fig. 3.80.

Advancing blade - > Retreating blade
AT, counts AT, counts
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(¢) ¥=135°. (8) ¥=315°,
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r/R r/R

(d) ¥ =180°. (h) ¥ =360°.

Figure 3.81: Phase-averaged DIT images at azimuth angles ¥ = 45°,90°,...,360°, upper
surface of the PSP rotor blade at Ct/o, = 0.10 and i = 0.3, including valid (o) and invalid (e)
transition points and the transition line (- -), adapted from Ref. [18].

Fig. 3.81(c) shows a second characteristic spanwise line close to the leading edge (see the
black arrow marker), which is connected to the motion of the stagnation area during the
pitch step between the original IR images. Hence, the BL transition point was defined at the
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maximum AT-gradient of the first step seen from the trailing edge. Chordwise slices were
extracted and averaged over a spanwise width of 9 pixel (4.5% c). The result, AT as a function
of x/c, is further smoothed with a sliding window sized 10 pixel (5% c). Between 8 and 23
transition points were extracted along the span, based on a non-automated user evaluation
and depending on the geometric complexity of the transition line. Turbulent wedges were
ignored for a better comparability with CFD simulations, which assume hydraulically smooth
surfaces without defects. A further post-processing step checks the time consistency and
plausibility of individual DIT results, separating a few invalid data points (e in Fig. 3.81)
from the otherwise valid data (o). The spanwise transition line (- -) is a piecewise cubic
Hermite-interpolated polynomial. The DIT results on the retreating side of the rotor plane,
see Figs. 3.81(e)-(h) for ¥ = 225°,270°,315°, and 360°, only show a very small variation of the
boundary layer state, with transition always being close to the leading edge.

3.5.4 Comparison to numerical simulations

Two different numerical simulations were conducted to accompany the Langley wind tun-
nel tests. First, DLR’s reduced-order aerothermal approach as described in Sec. 3.3 was
used to confirm the DIT principle and its evaluation scheme in forward flight conditions.
Second, Jain [109] conducted a high-fidelity simulation within the NASA CFD framework,
demonstrating the current state-of-the-art in transition modeling for rotor flows.

Aerothermal simulation

The azimuthal temperature fluctuation of the blade’s upper surface was calculated after
Sec. 3.3 and Fig. 3.41 for the current default test conditions with a thrust level of C1/0,=0.10
and an advance ratio of ;1=0.30. The thermal parameter settings are given in Tab. 3.9.

number of cells in vertical (surface-normal) direction 300

total thickness of the surface layer 1.0mm

time step for heat computation 5-107s
total simulation time 100s

surface layer material epoxy
thermal conductivity (vertical direction), Agy 0.5W/m/K
surface heat capacity, cg 2300]/kg/K
surface density, ps 1180kg/ m°>
freestream static temperature, T 304 K

Table 3.9: Settings for the temperature computation in the surface layer, PSP rotor experiment.

The simulation uses the bulk coefficients of the epoxy matrix material as a simplification
for the complex paint-coated carbon- and glass-fiber structure of the PSP blades, in agreement
with the earlier TWG simulations (see Tab. 3.4). The rotational/pitch frequency in the
current test is larger than in the TWG case, 18.2 Hz versus 6.6 Hz. To adapt to the increased
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unsteadiness, the simulation time step was reduced from 5 - 10°s to 5 - 10~ s, and the
thickness of the simulated surface layer was reduced from 5.5 mm to 1.0 mm.

The time/phase-resolved skin friction coefficient, Cf, is required as an input for the
convective heat transfer at the interface between blade and flow, see Eq. 3.9. This input
was generated using a combination of the “Rotorcraft Comprehensive Analysis System”
(RCAS) [105] and the flow solver “MSES” [74]. RCAS uses a structural model of the PSP
blade and the inflow and thrust settings of the test case to calculate the rotor trim, see (—)
in Fig. 3.73, which matches the measured pitch angles of the blades well. The predicted
aerodynamic angle of attack, «, at /R = 0.8 is shown in Fig. 3.82 (—). Deviations from a
smooth sinusoidal shape are, for example, caused by wake interactions as predicted by a
prescribed wake model within RCAS [110]. The figure also contains the predicted Mach
number (—) and Reynolds number (—) of the blade section.
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Figure 3.82: RCAS-predicted inflow («, M, Re), RCAS/MSES-predicted and measured transi-
tion positions x¢./c for the trimmed rotor at /R = 0.8 [18].

The RCAS/MSES transition map for the upper surface is shown in Fig. 3.83(a). It is noted
that the RCAS computation is inherently three-dimensional, but the flow conditions were
extracted at several radial positions and fed into the two-dimensional MSES code and its
eN-based prediction of the Tollmien-Schlichting transition mechanism.

The RCAS/MSES prediction switches between BL transition close to the trailing edge
(purple-reddish areas on the advancing side) or close to the leading edge (bluish areas on
the retreating side), which is qualitatively similar to the experimental DIT data shown in
Fig. 3.83(b). There is a notable phase difference, which is probably caused by the numerical
simplifications, for example the stationary and two-dimensional MSES calculation, and the
additional measurement-related hysteresis of the DIT approach. Reducing the N-factor in
MSES shifts the predicted transition closer to the leading edge (see Ref. [18] for more details),
but does not generally improve the agreement with DIT. The extracted transition positions at
r/R=0.8 are shown in Fig. 3.82, in which the RCAS/MSES result (—) has a distinct pocket of
laminar flow around ¥ =90°, which is not mirrored by the DIT experiment (—). It is noted that
by definition MSES predicts the transition onset, xpeg;,, rather than 50% intermittency, x;, as
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(a) Predicted RCAS/MSES result, N = 9. (b) Experimental DIT result.

Figure 3.83: Transition map for the upper surface, Ct/0,=0.10 and p = 0.30 [18].

in the DIT result. Other than that, the agreement is reasonable for this type of reduced-order
simulation.

Feeding the aerodynamic RCAS/MSES data into the thermal simulation with the param-
eters stated in Tab. 3.8 yields the phase-resolved surface temperature, which can be used
to predict the differential temperature distributions, AT, after applying the DIT procedure.
Figure 3.84 compares the predicted results (—) at 7/R = 0.8 to the corresponding experimental
results as a single-pixel line (—) and after applying the sliding-window smoothing (—).

It is noted that the comparison is qualitative, since the IR camera sensitivity was not cali-
brated and the result is given in counts (left y-axis), whereas the simulation result is in kelvin
(right y-axis). Significant and unambiguous AT-distributions are observed at ¥ =45°, see
Fig. 3.84(a), where the advancing-sided flow heating results in a positive surface temperature
gradient. Starting at the trailing edge and moving upstream, the experimental signal (—)
rises from about 3 counts at x/c=1 to about 8 counts at x/c=0.2, which spans the turbulent
part of the boundary layer. A fiducial marker causes an interruption at 0.8 <x/c<0.9, its
silver-paint surface mirrors the background IR radiation and is in contrast to the surrounding
blade temperature. The marker area was masked and excluded from further evaluation.
Upstream of x/c=0.2, the experimental AT-signal sharply drops to much smaller but positive
values, indicating the less effective flow heating in the laminar part of the boundary layer.
The experimental transition point, x4 (50% intermittence, —), is identified at the first step
from the trailing edge, avoiding parasitic temperature differences at the leading edge caused
by the motion of the stagnation point. The qualitative agreement with the simulated AT-
distribution (—) is good, even though the corresponding transition (—) is further downstream
at about x/c=0.25. This deviation is also present in the RCAS/MSES aerodynamic prediction,
see Fig. 3.83 at =45, and not connected to the successive thermal simulation. Since MSES
provides the transition onset rather than 50% intermittency, the position of Xy, (—) is
located at the upstream end of the AT-step (—) rather than in its center.

The differential temperature signals at an azimuth of ¥ =90° are shown in Fig. 3.84(b). The
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Figure 3.84: Differential temperature distributions and transition positions for the experiment
and the aerothermal prediction, r/R=0.8, Ct/0,=0.10 and 1 = 0.30, adapted from Ref. [18].

signal-to-noise ratio is smaller due to the declining level of flow heating, and the simulated
transition position (—) is about Ax/c=0.35 downstream of the experimental result due to the
MSES /RCAS-predicted laminar pocket at =90, also compare Fig. 3.82. Other than that,
the evaluation of the DIT result is similar to the procedure at ¥ =45°.

Figures 3.84(c) and 3.84(d) correspond to the azimuth angles of ¥ =225° and ¥ =270°,
respectively. Due to the flow’s cooling effect on the retreating side of the rotor plane, and
seen from the trailing edge in upstream direction, a negative AT-value is observed in the
turbulent part of the boundary layer. A AT-step in positive direction indicates the transition
due to the less effective cooling in the laminar region. Again, both experiment and simulation
agree that identifying the first AT-step from the trailing edge is advisable to neglect strong
temperature fluctuations close to the leading edge. As expected from the heating curve in
Fig. 3.80, the signal-to-noise ratio on the retreating side is smaller than on the advancing
side. It approaches zero when switching from heating to cooling (¥ ~135°) and vice versa
(¥~315°-360°). Additional DIT samples at various azimuth angles can be found in Ref. [18].

In summary, comparing the experimental data to the aerothermal simulation underlines
the applicability of DIT in forward flight conditions. This particularly includes the flow’s fluc-
tuating recovery temperature, which enables the DIT visualization of laminar and turbulent

108



3.5. Application to large-scale rotor experiments in forward flight conditions

areas similar to conventional infrared thermography in steady conditions.

High-fidelity CFD simulations

Jain [109] conducted a state-of-the-art CFD simulation of the wind tunnel test using the
“CREATE""-AV Helios” software framework supporting a multi-mesh multi-solver approach.
As in the preceding aerothermal simulation, the reference test case with a thrust level of
Cr/0,=0.10 and an advance ratio of ;1=0.30 was considered.

The flow around each of the three blades is represented by a structured overset near-body
grid containing a total of 17.6-10° nodes, see Fig. 3.85 (left) for a sectional view. The overset
blade grids not only consider rigid-body motion (rotation, cyclic pitch, etc.) with respect
to the RCAS rotor trim solution, but also an elastic deformation after a loose coupling to a
computational structural dynamics (CSD) module [164] integrated into RCAS. The flow is sim-
ulated by solving the RANS/DDES equations (Reynolds-averaged Navier-Stokes/delayed
detached-eddy simulation [210]) via the NASA solver “Overflow”, with the boundary layer
region in RANS mode. A freestream turbulence level of Ty, =0.08% was prescribed at the
inflow boundary of the blade grids, based on the qualification of the wind tunnel [153]. Three
different combinations of turbulence models and transition predictions were tested:

* SA-AFT: The Spalart-Allmaras turbulence model (SA) is combined to the “amplification
factor transport” equation (AFT) after Coder and Maughmer [65], which implements
the detection of Tollmien-Schlichting instabilities.

¢ SST-LM-G: The Langtry-Menter (LM) transition criterion was formulated for the shear
stress transport (SST) turbulence model [128]. The transition prediction is based on
empirical correlations to reference test cases, including Tollmien-Schlichting and bypass
transition. The LM formulation is only based on local boundary layer properties, hence,
it is particularly suitable for a highly parallel execution of production CFD codes.
Galileian invariance (G) was ensured for the application to the moving blade surfaces.

¢ SST-LM-G-CF: The Langtry-Menter criterion was extended to also include crossflow
(CF) effects [129], which is particularly interesting for rotor flows.

Figure 3.85: Rotor blade grid (left) and fuselage grid (right) for Helios/Overflow simulations,
adapted from Ref. [109].
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The fuselage grid is unstructured and contains 2.5-10° nodes, see Fig. 3.85 (right). The
boundary layer of the fuselage was modeled as fully turbulent.

The fuselage and blade grids were embedded into a Cartesian off-body grid with a total
of 188-10° nodes representing the wind tunnel’s test section. The simulation was run over
one rotor revolution with a coarse time stepping corresponding to AV =1°, and then over
two additional revolutions with AW =0.25°. An extensive description of the flow solver
settings and convergence considerations can be found in Ref. [109]. Figure 3.86 shows an
instantaneous solution of the wake structure. Due to the forward tilt angle of the rotor plane,
a=-3°, the vortical structures convect downstream with only few rotor-wake interactions.

Figure 3.86: Flow of the PSP rotor and fuselage, SST-LM-G-CF computation, isosurfaces of
the normalized Q-criterion colored by vertical velocity, adapted from Ref. [109] and repeated
from Fig. 1.5.

Figures 3.87(a) to 3.87(c) show the predicted transition maps for the upper side of the rotor
plane and for the three different transition models. The experimental DIT result in Fig. 3.87(d)
is repeated from the preceding section as a reference. In CFD, the transition position, x¢,, was
identified as the chordwise location where the local BL turbulence level has grown by an
order of magnitude in comparison to the inflow condition. This scheme can be applied to all
three models as a robust indicator. The qualitative agreement between DIT and CFD is very
good. Remarkably, the simulations faithfully predict the rapid transition motion towards the
trailing edge, 90° < ¥ <120°, and back towards the leading edge, 180° <W¥ <210°. It is noted
that the simulation quality is significantly improved over the reduced-order RCAS/MSES
approach discussed in Fig. 3.83. The SST-LM-C-CF approach, Fig. 3.87(b), predicts an earlier
transition in comparison to SST-LM-G, Fig. 3.87(a), particularly on the advancing side of the
rotor plane. This indicates a probable influence of crossflow effects on the transition position,
which is supported by the direction of the corresponding surface streamline pattern (not
shown, see Ref. [109] for further details). The inclusion of crossflow effects decreases the
rotor’s predicted lift-over-drag ratio by about 3.1%. However, this was mostly attributed to
an earlier transition on the lower side of the rotor plane, with only a small contribution of the
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upper-sided transition. SA-AFT, Fig. 3.87(c), predicts transition positions roughly between
SST-LM-G and SST-LM-G-CFE.

As concluding remarks, Jain underlines that the work is one of the first transition model
validation studies for a high-speed high-thrust forward flight condition with a large-scale
rotor. Future work will focus on a deeper understanding of crossflow effects and a comparison
to further well-established transition models.
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Figure 3.87: CFD and DIT transition maps for the upper surface, Ct/0,=0.10 and p = 0.30,
adapted from Jain [109].
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3.6 Application to flight tests

In a final step, the DIT-based methods for boundary layer transition detection were applied
during an in-flight test campaign on a full-scale helicopter. The study aims at a proof of
concept, and the identified transition is consistent with previous hover measurements and
reduced-order numerical predictions. However, the DIT results themselves are not conclusive
and require further validation. The main problems are summarized as follows:

¢ The investigated rotor blade of an Airbus EC135 test helicopter has a comparably short
length of laminar BL flow, and the evaluation is further complicated by leading-edge
erosion protection.

* The IR images suffer from a low resolution due to large observation distances, and
from a low signal-to-noise ratio due to short exposure times and small heating/cooling
differences on the advancing and retreating sides of the rotor plane. Hence, the in-flight
result quality is inferior to earlier wind-tunnel results.

An improvement is expected with the development of future IR sensor technology and
modern low-drag helicopter airfoils. A summary of the current study, also see Gardner et
al. [19] and Heineck et al. [31], is given in the following sections.

3.6.1 Experimental setup and test procedure

The in-flight DIT tests were conducted in summer 2018 in the surroundings of the Braun-
schweig regional airport (ICAO-code: EDVE) using the two DLR research helicopters, see
Fig. 3.88 and Tab. 2.2 in Sec. 2.3.2. The MBB/Eurocopter Bo105 served as a camera platform,
following the leading Airbus EC135 in formation flight. Both rotorcraft were piloted manually.
The Bo105 chase pilot kept a separation distance between 50 m and 100 m, observing the
EC135’s rotor plane from the top-left direction, see Fig. 3.89. The viewing angle was about
30° to 45° from the vertical top-down direction, and between 270° to 300° in the EC135’s
rotor plane azimuth. A more perpendicular view on the rotor is preferable to reduce image
distortion. This was not possible in formation flight, since the EC135 would have been outside
the viewing field of both the Bo105 pilot and the IR camera. The test conditions include
hover outside ground effect (OGE) at 4.5 rotor diameter above ground as measured by the
helicopter’s radar altimeter, and steady forward flight in an altitude of 1700 ft (about 520 m).
The forward flight speed was 80kt (Vy=41m/s) corresponding to an EC135 advance ratio of
p=Vx/ V4, =0.20, limited by restrictions when flying with an open Bo105 passenger door.
The EC135 main rotor has a diameter of 5.1 m and spins at 6.58 Hz. The four rotor blades
are made of a glass fiber composite material [41] and use the DMH3/4 airfoil geometry [112].
The blade planform is shown in Fig. 3.90. The outboard part of the leading edge is protected
from erosion damage by a titanium shell, starting at /R =0.59 (r=3000 mm). The thermal
properties of the bare titanium surface are not suitable for IR evaluations. The inboard part of
the leading edge is protected up to x/c=0.18 by an optional polyurethane tape of type “3M
8681 HS”. The tape surface itself is suitable for IR transition analyses, but its add-on thickness
of 0.36 mm and its differing thermal properties must be treated with care. Figure 3.91 shows
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Figure 3.89: Infrared camera operation in the Bo105 cabin during formation flight.
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3.6. Application to flight tests

a steady-state IRT result of an earlier EC135 ground test run* with a reduced rotor speed
of 75% nominal rpm and a non-moving transition position. The end of the add-on tape
protection (left side) results in a backward facing step and, thus, in an earlier transition
compared to the conformal titanium protection (right side) placed in a recess of the blade
surface. On the other hand, the premature transition is still clearly downstream of the tape’s
edge, and the IR signature of the tape cannot be distinguished from the blade’s base material.
It is noted that for nominal rpm and higher thrust settings, the transition position difference
between tape and titanium protections is much smaller [179].

Rotor center  Tape erosion protection Titanium erosion protection Parabolic
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Figure 3.90: Layout of the EC135 rotor blade, including geometry data from [112].
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Figure 3.91: IRT result of the EC135 blade for a ground test run with reduced rotor speed
(75% nominal rpm, f = 5Hz), adapted from Richter and Schliilein [179].

The IR camera was mounted on a gimbal-joint support structure and placed on the lap
of the camera operator, who aimed the viewing axis at the EC135’s rotor through the open
passenger door. Aiming was assisted by a coaxial viewfinder camera providing a live feed on
a small screen, also see Fig. 3.89. The image acquisition and data handling was performed by
a second operator on the left side of the passenger compartment.

The experiments used the same FLIR® X8500sc SLS camera as already applied in the rotor
experiments of Secs. 3.4.1 and 3.5.1, also see Fig. 3.59. The camera operates in the long-wave
IR band between wavelengths of 7.5pm and 10.5pm. The image size was reduced from
1280 x 1024 pixel (full frame) to 768 x 800 pixel for an increased image acquisition frequency
of 294 Hz. Image sequences were recorded in bursts comprising 1500 images or 5.1 s, followed
by about 10 s required to store the image data on an internal solid-state drive. The camera
was paired with a 200 mm focal length-lens, limited by the scarce availability and high costs
of IR telescopic lenses.

A mirror-based image de-rotation to counter the motion blur could not be applied in
the flight tests. As described in Sec. 3.4.2, the working principle requires the mirror axis to
constantly point at the EC135 rotor hub, and to keep a prescribed viewing angle matching

“The tests by Richter and Schiilein [179] were conducted before the development of DIT. More details on the
experimental campaign is discussed in the “state of research” of the current work, see Sec. 2.1 and Fig. 2.1.
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3.6. Application to flight tests

the mirror-to-rotor rpm ratio. In formation flight, these conditions could not be met with the
required precision. Hence, the image exposure was reduced from its usual value of about
200 ps to only 50 ps. The resulting motion blur is 2.6% c at r/R=0.75, at the cost of a reduced
image signal-to-noise ratio.

A sample IR image is shown in Fig. 3.92. The field of view covers about one quarter of the
entire rotor plane, and successive images within a single rotor revolution are available for
DIT processing due to the high image acquisition frequency. The camera operator did not
intentionally aim at specific parts of the rotor plane, for example, the advancing or retreating
side. A variation of the field of view was rather a consequence of the random relative motion
between the two helicopters, and relevant image sequences were later selected in a manual
post-processing.

Chord, ~ 40 px
|e———>

\/
Marker, ~4 px

Fuselage

Rotor blade

. &3
id b2
fihalints ‘&

Figure 3.92: Sample IR image of the EC135’s rotor plane.

Background (agricultural surface)

Ten fiducial markers with a diameter of 0.1 ¢ were painted on each rotor blade, located
at two chordwise positions of x/c=0.23 and x/c=0.83, and at five radial positions between
r/R=0.36 and r/R = 0.91. The usual silver-paint color had to be replaced with common
black whiteboard ink due to regulatory restrictions. Unfortunately, this strongly reduced the
marker contrast in the IR images, see Fig. 3.92 (right), and the volatile ink had to be touched
up repeatedly during the test campaign. Additional markers close to the blade root helped to
differentiate between individual blades, and the results shown in this section always cover
the same rotor blade.

3.6.2 Hover results outside of ground effect

The first part of the tests considered OGE hover conditions with a stationary BL transition
position to complement earlier hover tests in ground effect (IGE) [179]. Figure 3.93 shows
the blade’s IR intensity after application of a 2D projective mapping using the ten known
marker positions. The dark-bluish area of the titanium protection reflects the cold sky. The
other areas can be interpreted as the blade surface temperature.
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Figure 3.93: Dewarped IR image of the EC135 rotor blade in hover, azimuth ¥ = 228°,
adapted from Ref. [19].
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The most prominent feature is an increasing surface temperature towards the blade tip.
This is expected from the relation between the flow’s recovery temperature, Ty, and the local
inflow velocity, V. This relation was discussed in Sec. 3.5.2, and restating Eqs. 3.18 and 3.19
for zero forward flight velocity yields

T=10 (1?2
Ty =Too #1052 Vi, ()" (3.20)

Figure 3.94 shows the predicted recovery temperature (—) for an ambient temperature of
T =293 K, underlining the quadratic relation between T, and r/R. The measured infrared
signal (—) qualitatively matches the prediction and underlines that T scales with (r/ R)2. The
IR camera signal was not calibrated quantitatively, but comparing the left and right ordinates
yields a conversion factor of about 30 mK/count.
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Figure 3.94: Measured temperature distribution along the rotor blade span during hover, and
predicted recovery temperature [19].

In addition to the radial temperature variation, Fig. 3.93 also visualizes the boundary
layer transition in the inboard part of the blade, /R < 0.59. The blade is heated by sunlight
from a cloudless sky, and the laminar part is at a higher temperature due to the less effective
convective cooling. The estimated radiative sun flux is about 500 W/m? based on the test
site and date. Fine structures appear in the laminar region due to turbulent wedges formed
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3.6. Application to flight tests

by insect impacts, which shows that the differing IR signal is due to the boundary layer
aerodynamics rather than the different materials on the blade and erosion protection tape.
Figure 3.95 (left) shows the chordwise temperature profiles at several radii between
r/R=0.30 and r/R =0.90. The radial temperature-increase was eliminated by subtracting
the local average temperature in the midchord region. The BL transition position can be
identified in areas with a tape-protected leading edge, 0.30 <r/R <0.55, by means of a steep
temperature gradient, 9T /0x <0. The corresponding result is shown in Fig. 3.95 (right) as
a function of r/R, averaged in bins with a width of Ar/R =0.05. The colored solid lines
(—,—,——) correspond to the results from four consecutive IR images with increasing blade
azimuth angle. The identified BL transition position is within 0.17 < xy,./c <0.23, and the
scatter of individual lines is supposed to partly originate in the limited spatial resolution of
the images. The results are supported by MSES predictions, with a variation of the N-factor
between N =5 (-~ —) and N =9 (- -) approximately spanning the experimental range. The
required angle of attack, o, was provided by an OGE hover solution for the EC135 helicopter
using the comprehensive code “CAMRAD”?. It is noted that former experiments in hover
IGE conditions (A) are approximately equivalent to the current OGE results, meaning that the
reduced thrust requirements in ground effect have no significant impact on the BL transition.
A notable transition delay is only observed for a ground run with reduced rpm and thrust (e).
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Figure 3.95: EC135 OGE hover results, normalized chordwise temperature profiles at different
radii (left), and radial distribution of the transition position (right) [19].

3.6.3 Forward flight results

The forward flight test cases were accompanied by CAMRAD/MSES simulations to support
the interpretation of the DIT results. Figure 3.96 shows the predicted inflow conditions
in the midspan region, /R = 0.5, as a function of the azimuth angle, . The radius was
chosen since it is close to the radial end of the tape erosion protection at r/R =0.59. The
CAMRAD calculations provide a trim solution based on an aeromechanic model of the

*CAMRAD is a commercial tool for comprehensive aeromechanical rotorcraft simulations, similar to RCAS
used in the previous section. The current CAMRAD solution was provided by Dr. Alexander Klein from Airbus
helicopters.
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EC135, an estimated gross mass of 2700 kg, and the flight velocity of Vy=41m/s. The local
Mach number (—) varies within a range of about 0.19 < M <0.44, with according changes
of the Reynolds number (—). The angle of attack (—) deviates from a sinusoidal shape as a
result of wake interactions and blade dynamics, and a minimum of about a=2° is reached
on the advancing side close to ¥ =90°. Following the argumentation of the Sec. 3.5.2, the
azimuthal inflow variation between advancing and retreating sides of the rotor plane should
enable DIT due to a periodic flow heating and cooling. Evaluating Egs. 3.18 and 3.19 for
the test conditions at /R = 0.5 yields a peak-to-peak recovery temperature-difference of
ATy=8.3K due to a peak-to-peak velocity difference of AV, =2V, =82m/s. The changes in
the blade surface temperatures are expected to be much smaller due to the thermal inertia.
Figure 3.97 shows the radial temperature profile for the azimuth angles ¥ =0°,90°,180°,270°.
The measurements were taken during an interval of 5s and normalized to the blade root
temperature to account for different viewing angles. The assumption of small azimuthal
surface temperature variations is correct, with a larger slope on the advancing side (—)
compared to the retreating side (—) being barely visible.
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Figure 3.96: Forward flight, CAMRAD pre- Figure 3.97: Forward flight, measured radial
diction of the inflow at /R = 0.5. temperature profiles.

Figure 3.98 shows the azimuthal temperature variation at r/R=0.5 taken from IR snap-
shots of 95 individual rotor revolutions (e, left axis). The scatter is large, but a roughly
sinusoidal distribution emerges. The peak-to-peak distance is about 20 counts, which can
be approximately converted to 0.7 K using the scales in Fig. 3.94. Expectedly, this is only a
fraction of the recovery temperature fluctuation of 8.3 K. Figure 3.98 also contains a predic-
tion of the flow-to-surface heat convection (—, right axis), represented by Voo(Tr — Teq) as
defined in Eq. 3.17. Comparing this figure to the conditions of the NASA wind tunnel test in
forward flight, see Fig. 3.80, yields a much smaller peak-to-peak variation of the heat transfer
Voo(Tr — Teq) in the current case (about 820K m/s versus 2470 Km/s). This is due to the
smaller advance ratio (0.20 versus 0.30) and the smaller average inflow velocity at the chosen
radial station (about 105 m/s versus 156 m/s). Therefore, the current DIT is expected to suffer
from a low signal-to-noise ratio, even though the rotor speed is also reduced in comparison
to the wind tunnel test. It is noted that the blade temperature in Figure 3.98 (o) lags the
convective heat transfer (—). Given the small surface temperature changes, an even higher
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lag close to AV = 90° was expected (advancing blade=heating, retreating blade=cooling),
which is not shown in the data for unknown reasons.
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Figure 3.98: EC135 forward flight, measured relative blade temperature (left axis) and
predicted flow-to-surface convective heat transfer (right axis) at r/R=0.5 as a function of the
azimuth angle.

The differential images in the DIT processing were calculated with a separation distance of
about AV =24° or t/T=0.07, corresponding to three images in a series taken at f =294 Hz. This
separation is larger than the recommendations implied by earlier wind-tunnel campaigns,
for example see Sec. 3.1.5, increasing the signal content at the cost of a larger measurement
hysteresis. Figure 3.99 shows sample differential images at azimuth angles of ¥ =102° (top,
U =114° minus ¥ =90°) and ¥ =176° (bottom, ¥ =188° minus ¥ =164°). At ¥ =102°, large
parts of the blade show small or no temperature changes, but an area inboard of the titanium
protection and close to the leading edge stands out, highlighted by a black box. This feature
is barely visible at '=176°.
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Figure 3.99: DIT images during EC135 forward flight, separation AV = 24°, at average
azimuth angles ¥ = 102° and ¥ = 176° (advancing blade), adapted from Ref. [19].

Chordwise profiles of the DIT images at r/R = 0.5, averaged over Ar/R = 0.05, are
shown in Fig. 3.100. The data for ¥ =102° (—) visualizes the relevant AT-step, which after
the evaluation strategy developed during the wind-tunnel tests in Sec. 3.5 (“first positive
or negative AT-step seen from the trailing edge”) should be assigned to the transition
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position, x¢/c~0.2. Figure 3.101 shows the BL transition prediction (—) provided by the
CAMRAD/MSES toolchain with an N-factor of 5. Indeed, the small local angle of attack on
the advancing side results in a laminar pocket stretching up to x4,/c~0.22 and centered at
U =90°, which supports the experimental result at ¥=102°. It is noted that MSES considers
the “clean” airfoil without tape protection, and applies steady-state prediction algorithms
to the unsteady CAMRAD inflow data. Therefore, the simulation can only be seen as a
rough estimate for the true EC135 blade aerodynamics. Further experimental data points are
included in Fig. 3.101, with dataset 1 (s) covering the entire azimuth over a measurement
interval of 5min, and dataset 2 (e) covering the advancing side during a second short-term
interval of 2s. Experimental data could not be extracted on the retreating side of the rotor
plane, and the data on the advancing side has a large scatter bounded by about £10% of the
chord length.
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Figure 3.100: DIT results, chordwise profiles Figure 3.101: CAMRAD/MSES predicted
of the DIT images in Fig. 3.99 atr/R = 0.5.  transition positions and DIT results.

The figure also includes the average size of one pixel in the IR images, implying that
the data scatter is partly connected to a low resolution, which affects the precision of image
dewarping and the later AT-step search. In summary, the current formation-flight measure-
ments provide valid IRT data for non-moving BL transition positions and promising DIT
results for forward flight conditions, which need further validation and improvements as
outlined at the beginning of this section.
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3.7. DIT applied to flow separation detection

3.7 DIT applied to flow separation detection

The DIT field of application is not only restricted to BL transition detection, it can be extended
to investigate the dynamic stall-phenomenon. The relevance of dynamic stall in rotor applica-
tions was addressed in Sec. 2.3.3. The application of DIT to separated flow regions will be
demonstrated by revisiting pitching-airfoil experiments in the IMG and rotor blades in the
RTG, also covered by Refs. [20, 33, 26].

As a side note, the current results only concern dynamic stall on the suction side of an
airfoil or a rotor blade resulting from large angles of attack. Infrared thermography is also able
to localize laminar separation bubbles (LSB) with turbulent reattachment, observed for steady
inflow conditions and small to moderate Reynolds numbers. For example, Wynnychuk and
Yarushevych [239] investigated a heated NACA 0018 airfoil at Re=0.8 - 10° and Re=1.2 - 10°,
showing that the fluid “trapped” within the steady LSB yields a very low convective heat
transfer and, consequently, a wall temperature spike of several kelvin stretching over a
bubble length larger than 0.3 c. Similar results are found in Refs. [91, 150, 174], but the DIT
evaluation strategies for the dynamic stall phenomenon discussed in the following sections
are fundamentally different.

3.7.1 Airfoil in static and dynamic stall

In a first step, the infrared stall detection by DIT was tested on the suction side of the DSA-9A
airfoil operated in the one-meter wind tunnel Goéttingen (IMG). The experimental setup was
adopted from the earlier test campaign on BL transition detection, including the pitch test
rig, the FLIR® SC7750-L high-speed IR camera, and the heat spotlights mounted above the
airfoil. A detailed description of the setup is given in Sec. 3.1.1 and will not be repeated
here. The inflow velocity of Voo =50m/s (M =0.14, Re = 1.0 - 106) was also taken over,
but the airfoil’s pitch angle was increased up to a=28° to initiate stall. The DIT results in
Fig. 3.102 were calculated by subtracting two successive IR images taken at t; and t,, with
an acquisition frequency of 107 Hz and an exposure time of 200 us. The region of interest
is sized 490 x 315 pixel and was mapped to the streamwise and spanwise coordinates (x, y)
with flow from left to right. The images cover almost the entire chord, c=0.3 m, and a small
spanwise segment in the midspan area of the airfoil model.

Fig. 3.102 (left) was taken at a small angle of attack, «=10°. The flow over the airfoil is
fully attached and steady, with almost identical IR images. This results in a uniform near-zero
DIT signal, small deviations of only a few counts (green colors) mainly originate in the
readout noise of the camera sensor. In contrast, a DIT result for fully separated flow at a=28°
is shown in Fig. 3.102 (right). A random pattern of zones with either heating (red colors)
or cooling (blue colors) is observed. The pattern originates in the footprint of large-scale,
three-dimensional, probably vortical flow structures within the separated flow region. The
unsteady distribution alters the local flow velocity and, hence, the convective heat transfer
of the radiation-heated model surface. The spatial structure of the pattern itself cannot be
interpreted since it represents the tare signal between the instantaneous flow fields at t; and
tp. During t, —t; =1/107 Hz =93 ms, the external flow covers more than 1.5 chord lengths.
Hence, the temporal resolution of the high-speed IR camera is insufficient to track individual
flow structures in the separation region. The current evaluation quantifies the unsteadiness of
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Figure 3.102: Sample DIT images of the airfoil’s upper surface for static inflow conditions,
attached flow (left, «=10°) and fully stalled flow (right, o =28°) [20].

the DIT signal using its standard deviation, ¢DIT, in analogy to the evaluation of the surface
pressure signal, O'Cp, as introduced in Sec. 3.2.2. The standard deviation can be calculated
either for a spatial window selected in an individual DIT image, or for a DIT time series at a
given one-pixel location, or a spatio-temporal combination of both.

Figure 3.103 shows static polar data with a stepping of Aa=2°. The coefficients for lift
(C;, —) and pitching moment (Cj;, —) were calculated via integration of the data from 50
Kulite®-equipped pressure taps as introduced in Fig. 3.1. Static stall is observed between
a=18° and a=20°, as indicated by a sudden collapse of the lift and a negative (nose-down)
pitching moment. The increased unsteadiness of the separated flow is also accompanied by a
larger standard deviation of the aerodynamic coefficients, shown by vertical error bars.
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Figure 3.103: Lift and moment polar for the airfoil in static inflow conditions, and standard
deviation of the DIT signal, adapted from Ref. [20].

To calculate the DIT standard deviation, the differential images were smoothed using
a sliding-average low-pass filter over 3 x 3 pixel to dampen pixelwise sensor noise while
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maintaining larger-scale aerodynamic structures, more details will be given later in this
section. The standard deviation was then calculated including all pixel of a smoothed
differential image, and averaged over a total of 6000 DIT samples. The resulting cDIT-value
(—) remains at a constant noise floor of about 2.0 counts during attached flow conditions,
a < 16°, and is slightly increased at o = 18° due to a beginning trailing edge separation
also seen in a decreasing lift slope. For a > 18°, the flow is fully stalled, as indicated by
large separation-driven ocDIT-values. The DIT stall threshold for this evaluation is around
oDIT =4 counts.

An extensive analysis was conducted on the basis of a sinusoidal pitch motion with
a=19°+8° and a frequency of f =2.5Hz (k= 0.047), resulting in a dynamic stall test case.
Important parameters of this case are shown in Fig. 3.104 as a function of the pitch phase,
tf. The pitch angle, a, is shown qualitatively in the background (- -). The aerodynamic
coefficients, C; and Cj;, were sampled at 8000 points per pitch cycle and phase-averaged
over 100 cycles. An in-depth discussion including comparisons to the airfoil’s pressure
distribution can be found in Ref. [20], with the most important aspects summarized in the
following, also see the annotations in Fig. 3.104. The stall process is initiated around #f =0.3,
well before reaching the maximum pitch at ¢f =0.5, with a beginning trailing edge separation
and a consequent moment stall. At this point, the lift is still increasing. A dynamic stall
vortex is then generated close to the leading edge, yielding an increase of the lift slope and a
consecutive C;-maximum of about 1.2 at tf =0.35, which is larger than the static maximum of
about C;=0.9. The dynamic stall vortex then convects towards the trailing edge, resulting
in a characteristic nose-down pitch spike of Cy; =—0.175, which exceeds the static value by a
factor of two. The flow over the airfoil then enters a fully separated state similar to static stall,
before reattachment starts at about #f =0.75.

Fig. 3.104 also shows the phase-averaged surface temperature, T (—), calculated from
a total of 6000 IR images. Since the pitch frequency and the camera frequency were not
synchronized, the images were sorted by phase into 300 bins during the data post-processing.
The surface undergoes distinct temperature changes during the pitch cycle, with a peak-
to-peak distance of 120 counts (about 1.3 K). The convective heat transfer from the airfoil’s
surface into the flow is decreased during the fully separated phase, yielding an increasing
surface temperature. Fig. 3.104 implies that an IR stall detection is also possible solely
based the surface temperature itself, without applying differential methods. However,
an unambiguous interpretation of the T-signal (—) requires a fine resolution of the pitch
phase, whereas DIT can differentiate between attached and separated flow only using two
instantaneous samples as shown in Fig. 3.102.

Figure 3.105 shows the phase-resolved standard deviation of DIT (—). The differential
images were calculated from pairs of successive IR images, low-pass filtered, and sorted
according to their average pitch phase into the same 300 bins as used in the previous figure.
The oDIT-signal can be divided into a high level (up to 12 counts) during flow separation and
reattachment, a medium level during fully separated flow (~8 counts), and a low level during
attached flow (~4 counts). The three regimes compare well with the analysis of C; and Cy,,
and a threshold level of e.g. 6 counts correctly identifies begin and end of stall at {f=0.3 and
tf =0.9, respectively. It is noted that the attached-flow noise level of 4 counts is twice as large
as in the static test case, see Fig. 3.103, supposedly due to cycle-to-cycle variations or camera
vibrations in the pitch-oscillating test case. Hence, the threshold level should be adapted to
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Figure 3.104: Phase-averaged lift and moment coefficients, and phase averaged surface
temperature, for a dynamic stall test case with «=19° £ 8° and f =2.5Hz [20].
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Figure 3.105: Phase-resolved standard deviation of the DIT signal, ¢DIT, and the surface
pressure signal, 0Cp, at x/c = 0.1 for the test case shown in Fig. 3.104 [20].

the specific test case, which will be supported by later results for different pitch frequencies.

Figure 3.105 also includes a second DIT result (—) which underwent the same processing
but skipped the low-pass sliding-average filter in 3 x 3 pixel windows. The flow features can
still be identified, but the noise floor is almost doubled, and the offset between attached and
separated flow regimes is decreased. This shows that the filter effectively separates random
small-scale camera noise from large-scale aerodynamic structures. Several additional filter
strategies were tested in Ref. [20], with no significant further improvement over the current
processing.

The filtered oDIT-signal (—) is strikingly similar to the well-established oCp-method,
which is shown in Fig. 3.105 for a sample pressure tap position close to the leading edge
(x/c=0.1,—). Despite accounting for very different quantities, the spatial variation of the
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3.7. DIT applied to flow separation detection

surface temperature distribution versus the cycle-to-cycle variation of the surface pressure
signal, both methods characterize the dynamic stall process in a very similar way. The
gradients in 0Cp at the start and end of stall are higher than seen in ¢DIT. This is an effect of
the point-wise nature of the pressure tap compared to the large spatial area covered by the IR
images, which implies to use smaller sub-windows for a more localized DIT analysis.

The spanwise width of the entire DIT evaluation window is 315 pixel or about Ay=0.15m,
limited by silver-paint fiducial marker. In a first step, this width was reduced in three steps
to only 10 pixel, see Fig. 3.106(a). The corresponding cDIT-results are almost identical, even
though the smallest width (—) has a slightly noisier signal compared to the largest width
(—). Hence, the stall behavior in the central part of the airfoil model is two-dimensional and
independent of the covered spanwise range, at least when looking at statistics and not at
instantaneous flow structures. On the other hand, smaller window slices enable to detect a
three-dimensional behavior if present, which will be shown in the next section by means of a
rotor dynamic stall-map.
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(b) Spanwise-aligned evaluation windows at different chordwise positions, the oCp-result is
repeated qualitatively from Fig. 3.105.

Figure 3.106: Effect of windowing on the DIT separation analysis [20].
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3.7. DIT applied to flow separation detection

The stall evaluation in Fig. 3.106(b) uses thin spanwise-aligned slots at different chordwise
position between x/c=0.11 and x/c=0.88. In this case, the individual ¢DIT-signals show a
larger deviation over the pitch phase tf. As expected, the window closest to the leading edge
(—) stalls later and reattaches earlier in comparison to windows closer to the trailing edge (—
and —) as expected from the airfoil’s stall behavior. The better localization of the evaluation
windows also yields steeper gradients of oDIT in the separation and reattachment area. In
particular, the stall behavior seen by ¢DIT at x/c = 0.11 (—) is now in very good agreement
with the oCp-result of the pressure tap at x/c = 0.10 (- -), which is an improvement over the
large DIT window applied in Fig. 3.105. In summary, adapting smaller evaluation windows
to the local flow behavior is very useful if the signal-to-noise ratio is sufficient, depending
mostly on the image quality and statistics.

In a last step, the frequency of the sinusoidal pitch motion with a=19° £ 8° was varied
between 1.25Hz, 2.5 Hz, and 5.0 Hz (k=0.024, 0.047, 0.094), see Fig. 3.107. A comparison of
the Cj-distributions (- -, — —, — ) shows that both flow separation and flow reattachment
are delayed towards higher pitch phases, tf, with increasing pitch frequency, f, indicating a
larger hysteresis. Also, the maximum value of C; increases, which is the expected behavior of
the dynamic stall process. The oDIT-signals (—, —, —) were evaluated for the entire field of
view and confirm the increasing hysteresis for an increasing pitch frequency. It is noted that
due to the odd camera frequency of 107 Hz, the 6000 IR images taken for each test point are
statistically distributed over the entire pitch phase, yielding a constant phase resolution after
phase binning despite the different pitch frequencies.
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Figure 3.107: Frequency effect on the dynamic stall process as seen by the DIT method [20].

Fig. 3.107 also shows that the DIT peak-to-peak distance by tendency decreases for an
increasing pitch frequency. The ratio between the maximum and the minimum of ¢DIT is
3.6 for f =1.25Hz, 3.1 for f =2.5Hz, and 2.5 for f =5.0 Hz. This behavior is plausible, since
the airfoil’s temperature fluctuations will approach zero for f — oo due to the finite thermal
responsiveness of the material. However, Fig. 3.107 also indicates that stall should still be
identifiable when increasing the pitch frequency beyond 5 Hz, motivating the application of
DIT stall detection to a model rotor at f =23.6 Hz in the next section.
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3.7. DIT applied to flow separation detection

3.7.2 Small-scale rotor in dynamic stall

The dynamic stall process was visualized via DIT on a model rotor with a diameter of
D=1.3m, operated at the rotor test stand Gottingen (RTG), see Fig. 3.108. The main goal of
the test was to demonstrate that DIT is able to produce “stall maps” of the RTG rotor without
further preparation or instrumentation of the CFRP rotor blades. The overall test setup is
similar to the BL transition campaign as described extensively in Sec. 3.4.1. In contrast to the
earlier four-bladed configuration and Fig. 3.108, the current rotor was equipped with only
two blades, and the axial wind-tunnel inflow was reduced from Voo =4.9m/sto Voo=2.4m/s.

Figure 3.108: Rotor test stand Gottingen viewed in downstream direction, the control room is
visible in the background. For the dynamic stall tests, two rotor blades were removed.
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Figure 3.109: Static polar data for the RTG rotor, blade loading Ct/ 0, as function of the blade
pitch angle, ©, for the 4-bladed configuration of Sec. 3.4.1 and the 2-bladed configuration of
the current section.

The rotational frequency of 23.6 Hz (My5=0.21, Rey5=3.2 - 10°) and the blade geometry
were kept, including the DSA-9A airfoil and the negative twist of —6.9° (also see Fig. 3.58).
The reduction of both the blade number and the axial inflow velocity decreases the induced
velocity in the rotor plane, which increases the aerodynamic angle of attack for a given
geometric blade pitch. This is shown by the polar data in Fig. 3.109. Both lift polars stall at
the same blade loading of C1/0,=0.16, corresponding to a thrust of about 84 N per blade, but
the current 2-bladed configuration (—) has a smaller geometric stall pitch angle of ©,5=19.5°
compared to ©75=23.5° for the four-bladed configuration (—). A cyclic swashplate setting
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3.7. DIT applied to flow separation detection

with a sinusoidal blade pitch motion of ©75=16.8° + 6.0° was selected for the DIT dynamic
stall tests, during which the static stall angle is exceeded by A© =3.3°. This case has an
average thrust of 73 N per blade, yielding an average blade loading of C1/0,=0.14.

The tests used DLR’s FLIR® SC7750-L high-speed IR camera with a sensor size of 640 x
512 pixel, see Fig. 3.4 and corresponding description. A rotating mirror after Sec. 3.4.2 was
installed, allowing for image exposure times of 200 us without motion blur. A sample image
is shown in Fig. 3.110 (top). The resolution is about 2.8 pixel /mm yielding 200 pixel along
the chord. Similar to earlier studies, several silver-paint fiducial markers were applied to the
blade surface, allowing an image alignment to counter random timing jitter, blade lead-lag
motion, or vibrations of the optical system before image subtraction. The IR camera was
triggered to take one image of the same blade for every rotor revolution, since the statistical
oDIT-evaluation of the flow unsteadiness also works on the basis of cycle-to-cycle deviations
instead of differences developing within a single rotor cycle. A total of 1487 IR images was
acquired, and the local pitch phase, tf, within the camera’s fixed field of view was slowly
increased from 0 to 1 during this image series using the RTG’s swashplate actuation. After
image dewarping, the differential images were then calculated from two successive rotor
revolutions, and a sliding average-filter sized 3 x 3 pixel was applied to separate unsteady
aerodynamic features from camera noise as described in the previous section.

A sketch of the rotor blade in the camera’s field of view is given in Fig. 3.110 (bottom),
with data available over the entire chord and between about r/R=0.7 and r/R=1.0.
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Figure 3.110: Raw IR image (top), sketch of the RTG blade planform and DIT dynamic stall
evaluation windows (bottom), adapted from [26].

Six comparably large windows, labeled “W1” to “W6” in Fig. 3.110 (bottom), were selected
for an initial analysis. The corresponding standard deviations of the differential temperature,
oDIT, are shown in Fig. 3.111 as a function of the pitch phase, tf. Successive windows are
offset by 5 counts. The signals were filtered with a sliding average covering 11 differential
images (0.7% of the pitch cycle), creating a similar smoothing effect as the phase-binning in the
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3.7. DIT applied to flow separation detection

previous section. The blade pitch angle (- -) is included qualitatively in the background for
reference. During the upstroke motion of the pitch cycle, 0 < tf < 0.5, all ¢DIT-signals agree
on a constant noise floor around 5 counts representing attached flow conditions. Increased
fluctuation levels indicating dynamic stall begin at the most inboard window (W1) close to
the pitch motion reversal, f =0.5. Stall onset is delayed at larger radii, for example occurring
at tf =0.6 in W6. This effect is expected due to the increasing influence of the blade tip vortex,
which reduces the effective angle of attack in the tip region, as also seen by a delayed BL
transition in the transition maps of Fig. 3.69. Vice versa, flow reattachment starts at the blade
tip (tf =0.8 in W6) and is delayed towards the blade root (tf =0.9 in W1). All six evaluation
windows show a significant hysteresis with respect to the pitch curve. The current stall
behavior is less severe and covers a smaller portion of the entire pitch cycle in comparison to
the airfoil test of the previous section, in which dynamic stall was initiated well before the
pitch motion reversal, and in which a dynamic stall-vortex caused a notable spikes in both
oDIT and the pitching moment®.
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Figure 3.111: DIT standard deviation, ¢DIT, in the six fixed interrogation windows W1 to
W6 as a function of the pitch phase tf. Successive curves are offset by 5 counts.

The different results of the windows W1 to W6 motivate a closer look at the stall behavior
as a function of the radial coordinate. Therefore, a sliding window was defined by combining
two rectangular regions as shown in Fig. 3.110 (M). The sliding window can be moved
over the entire radial range and avoids the area of fiducial markers. A sample result for an
evaluation centered at r/R=0.77 is shown in Fig. 3.112 (- —). The oDIT-signal was normalized
so that the minimum is 0 and the maximum is 1. As expected, the smaller evaluation window
size yields a higher noise level. The separation-related large values in the second half of the
pitch cycle are still clearly visible, but the selection of a threshold value between attached

Using the well-adopted categorization by McCroskey [146] or later refinements e.g. by Mulleners and
Raffel [151], the 2D-airfoil test case can be termed “deep stall”. As argued by Schwermer [197], the current RTG
rotor test case includes features of both “light stall” and “deep stall” depending on the radial position and the
chosen argumentation. Schwermer concluded that a strict categorization is probably not useful for a 3D stall
phenomenon.
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3.7. DIT applied to flow separation detection

and separated flow conditions is less obvious. The subsequent analysis uses a value halfway
between the minimum and the maximum of ¢DIT, or 0.50 in normalized units (- - -). This
choice is arbitrary, but it compares rather well to a 0Cp-stall analysis using a surface pressure
tap located at the same radial position, r/R=0.77, but closer to the leading edge, x/c=0.31.
It is noted that the corresponding Kulite® pressure sensor acquired data over the entire
test point, 63 s, and the result (—) is less noisy compared to the infrared signal. The flow
separation as identified by oDIT (M) at least approximately corresponds to high levels of oCp,
but the overall shape of the fluctuation signal is very different. Even though the DIT result
does not allow the identification of begin and end of stall with a precision better than about
5% tf, the agreement was considered to be good enough to calculate the entire dynamic stall
map by traversing the center of the sliding window between r/R=0.72 and r/R=0.99.
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Figure 3.112: Comparison of the ¢DIT-signal for the sliding evaluation windows and the
oCp-signal, both at r/R=0.77, adapted from [26].

This stall map is shown in Fig. 3.113. The layout of the figure is the same as the RTG
boundary layer transition map in Fig. 3.69. The map confirms the hysteresis of the dynamic
stall process, as the center of the separated flow is delayed in relation to the maximum
pitch angle at tf =0.5. The stall reduction in the blade tip area due to the presence of the
tip vortex is also confirmed by Fig. 3.113. The current result is similar to Schwermer’s stall
map [197] acquired for the test same case but using a tuft visualization, even though the flow
perturbation created by the tufts triggers a slightly earlier flow separation, also in comparison
to 0Cp. The jagged and unsteady dividing line between attached flow and separated flow in
Fig. 3.113 is considered to result from the DIT data quality and not from aerodynamics. Also,
DIT is not able to identify individual structures or phases of the stall process, as for example
the occurrence of a dynamic stall vortex as seen in the pressure tap data.
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Figure 3.113: Dynamic stall map of the RTG test case, adapted from [26].
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4 Conclusions and outlook

The current work presented recent progress in the experimental analysis of unsteady
aerodynamic phenomena using optical measurement techniques. A focus was set on the
development of differential infrared thermography (DIT) at the “helicopter aerodynamics”
department of the Institute of Aerodynamics and Flow Technology at the German Aerospace
Center (DLR) Gottingen. DIT is able to quantify the moving position of the laminar-turbulent
transition of a boundary layer (BL) using short-exposure infrared images of the wetted surface.
The method was demonstrated on multiple scales ranging from laboratory experiments to
large-scale wind tunnel tests and flight experiments. The main conclusions and results can be
summarized as follows:

¢ Similar to “standard” infrared thermography, DIT is based on a visualization of the
differing convective heat transfer in laminar and turbulent regions of the BL. This
requires an insulating surface material and a fluid-to-surface temperature difference,
for example, AT =5K - 10K. The difference can be established by surface heating or
by flow cooling in laboratory or wind tunnel environments. For a rotor in edgewise
flight at a sufficiently large advance ratio, the flow’s recovery temperature difference
between the advancing and retreating sides can also be utilized, but the data evaluation
must be adapted. Untreated carbon or glass composite surfaces are suitable, which is
favorable for many wind tunnel models or full-scale helicopter rotor blades. Additional
insulating surface coatings can be applied to increase the signal-to-noise ratio.

¢ Steady-state infrared thermography evaluations fail in unsteady flow conditions due to
the thermal inertia of the surface, which decouples the temperature distribution from
the flow field. However, local peaks of the temperature gradient within the uppermost
surface layer (<1 mm) can still be attributed to the motion of the BL transition position.
The underlying DIT principle was confirmed using aerothermal simulations of the
surface temperature distribution.

¢ The gradient-based DIT analysis requires IR images taken with a high time- or phase-
resolution and with small image exposure times. The signal-to-noise ratio of current
high-speed IR cameras is sufficient for exposure times down to about 50 ps — 200 ps,
which effectively “freeze” the flow situation. Optical tracking devices, for example
rotating mirrors, can be used to reduce the motion blur of rotor blades viewed from
fixed camera positions.

¢ The DIT method was successfully applied to pitch-oscillating airfoil tests in a smaller
wind tunnel (IMG) and in a large industrial wind tunnel (TWG). Rotor tests were
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conducted with the small-scale “RTG” rotor (D =1.3m) in hover-like conditions and
in a laboratory environment, as well as with the large-scale “PSP” rotor (D=3.4m) in
trimmed edgewise flight at an advance ratio of 1=0.3.

The DIT results agree well with established transition analyses using fast-response
pressure transducers and hot-film sensors. The thermal inertia of the wetted surface in-
troduces an additional, measurement-related lag. For technically relevant airfoil /blade
pitch rates of several hundred degrees per second, this lag results in a hysteresis of
about 1° to 1.5° between the up- and downstroke of the motion, in addition to the “true”
aerodynamic hysteresis.

Within the demonstrated level of measurement uncertainty, DIT was able to produce
space- and phase-resolved “transition maps” with a comparably small effort for the
preparation and evaluation of the experiments. This is a decisive advantage over point-
wise pressure transducers or hot-film sensors, which require a sensor integration into
the rotor blade structure, and a corresponding telemetry system.

The RTG results agree well with a numerical transition map using the “rotor blade
transition toolbox” as an add-on to the DLR TAU code. The tests with the PSP rotor
at the Langley Research Center were conducted within the framework of the NASA-
DLR agreement on “experimental optical methods applied to rotorcraft”. NASA's
accompanying high-fidelity CFD simulations led to the first experimental-numerical
tool validation for BL transition on a large rotor in forward flight.

DIT was also applied in a helicopter flight test campaign, with DLR’s Bo105 helicopter
serving as a camera platform to observe the EC135 main rotor in forward flight. The
test must be seen as a proof-of-concept. The flow’s differing recovery temperatures
on the advancing and retreating sides, acting as a driver of the BL visualization, were
confirmed. Also, a transition position close to the leading edge was observed over
parts of the rotor plane. The laminar flow length is comparably small due to surface
steps caused by the erosion protection covering the blade’s leading edge. An in-depth
analysis of the DIT results is difficult due to large observation distances, oblique viewing
angles, and the resulting low spatial resolution of the infrared images.

The development of DIT can be transferred to other fields of application in addition to
a moving BL transition position. For example, it was shown that the differential image-
principle can also be applied to (quasi)-steady inflow conditions during pitch angle
sweeps. Even though standard infrared thermography is an established method, DIT
offers the advantage of a very unambiguous result well-suited for an automatization of
the post-processing. Furthermore, it was shown that differential infrared images can
clearly detect the dynamic stall process, which is also relevant for helicopter rotor flows.

DIT proved to be a very useful and relevant addition to the family of optical measure-
ment techniques applicable to rotor aerodynamics, for example, including background-
oriented schlieren visualization, particle image velocimetry, optical deformation mea-
surements, etc.
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Even though the DIT principle itself has reached a high level of maturity over the last few
years, several trends and improvements are envisioned for the future.

The increasing performance of infrared image sensor technology in terms of image resolu-
tion and signal-to-noise ratio is monitored closely, opening new opportunities particularly for
the result quality during flight tests. Also, a systematic study of new helicopter rotor blade
designs with a possibly larger laminar flow length and a better conformal integration of ero-
sion protection is encouraged. An alternative to flight tests could be given by full-scale whirl
tower tests as conducted by helicopter manufacturers, and as demonstrated in the current
blade deformation study. However, the possibility to investigate unsteady aerodynamics on
whirl towers is limited by the lack of an edgewise inflow, and by the maximum allowable
rotor head moment limiting a cyclic pitch input.

The DIT data acquired during the NASA PSP rotor tests, and the subsequent valida-
tion of CFD transition prediction, will hopefully result in a better simulation fidelity, and
trigger further investigations. An application of the DIT method to steady-state transition
measurements for hover prediction workshops is planned for mid-2022.

Recently, several research groups including the “experimental methods”-department
at DLR Gottingen demonstrated progress in the application of unsteady temperature- or
pressure-sensitive paint, which also covered a measurement campaign at the RTG test stand.
In comparison to DIT, the higher experimental effort comprising the application and excitation
of the sensitive paint is rewarded by a higher result quality, which is predominantly connected
to the higher performance of visible-light image sensors over infrared image sensors. Analysis
techniques for image time series of unsteady aerodynamic phenomena can partly be shared
between both measurement approaches.
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