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Abstract: Autonomous unmanned aircraft need a good semantic understanding of their surround-
ings to plan safe routes or to find safe landing sites, for example, by means of a semantic segmentation
of an image stream. Currently, Neural Networks often give state-of-the-art results on semantic seg-
mentation tasks but need a huge amount of diverse training data to achieve these results. In aviation,
this amount of data is hard to acquire but the usage of synthetic data from game engines could solve
this problem. However, related work, e.g., in the automotive sector, shows a performance drop when
applying these models to real images. In this work, the usage of synthetic training data for semantic
segmentation of the environment from a UAV perspective is investigated. A real image dataset from
a UAV perspective is stylistically replicated in a game engine and images are extracted to train a
Neural Network. The evaluation is carried out on real images and shows that training on synthetic
images alone is not sufficient but that when fine-tuning the model, they can reduce the amount of real
data needed for training significantly. This research shows that synthetic images may be a promising
direction to bring Neural Networks for environment perception into aerospace applications.

Keywords: environment perception; semantic segmentation; synthetic data; game engine; sim-to-real
gap; machine learning; unmanned aerial vehicle

1. Introduction

The ability to recognize obstacles, to find possible emergency landing sites and to plan
collision-free flight routes is crucial for the safe autonomy of unmanned aerial vehicles
(UAVs). For this reason, it must be ensured that the UAV correctly perceives and interprets
its environment. Currently, this is primarily achieved with camera data [1]. In a lot of ap-
plications, Neural Networks provide state-of-the-art results for analyzing and interpreting
the raw RGB images. They can provide a detailed picture of the surroundings by semantic
segmentation of the photos, which means assigning a class to each pixel of the image [2].
However, in order to achieve good results, the Neural Network has to be trained with a
large number of diverse images, including the corresponding label masks [3].

The manual generation of such a dataset involves a significant amount of work and is
especially difficult in aviation. On the one hand, it is not always possible to take pictures
with a UAV. This can be due to regulations such as no-fly zones or privacy reasons, but also
due to safety concerns in case of a malfunction of the UAV. On the other hand, the manual
creation of labels for semantic segmentation is time-consuming and costly since each pixel
of the image has to be assigned to a class. For example, creating a segmentation mask for
a single video frame can take up to 90 min [4]. The effort increases for larger and more
complex images with a high level of detail.

Instead of recording and labeling real-world images, one possible solution to avoid
this problem is to create and extract synthetic images from game engines which are used to
create modern video games. Examples of modern game engines include Unreal Engine [5]
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and Unity [6]. They offer the possibility to create diverse environments and scenarios. This
is also true for situations for which there would be safety and regulatory concerns in the
real world. Furthermore, images and corresponding labels can be automatically extracted
using existing software tools which mitigates the time-consuming labeling process.

Synthetic image datasets for the training of machine learning models have already
been used in the automotive industry, although with moderate success (see, e.g., [7]). A
model trained with synthetic images usually performs worse once it is applied to real-
world images. This is referred to by the term domain shift. In the context of synthetic to
real data, this is also known as a sim-to-real gap. The reasons for the performance drop are
not yet clearly understood. The first assumptions found in literature are that, for example,
the textures between the synthetic training dataset and the real evaluation dataset are
too dissimilar [8]. However, in the context of UAVs, such texture differences may have
less influence on the domain shift due to the higher altitude and the limited resolution of
image sensors.

In this context, this paper investigates the question of whether synthetic images can
be a suitable alternative to real-world images for training Neural Networks for semantic
segmentation of the environment of a UAV. To the best of our knowledge, this has not
yet been researched, although it can offer an enormous benefit for the deployment and
validation of UAVs due to the elimination of the time and effort required for labeling the
images as well as the elimination of the above-mentioned safety and regulatory concerns.
To address this question, this work follows the concept presented in Figure 1. The grey
boxes represent the datasets used to investigate the stated question. For evaluation, a
real-world dataset (Ruralscapes [9]) is used. For training the machine learning model, the
real dataset is stylistically recreated within a simulation environment (green box) and
synthetic images are extracted and used for training. The synthetically created dataset
will also be published. To evaluate if the synthetic data can be an alternative when only
real-world data from a different geographical region are available, a third dataset from
a different geographical region (UAVid [10]) is used. The corresponding trainings are
symbolized in the yellow boxes. Besides regular training, the influence of fine-tuning
(blue box) with the real training images on the performance of the model trained on
synthetic images is investigated. By comparing the results, a conclusion can be drawn
regarding the possible existence of a domain shift or sim-to-real gap. Furthermore, it can
be concluded to what extent synthetic images can be used to train a machine learning
model for semantic segmentation from a UAV perspective. This step is symbolized with
the orange box.

Our main contributions are as follows: (i) give a short overview of existing real-world
datasets for semantic segmentation from a UAV perspective using a front-facing camera;
(ii) stylistically recreate an existing real-world dataset for semantic segmentation from a
UAV perspective using a game engine, describe the process and possible problems, publish
the dataset for further research; (iii) investigate to what extent synthetic images can be
used to improve the environment perception of UAVs or to minimize the need of real data;
and (iv) investigate whether synthetic images are a suitable alternative for the training of a
machine learning model for environment perception of UAVs in case only real images from
a different region are available.
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Figure 1. Concept of this work to examine the usefulness of synthetic images for the training of an
environment perception ML model. After the creation of the synthetic dataset (green), Neural Networks
will be trained (yellow) using different datasets (grey). The influence of fine-tuning is also investigated
(blue). An evaluation (orange) of all the trained models is performed using a real-world dataset.

2. Related Work
2.1. Available Datasets for Semantic Segmentation from UAV Perspective

Although there exist some real-world semantic segmentation datasets for car scenes,
there are only a few from UAV perspective. In contrast to cars, UAVs are able to move in six
degrees of freedom, providing a significantly larger variation of perspectives and scenes [11].
Most of the existing datasets for UAVs are recorded from the nadir perspective, meaning the
camera is oriented downwards. These include the ManipalUAVid dataset [2], the Semantic
Drone dataset [12] and the Swiss Drone and Okutama Drone dataset [13]. However, to safely
plan flight paths, to detect other aircraft and to monitor what lies ahead, this camera
perspective is not suited.

There are also a few real-world datasets that are recorded with a front-facing camera
mounted on a UAV. The UAVid dataset was presented by Lyu et al. in 2020 [10]. It has
labeled frames extracted from 42 video sequences. Each of these sequences was recorded at
a different location to increase the diversity of the dataset. The drone footage was recorded
with a camera angled downwards at 45° from a flying altitude of approximately 50 m. Eight
classes are distinguished, as shown in Table 1. The classes appear at different distances
and thus different scales in the images. The Aeroscapes dataset was created by Nigam
et al. and contains images with associated segmentation labels extracted from 141 video
sequences [14]. The images were taken at altitudes from 5 to 50 m and with the drone
camera pointing downwards with an angle. A total of 12 different classes are labeled.
Another dataset containing images from an UAV with a tilted camera is the Ruralscapes
dataset [9]. It contains 20 video sequences, from which 13 are designated for training ML
models and 7 for testing them. Of the training videos, 816 frames are manually annotated,
and of the testing videos, 311 frames are. In these annotations, a distinction is made
between 12 classes. In the dataset, the drone is flying at different altitudes in a region of
Romania that is characterized by mountainous terrain. In total, nearly 846 h of work were
required to create the manual labels for this dataset [9]. Table 1 summarizes the presented
real-world datasets from a UAV perspective with a forward-facing camera and provides a
comparison to the synthetic dataset created in this work.

The number of synthetic datasets is even further limited compared to the number of
real ones. Most of them come from the automotive sector and include Virtual KITTI [15],
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Synthscapes [16], SYNTHIA [7] as well as the dataset created by Richter et al. [4]. Compared
to that, there are only a few synthetic semantic segmentation datasets from a UAV per-
spective. The VALID dataset was published by Chen et al. and contains aerial imagery
taken from the nadir perspective in six different virtual environments under different
weather conditions [17]. In addition to segmentation masks, the dataset contains informa-
tion needed for object recognition as well as depth maps. Over the course of this research,
only one synthetic dataset for semantic segmentation was found in which a front-facing
camera is used. This is the so-called Mid-Air dataset [11]. In addition to the masks for
semantic segmentation, it also contains depth maps and other information from sensors
such as GPS or accelerometers. The images were generated using the Unreal Engine [5] and
the plugin AirSim [18]. The camera images was extracted from 54 flown trajectories. To
increase the variation of the data, flights were taken in two environments at different times
of the year and in different weather conditions [11]. The labels masks make a distinction
between 12 classes.

Table 1. Overview of real-world datasets from an UAV perspective with a forward-facing camera
compared with our synthetically generated dataset. Listed are the camera orientation, number of
annotated images, image resolution and classes for each dataset.

Dataset Orientation Images Resolution Classes

Aeroscapes [14] Forward, Nadir 3.269 1280 × 720

Background, Person, Bike, Car,
Drone, Boat, Animal, Obstacle,
Construction, Vegetation, Road,
Sky.

UAVid [10] Forward 270 3840 × 2160
Building, Road, Static Car, Dy-
namic Car, Tree, Low Vegetation,
Human, Background Clutter.

Ruralscapes [9] Forward 1.047 3840 × 2160
Forrest, Residential, Land, Sky,
Hill, Road, Church, Fence, Water,
Car, Person, Haystack.

Ours Forward 2.242 1920 × 1080 Tree, Grass, Building, Car, Hu-
man, Street, Other.

2.2. Training on Synthetic Images

Due to the problems of generating and labeling real-world images described above as
well as the potential benefits of using synthetic images to train machine learning algorithms,
there is an increasing amount of research focusing on this topic. Given the extensive number
of synthetic datasets in the automotive field, most work is carried out in this domain. In
the process of creating their dataset, Richter et al. [4] also explored the performance of
semantic segmentation models on real-world evaluation datasets. When trained on real
images mixed with synthetic ones, a mIoU (mean Intersection over Union) increase of
2.6 percentage points was achieved on the KITTI dataset [19]. Using the CamVid dataset [20],
it was shown that a comparable performance to a model trained exclusively on real-world
images can be achieved if only one third of the real-world training dataset is used in
combination with synthetic images. The authors concluded that the amount of manually
labeled training data can be greatly reduced by using synthetic data in the training process.

Due to the need of environment perception on UAVs and the rise of tools for extracting
synthetic data from game engines, the usage of synthetic data from a UAV perspective
has also received some attention in the last years. The authors of [21] conducted a study
on the performance of object detection of cars from a low-flying UAV using the nadir
perspective. They investigated the question whether the robustness of the detections can
be improved by training with synthetic training images when the differences between
available real datasets and the target datasets are too big. One model was trained with
synthetic images, one with real images and a model pre-trained with synthetic data was
fine-tuned with real data. During the evaluation, only very small differences between the
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model trained with synthetic data and the model trained with real data could be detected.
By fine-tuning the models, the domain gap was reduced and the robustness for object
recognition increased [21]. In a study about object detection through instance segmentation
using UAV images, the authors of [22] were able to train a Mask R-CNN model that can
detect and segment pedestrians and vehicles. The model trained in this study was able to
achieve good detection results on real-world drone footage, even without using any real
data in the training process. The authors of [23] also studied the impact on Neural Network
performance when real training images are replaced by synthetic images. They were able
to demonstrate that models trained with synthetic data show good performance on test
datasets, but poor performance on real-world datasets. This performance degradation
could not be observed when a model was trained with real-world data and applied to other
real datasets. In another experiment, synthetic and real data were mixed together to form
a new training dataset. It was shown that the performance of the models on real images
was higher than the performance without the data mixing. As a third experiment, a model
pre-trained with synthetic data was re-trained with real-world data during a fine-tuning
process. Here, it was shown that the performance increases when a larger number of
real images is used for fine-tuning. However, none of these works considered semantic
segmentation tasks.

3. Generation of Synthetic Images

In order to achieve a good semantic segmentation and the smallest possible sim-to-real
gap, it is reasonable to assume that the synthetic training images should look as similar to
the evaluation data as possible. As described above, the evaluation images come from the
Ruralscapes dataset. Figure 2 shows exemplary scenes.

Figure 2. Comparison of exemplary scenes from the Ruralscapes dataset in the first row [9] with our
reproduced scenarios within the simulation environment in the second row. The third row shows
exemplary images from the UAVid dataset [10], which were also taken from a UAV perspective, but
in a different geographic region.

The simulation environment designed and used in this work is created using the Unreal
Engine [5] 4.27 and various additional contents from the Unreal Marketplace. Figure 3 shows
the stages of building the simulation environment. The starting point is a previously created
environment of a mountainous landscape which is then modified. For this purpose, objects
such as houses and vegetation that do not look similar to the objects of the Ruralscapes
dataset are removed from the environment, leaving only the terrain with the landscape
materials. The environment is then modified by flattening the ground inside the valley to
accommodate houses that are created later. Additionally, the mountains are reduced in
size, smoothed and sharp edges and cliffs are removed to better resemble the hills in the
Ruralscapes dataset. A small hill with a meadow and a stream are also added. Using the
built-in Unreal Engine tools, road segments are created and automatically placed along a
spline. Similar to the Ruralscapes dataset, the resulting road network consists of a main
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road with lane markings and smaller streets without markings or sidewalks. Objects such
as cars, lanterns, fences and people are placed along those. Houses with a wide range
of shapes are also placed along the streets and textures of roofs and facades are adjusted
to increase variation in the dataset. To extract the camera images and labels from the
simulation environment, the plugin AirSim [18] is used. Figure 2 shows some exemplary
images extracted from our simulation environment compared to those from the Ruralscapes
dataset. It can be seen that an attempt was made to stylistically recreate some scenes from
the Ruralscapes dataset and visual similarities can be seen clearly.

Figure 3. Steps to create the environment for the synthetic image dataset. From top left to bottom
right: starting from a previously created environment (top left), inserting a road network and other
objects (top right), creating various houses and inserting larger forests in the background (bottom
left), adjusting the brightness and color tones (bottom right).

To use the labels extracted from the Unreal Engine using AirSim, some post-processing
steps need to be performed. As AirSim outputs instance masks for the objects, these
are post-processed in a first step to correspond to semantic segmentation masks. When
comparing the masks of the synthetic dataset with those of the Ruralscapes dataset, it is
noticeable that there is a large difference in the level of detail. This is especially noticeable
for the trees, as shown in Figure 4. The annotations of the synthetic images are pixel-precise,
while those of the real-world dataset are significantly coarser. In case of the trees, this is
mainly shown by the fact that the background, that can be seen between the branches and
leaves of the synthetic tree, is labeled as grass, whereas in the real-world dataset, all pixels
within the silhouette of the tree are assigned to the class tree.

Figure 4. Comparison of the level of detail of the segmentation masks for the class tree. (Left): section
of a camera image with the corresponding segmentation mask from the real-world Ruralscapes
dataset [9]. (Right): camera image and segmentation mask of a tree from the synthetic dataset with
the original fine labels and post-processed coarse labels.
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If the training is performed with the fine labels, it is suspected that this will lead to
worse results in terms of mIoU during the evaluation. Therefore, the level of detail of the
trees in the labels of the synthetic dataset is reduced in order to increase the similarity to
the labels of the Ruralscapes evaluation dataset as shown in Figure 4. For this, a binary
mask was first created for each segmentation mask of the dataset, which only depicts the
labeled trees. A MaxPool filter was applied to this mask to reduce the level of detail of the
trees in the binary image depending on the kernel size. The trees in the modified binary
image were then colored with the corresponding color of the class tree and overlaid with
the original mask.

4. Experiments and Results
4.1. Model and Training Settings

For the following experiments, the DeepLabv3 ResNet101 architecture presented by
Chen et al. [24] is used. An implementation from the PyTorch model collection which is
pre-trained on the COCO dataset [25] is used. The Neural Network uses a ResNet101 [26]
backbone to extract features and Atrous Spatial Pyramid Pooling (ASPP) [24] for the seg-
mentation. As described in the paper, the ResNet101 backbone consists of a convolutional
layer followed by four blocks, each block consisting of three convolutional and three batch
normalization layers with skip connections. The fourth block uses atrous convolutional
layers to increase the area of coverage of the filter [24]. The features for the semantic seg-
mentation are extracted from four convolutional layers with different levels of dilation [27].
In addition, a pooling layer is used. The feature maps of these layers are concatenated. A
final convolutional layer outputs the correct number of classes [24].

Before the images are used in the respective training run, a pre-processing of the
images is performed. First, the images and masks are rescaled to 640 x 480 pixels to reduce
the memory requirements. A nearest-neighbor interpolation is used to reduce the size of
the mask to avoid blending of colors at the class boundaries when scaling. Furthermore,
data augmentation is used to help to increase the ML model capability to generalize. In
this work, we use random vertical flipping, sharpening the image, blurring, changing
the brightness and changing the saturation. The batch size during training is eight. For
the training of the models, a variable learning rate is used according to the algorithm by
Smith and Topin [28]. Cross-Entropy Loss is used as error function and AdamW [29] as
optimizer. The models are trained over 150 epochs and the models with the best validation
losses are used for the final evaluation. As evaluation metric, Intersection-over-Union (IoU)
is used which is calculated by dividing the area of overlap by the area of union. It describes
the amount of overlap of two regions, respectively, two sets of pixels. Building on that,
the mean Intersection-over-Union (mIoU) describes the average IoU over all distinguished
classes. The per-class mIoU is calculated for each class as the average IoU of that class over
all images of the evaluation dataset. All trained models are evaluated on the same images
of the evaluation dataset.

4.2. Defining the Label

Since the real-world datasets distinguish between different segmentation classes, the
labels have to be unified before training and evaluation. As the Ruralscapes dataset contains
12 but the UAVid dataset only 8 labeled classes, some of the classes have to be combined, as
shown in Table 2. Labels for trees exist in both datasets. The classes haystacks and hills of the
Ruralscapes dataset are included here because there are mostly trees growing in the regions
labeled as hills. The ground class in the Ruralscapes dataset includes for example grass
and is comparable to the low vegetation class of the UAVid dataset. In the synthetic dataset,
these elements are grouped under the term grass. Both the UAVid and the Ruralscapes
dataset feature annotated buildings. The latter additionally distinguishes between churches
and inhabited buildings. These are summarized under the term buildings. People and
road classes exist in both datasets. Both datasets have annotated vehicles. The UAVid
dataset also differentiates between static and dynamic vehicles, which are summarized
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here. The remaining classes of the Ruralscapes dataset water, sky and fences are combined
into the class other. The synthetic classes are adapted to them.

Table 2. Combined labels of the datasets used in the experiments.

Ruralscapes UAVid Synthetic (Ours)

Forrest
Tree TreeHill

Haystack

Land Low vegetation Grass

Residential Building BuildingChurch

Car Static car CarDynamic car

Person Human Human

Road Road Street

Fence
Background Clutter OtherWater

Sky

4.3. Training on Ruralscapes Dataset

For the training of the model with real-world images from the Ruralscapes dataset,
its training subset described above is used. Training a model on this data allows us to
investigate how well the chosen model architecture can perform a semantic segmentation
task when the training and evaluation data are from the same domain and, therefore, no
domain shift is occurring. The average mIoU as well as the mIoUs for each segmented
class are summarized in Table 3. As expected, the trained model performs well with an
average mIoU of 60.9%. This performance is also apparent when examining the mIoUs
of each individual class. The model performs particularly well when segmenting trees,
grass and buildings, but has difficulties when segmenting cars. A possible reason for this
may be that these classes usually only contain comparatively few pixels and, therefore, are
underrepresented in the training process. Figure 5 shows exemplary segmentations by the
model, compared to the ground truth mask. This confirms the results that were shown in
the evaluation metric. The classes building, tree and other are segmented well, only the class
boundaries are slightly more rounded in the prediction. In addition, smaller classes in the
background are occasionally segmented incorrectly.

Table 3. Results on the Ruralscapes evaluation dataset. Shown are the mIoU and the per-class mIoU
in percent. Bold numbers represent the best results. Legend: Ruralscapes = Ruralscapes training
dataset. Synth = Our Synthetic training dataset. Synth. + X = Pre-training with the synthetic training
dataset followed by a fine-tuning with X% of the Ruralscapes training dataset. UAVid = UAVid
training dataset.

Training Data Average per-Class mIoU [%]
mIoU [%] Street Building Car Human Tree Grass Other

Ruralscapes 60.9 52.7 78.3 20.5 46.5 76.7 65.3 86.5

Synth 32.0 15.7 55.6 9.9 12.9 22.7 37.7 69.5

Synth + 1% 49.8 28.1 73.1 10.3 32.6 70.3 56.9 77.2
Synth + 2.5% 53.8 39.8 75.8 13.2 38.1 74.6 57.7 77.5
Synth + 5% 56.7 44.3 76.7 25.0 35.2 74.3 62.3 79.3
Synth + 10% 57.5 49.3 77.5 26.8 30.9 74.4 61.7 82.2
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Table 3. Cont.

Training Data Average per-Class mIoU [%]
mIoU [%] Street Building Car Human Tree Grass Other

Synth + 25% 59.6 51.9 78.2 25.2 41.3 75.0 59.8 83.7
Synth + 50% 61.7 55.9 78.6 26.9 43.9 76.3 66.1 84.6
Synth + 100% 61.2 53.1 79.5 21.7 47.1 77.0 64.0 85.8

UAVid 31.7 14.9 48.7 14.0 0.0 54.8 44.2 45.4

Figure 5. Segmentation results of the trained models from three different images taken from the
evaluation dataset. First row: raw camera images from Ruralscapes dataset [9], second row: ground
truth mask [9], third row: results of the model trained on Ruralscapes data, fourth row: results of the
model trained synthetic data, fifth row: results of the model trained with UAVid data.
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4.4. Training on Synthetic Dataset

The model trained with our synthetic images achieves an average mIoU of 32.0% on
the Ruralscapes evaluation dataset. Therefore, it is 28.9 percentage points worse in this
regard on the same evaluation images than the model trained on the Ruralscapes training
data. Hence, a domain shift or sim-to-real gap is clearly evident. The evaluation metrics, are
shown in Table 3. When looking at the mIoUs of the individual classes, it can be seen that
each class is segmented considerably worse than from the model trained on Ruralscapes
data. The model struggles most notably on cars and people. The classes building and other
are segmented most accurately when compared to the other classes. Despite adjusting the
level of detail for the trees in the labels, a good result cannot be achieved with respect to
the mIoU. Some example predictions of the model are shown in Figure 5. From these it can
be seen that especially fine details like cars, people and fences are not segmented correctly
compared to the ground truth mask while larger areas such as buildings or the sky are
predicted mostly correct. However, similar to the model trained with Ruralscapes data,
with less detail than the ground truth. It is noticeable that the class grass is often predicted
instead of trees.

4.5. Fine-Tuning

In the previous section, it was shown that the model trained on synthetic images
performs worse on the real evaluation dataset than the model trained on real-world images
of the same domain. We now investigate to what extent the performance of the synthetic
model can be improved by fine-tuning it with Ruralscapes training data and whether the
amount of real data needed can be reduced through this combination. This assumption is
reasonable since the synthetic dataset created as part of this work bears a closer resemblance
to the Ruralscapes evaluation dataset than the COCO dataset used to pre-train the models
as described above. Fine-tuning over 150 epochs, where only the model with the lowest
validation error is saved, is performed seven times, each time using a subset of different size
of the Ruralscapes training dataset. The mIoUs for the trained models are listed in Table 3.
A visual representation of the model performance with different amounts of real training
data for the fine-tuning is given in Figure 6. Prediction results on an example image are
given in Figure 7. As expected, the models perform better when more Ruralscapes data are
used during the training process.

Looking at the individual classes, it is apparent that the model fine-tuned with 1% of
the real-world training images already achieves considerable improvements with respect to
the mIoUs compared to the model trained solely on synthetic images. Especially the classes
building, human, tree and grass show an improved performance. However, the domain shift
was quite large in these cases in the first place. For cars, there is no big difference compared
to the domain shift without fine-tuning. This can be explained by the fact that the few
images used for fine-tuning were selected randomly and it is possible that there are no or
only a few pixels with the label car in these images.

When looking at larger sizes of the fine-tuning subset, it can be seen that the amount of
real images required for training can be greatly reduced when pre-training on the synthetic
images is performed. Even when using only 5% of the real images for fine-tuning, the
mIoU differs by no more than five percentage points compared to the model trained on
the whole real dataset. Furthermore, it is more than 11 percentage points better compared
to the model not pre-trained on synthetic data. The models trained with subsets of size
25%, 50% and 100% show the best mIoUs for the fine-tuned models and are comparable
to the model that is not pre-trained on synthetic images but trained exclusively with all
Ruralscapes training images. These results, however, can be achieved with significantly
fewer real images, so that the time-consuming labeling process for the real images can be
greatly reduced.
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Figure 6. Changes in performance on the Ruralscapes evaluation dataset for the model trained on synthetic
images with varying amounts of real training images during the fine-tuning process. The Ruralscapes line
shows the performance of models trained only on Ruralscapes training data with different amounts of data
without fine-tuning. Large dots on the fine-tuning and Ruralscapes curves show the performance of the trained
models. The lines in-between those dots are linear interpolations. The horizontal line Synthetic illustrates the
performance of the model trained on the synthetic dataset without additional real data as reference.

To verify that these results are because of the pre-training on the synthetic images and
cannot be achieved using the real data alone, we trained the model also on same-sized subsets
of the real images but without pre-training on the synthetic images. The results are shown in
Figure 6. It can be seen that the model trained on the reduced subset without pre-training on
the synthetic images performs worse than the pre-trained version. Therefore, the performance
benefit seems to be a result of the pre-training on synthetic images. It follows that pre-training
on synthetic data can help to reduce the needed amount of real-world data. This effect is even
larger when only a small amount of real-world data are available.

While the pre-trained model performs much better when we do not have the whole
Ruralscapes trainings dataset available, this effect diminishes the more real data we add.
However, even when the whole real dataset is used, some minor improvements can be made
by pre-training on synthetic images. The best overall evaluation results are obtained with the
pre-trained model that is fine-tuned on the 50% subset of the Ruralscapes training dataset. It
achieves an average mIoU of 61.7% which is still 0.8 percentage points better compared to the
model trained on the whole Ruralscapes training dataset alone. Looking at the individual
classes, it can be seen that for the classes street, car and grass, this model achieves the best
mIoU scores of all the trained models. For the classes human, building, grass and other, it is
only outperformed by the fine-tuning model with the whole Ruralscapes training dataset.

Figure 7. Predictions for a real evaluation image of the models fine-tuned with subsets of different
sizes of the real training data. Ground Truth mask from [9]. White: street, yellow: building, grey: car,
red: human, dark green: tree, light green: grass, black: other
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4.6. Training on UAVid Dataset

Another question relevant in practice occurs when real-world data are available but
from a different geographical region. Namely, whether it is better to use this dataset or to
generate a synthetic dataset, which closely resembles the intended region. To answer this
question, we also train a model on the UAVid dataset described above. In technical terms,
this evaluates how large the domain shift from a different geographical region is compared
to the sim-to-real gap.

After splitting the UAVid dataset, 180 images are used for training and 67 images
for validation. Note that the size of the dataset is much smaller than the synthetic one.
However, this is common for practical applications due to the difficulty and needed effort
of generating and labeling the real-world images described above. The evaluation metrics
of this model are shown in Table 3. The trained model achieves an average mIoU of 31.7%
on the Ruralscapes evaluation dataset. It has problems especially with the segmentation
of cars and people. The model does not detect the latter at all. The classes other, building
and grass are classified comparatively well. Based on the exemplary segmentations of the
model in Figure 5, it can be seen that the model classifies a lot of regions as other. This is
possibly due to the labeling of the UAVid dataset. Sidewalks, for example, are not included
in the class road but are labeled as other. Comparing the results, it can be seen that the
average mIoUs of the individual classes are noticeably smaller than from the Ruralscapes
model, i.e., there is a significant domain shift.

It can also be seen that the model trained on synthetic data performs slightly better
than the model trained on the UAVid data. The synthetic model performs better on four
classes while the UAVid models performs better on three classes. Technical speaking,
the domain shift is comparable to the sim-to-real gap but slightly worse. For practical
applications, a slight benefit can be achieved by using a synthetic dataset which closely
resembles the intended domain but a real-world dataset from a different region might
perform almost the same.

5. Discussion

The presented results show that the use of only synthetic training images obtained
from a simulation environment is currently not sufficient to train a good Neural Network
for semantic segmentation to be applied on real-world camera images. Technically speaking,
there is a severe sim-to-real gap. However, by applying fine-tuning with a small set of
real-world images, the gap can be significantly reduced.

One of the assumed factors for the performance drop is that the level of detail of the
labels of the Ruralscapes dataset differs significantly from that of the labels of the synthetic
dataset. For the manual labels of the Ruralscapes dataset, it can be seen that the quality of
the masks sometimes vary greatly for consecutive frames. This makes a correct semantic
segmentation of the frames difficult for the model.

In addition, hills where trees are visible have been labeled as hill in the Ruralscapes
dataset, even though large patches of trees are on them and thus could also be mostly
labeled as tree but not solely. Due to this simplification, the ML model may not be able to
learn correct features. It is also important to note here that, as mentioned above, because of
the dominance of the trees in the hill class, we added the hill class to the tree class. This was
performed to unify the labels between the used datasets. However, this obviously does not
minimize the described problem of label quality. In contrast, the automatically generated
labels from the synthetic dataset naturally distinguish between all objects. When applying
the model trained on the synthetic images to real evaluation data, it can therefore happen
that it detects classes which exist in the image but are not labeled in the ground truth.
Since they are not labeled in the ground truth mask, this is considered a misclassification
which has a negative impact on the mIoUs described in Table 3. Likewise for other classes,
inaccurate drawings of class boundaries could result in incorrect ground truths, making
the metrics described in the previous section less conclusive.
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To validate this statement, some images of the Ruralscapes dataset were chosen and
relabeled. Figure 8 compares the relabeled mask with the original one. Here, the significant
differences in the level of detail are visible. In addition to the distinctions between classes on
the hill, there are significantly more trees labeled between houses and the class boundaries
show a greater amount of detail. The mIoU of the class grass thus might be distorted
and could turn out better by using "correct" labels compared to the ones described in
the previous sections. The model also segments regions between buildings that are not
included in the original labels but clearly stand out in the relabeled image. Therefore, it is
suggested that the quality of the models in terms of the evaluation metrics can be increased
if the entire Ruralscapes dataset is relabeled with more detailed masks, which thereby more
closely resemble the exact synthetic masks and overall level of detail of reality.

Another possible cause for incorrect segmentation by the synthetic model is that the
synthetic images used for training differ too much from the real ones. Differences can, e.g.,
be seen in textures. For example, the roads have markings in the simulation environment
but not in the real images. Other properties of the synthetic images, such as image noise,
exposure, or the hue of the images, may also have an impact on the domain shift.

Especially based on the segmentation results of the UAVid model, it is suspected that
the class distributions in the datasets also have significant effects on the segmentation
results. Thus, it can be assumed that this effect also occurs for the model trained with
synthetic training data and that it has an impact on the domain shift. In the synthetic
dataset, the number of pixels with the class grass is greater than in the Ruralscapes dataset.
This class is predicted more frequently by the model with synthetic training data. Classes
which could only hardly be detected, such as people, roads or buildings located in the
background, are under-represented in the synthetic dataset compared to the Ruralscapes
dataset. However, it is not possible to make a definite statement as to whether this is true
for all classes, since, for example, fences are not segmented well from the synthetic model,
even though the other class, which includes fences, occurs often in the synthetic dataset. To
make a definite statement, the class would have to be relabeled.
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Figure 8. Comparison of the ground truth mask from an image of the Ruralscapes evaluation dataset
[9] with a manually relabeled mask. Left: video frame (increased brightness for better visualization),
center: ground truth label, right: manually relabeled mask.
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Figure 8. Comparison of the ground truth mask from an image of the Ruralscapes evaluation
dataset [9] with a manually relabeled mask. (Left): video frame (increased brightness for bet-
ter visualization), (center): ground truth label, (right): manually relabeled mask. White: street,
yellow: building, grey: car, red: human, dark green: tree, light green: grass, black: other

6. Conclusions and Future Work

This paper shows that synthetic images generated with a game engine provide benefits
for the training of Neural Networks for semantic segmentation of the environment of an
UAV. By automatically generating training images with associated pixel-precise labels, a
large dataset can be created in a short period of time. The limitations and disadvantages
which occur when creating a real-world dataset from UAV perspective, such as costs and
regulatory barriers, can thus be avoided. This holds true for almost all use-cases in which
visual sensor data for UAV environment perception is needed.

By using them to pre-train a model and afterwards fine-tuning it on real-world data,
the amount of needed real data can be reduced and the model performance can be improved
slightly. Overall, comparable results to those obtained with the real training dataset alone
can already be achieved by pre-training on synthetic images and fine-tuning it with only
half or even a quarter of the real training data.
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We also show that synthetic images alone do not yield good results on real images
yet. A severe domain shift or more precise sim-to-real gap can be observed. Although
the assessment of the sim-to-real gap shown in this work is difficult due to the differences
or even lack of detail in the labels of the real images, the basic problem and tendency is
clearly recognizable.

Furthermore, we show that synthetic images that resemble the target domain perform
slightly better than using images from a UAV perspective from a different geographical
region. If the effort required to create a simulation environment is smaller than that needed
to generate and manually label a dataset acquired in the real world, synthetic images can
be a suitable alternative that provides similar results while reducing the cost and time
required. Overall, significant cost and time savings could be achieved by using synthetic
training images from a game engine, as long as the effort required to create the simulation
environment is low.

Our findings are consistent with those for semantic segmentation from the automotive
sector. For street scenes, Ref. [4] was able to show that a comparable mIoU increase can
be achieved when adding synthetic training data. They also showed that comparable
performance to a model trained exclusively with real-world images can be achieved when
only one-third of the real images is used in the training dataset in combination with
synthetic ones. The authors concluded that the amount of manually labeled training data
can thus be greatly reduced by using synthetic data in the training process. Similarly,
Ref. [16] trained a model for semantic segmentation on synthetic images and showed that
it achieves worse results on real images compared to a model trained on real images. When
fine-tuning the model afterwards with real images, the results are better for most classes
than when only real data are used during training. Our work adds the connection to the
aviation sector and shows that these findings are transferable to cameras mounted on UAVs
despite differences such as camera perspective, huge scale variations and distance to objects
mentioned above. We also show that the sim-to-real gap exists also for these situations
even though one could argue that texture differences may have been smaller because of the
altitude of the UAV and the resulting lack of perceived details of textures.

All in all, future research on the definite influences on the sim-to-real gap appears to be
useful and needed. For example, the differences on image-level between the synthetic and
the real images can be investigated. Furthermore, it can be assessed whether the realism
of the simulation environment can be increased further and whether it has a positive
impact on the sim-to-real gap. There are also a number of possible mitigation strategies,
mainly from the overlaying problem of domain shift, that can be applied to the problem
at hand and can be evaluated. This can help to make synthetic data more usable in the
aviation sector and, therefore, allow to develop better environment perception models,
which ultimately could allow UAVs to fly autonomously.
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