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Abstract

Mission Planning at GSOC started, in cooperation with other
agencies, with manually triggered processes. Within the mis-
sion D-2, first experiences have been gathered with the Ex-
periment Scheduling Program of the Marshall Space Flight
Center. For succeeding missions, the interactive planning ap-
plication Pinta has been developed, together with additional
tools which support event calculation and automated plan-
ning using simple heuristics. A major step forward was the
implementation of a fully automated planning system for
TerraSAR-X, where it was in charge of the whole mission, in-
cluding payload and bus. Soon this Mission Planning system
had been extended to also include a second satellite and ad-
ditional mission goals for the TanDEM-X mission. In prepa-
ration of a successor mission, desires of internal and exter-
nal users and operators of the TerraSAR-X/TanDEM-X mis-
sions have been analyzed. Even though no successor mission
for TerraSAR-X has been selected yet, the Mission Planning
team evolved its planning libraries according to the outcome
of this analysis and to respond to further lessons learnt, which
had been gathered in different other missions throughout the
years, such as FireBird, EDRS, Galileo and several LEOPs.
This paper describes how GSOC’s planning libraries evolved,
presents the current status, and presents the current status. It
discusses what generic features have proven beneficial, which
features were less helpful, and describes obstacles which need
to be considered in different missions. The paper concludes
with an outlook on how the GSOC Mission Planning team
prepares its systems for the future.

1 History
Spacecraft operations at GSOC date back to 1969 when the
AZUR mission launched [2]. However, the first missions re-
quiring an elaborate planning tool were the missions Space-
lab D-2 [44], the German Modular Optoelectronical Multi-
spectral / Stereo Scanner (MOMS-2P [29]), MIR ’97 [28]
and the Shuttle Radar Topography Mission (SRTM [41]),
all in the 1990s, when GSOC gathered first experiences
with planning tools such as the Experiment Scheduling Pro-
gram of the Marshall Space Flight Center (see [42]). Dur-
ing this time, the need of further tool support was identi-
fied, and in-house Mission Planning software development
started with the Timeline Output Navigator TimON ([45]), a
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tool to display the current timeline. Soon this tool was com-
plemented by a graphical, interactive timeline editor, called
Pinta, which allowed manual planning. In addition, Plato,
our first scheduling prototype, which was based on the same
kernel as NASA’s planning tool Spike [40], was developed.
It could be called by Pinta to run planning algorithms on the
current planning model (see [33]). An orbit event calcula-
tion library, called Seppl has been implemented to generate
the required input to the planning process.

In preparation of the TerraSAR-X mission, we realized
that Plato’s variable/value approach, which it shares with
other CSP based solvers such as Spike, would not work for a
timeline with resolution of one second and a time horizon of
three days. Computation would just not be sufficiently fast
for 259200 second slots. Plato therefore never passed the
state of a prototype. Instead, we implemented a new plan-
ning engine, Plato-II, whose resource profiles were repre-
sented in linear segments instead of by specifying values for
each time slot. Together with Pinta and Seppl, Plato-II was
used within the TerraSAR-X Mission Planning system.

Both Plato and Plato-II were written in Lisp. In prepa-
ration of the extensions which were required for the joint
TerraSAR-X/TanDEM-X mission, we ported Plato-II to Mi-
crosoft’s C#, which runs on the .NET platform, on which
Pinta had also been developed. The new .NET version of
the planning library was called PlatoN. Besides, we im-
plemented a replacement of the C++ library Seppl, called
SCOTA (SpaceCraft Orbit and GroundTrack Analysis Tool
[16]), such that the TerraSAR-X/TanDEM-X Mission Plan-
ning system comprised a tool suite, which was mostly run-
ning within the .NET ecosystem. Further successful ap-
plications of this tool suite became the FireBird [49],
Alphasat/TDP-1 [38] and PIXL-1 [9] mission planning sys-
tems, the EDRS Link Management System [18], ColKa (link
planning for the Columbus Ka-band antenna) [4], support
for Galileo [5], and the GSOC internal on-call shift plan-
ning system and several others, some of which are described
in [32].

Although our Mission Planning tool suite was now homo-
geneous, .NET seemed no longer a future-proof technology,
due to uncertainties in Microsoft’s future strategic direction.
As most other state-of-the-art systems within ground oper-
ations, including those developed and operated at GSOC,
are based on the Java platform, we decided to migrate once



more, from C#/.NET to Scala/JVM. This not only included
a re-design of our existing components Pinta and PlatoN,
whose successors were called PintaOnWeb [46] and Plains;
it also included the introduction of a completely new frame-
work called Reactive Planning, intermediately known as In-
cremental Planning [48]. In its latest versions, only SCOTA
and the cloud handler currently remain on the .NET plat-
form. Projects which are already using Reactive Planning,
PintaOnWeb, Plains and SCOTA are EnMAP [13] [36] (since
2022), TDP-1 [47] (since 2021), and InTAS/ToUCAnS, a
GSOC internal project for Integrated Terminal and Antenna
Scheduling, resp. our novel Tool for Unified Control room,
Antenna and link Scheduling. It is planned that all upcom-
ing missions supported by GSOC Mission Planning will be
based on and benefit from this framework.

Overt time, many missions required various different fea-
tures, and not only during those two platform migrations did
the GSOC’s Mission Planning team reflect which mission-
specific features might be generalized to be re-used in future
missions. In the following, we present several major features
that have been provided generically, together with an assess-
ment of their utility.

2 Example Planning Problem
In order to provide a better understanding, we sketch the
planning problem of a typical Earth Observation mission:
A satellite in low earth orbit shall be tasked with creating
images of targets on ground. Targets are provided by the
customers during the mission, e.g. for scientific purposes or
disaster monitoring. Acquiring image data requires certain
sub-activities, in particular:
• image data acquisition
• power-up of all parts of the instrument before image ac-

quisition
• depending on gap size to succeeding image acquisition:

switch off parts of the instrument after image acquisition
• down-link image data over ground station
• file deletion (possibly delayed until reception confirma-

tion)
Obviously, image acquisitions and downlinks need to re-
spect multiple constraints, e.g. target or ground station visi-
bility, exclusive access of attitude control system or payload
data memory capacity.

The task of the planning system usually is to generate
a feasible timeline, which includes as many high prior-
ity image requests as possible, thereafter includes as many
medium priority image requests, etc.

3 Generic Features and their Assessment
3.1 GSOC’s Planning Modelling Language
Many scientific planning libraries use a pre-defined mod-
eling language such as PDDL (see [15]), in order to allow
comparing different algorithms for various planning prob-
lems. For GSOC, however, it is not crucial to calculate the
best plan for a planning model which roughly matches real-
ity, but to calculate a good plan, which matches the reality

as good as possible. Therefore, GSOC developed its own de-
scriptive planning modeling language (see [17]).

It allows defining activities, which may be grouped hier-
archically, where parent-child relations must form a directed
acyclic graph. Each activity may be given one or multiple
timeline entries. This way, planning cycles such as the mid-
term planning and the short-term planning for Mars Express
(see [34]) may be supported: the 4-week mid-term plan pro-
vides timeline entries for the parent activities, where the re-
sources are distributed. The short term plan adds timeline
entries to the child activities, which may represent space-
craft commands. At GSOC, the hierarchy is mostly used to
group activities of the same request or the same ground sta-
tion, which simplifies navigating through the model. For re-
quests, the root activity is given a timeline entry representing
the request’s planning horizon.

Relative temporal constraints may be defined. For exam-
ple, an acquisition may be restricted to start not before the
request root’s start time and not to end after the request root’s
end time. This way the request’s planning horizon may be
enforced.

The most important constraint type is provided by re-
sources and resource dependencies:
• Resource: a time profile predicts how the state of one as-

pect of the planning problem evolves over time, according
to the current timeline.

• Resource Dependency: checks that around a given activ-
ity’s timeline entry, the resource’s time profile remains
within a given range.

• Resource Modification: specifies how the time profile has
to be modified when adding a timeline entry of a given
activity

3.2 References and Offsets
Initially, resource dependencies allowed specifying a start-
offset and an end-offset relative to the start-time or the end-
time of the corresponding activity’s timeline entry. For ex-
ample a timeline entry of an image acquisition could in-
crease the resource energy debt by 2Watt, beginning 5s af-
ter start until 10s before end of the timeline entry. Although
such a model covers most of our use cases, we were able to
generalize this to allow referencing any time t between or
even outside the timeline entry’s interval by using a slider,
that is, barycentric coordinates:

t = (1− slider) · start-time + slider · end-time
= start-time + slider · (end-time − start-time)

(1)

This way, e.g. slider = 0 represents the start-time.
The main challenge with this model is to convert a 2-

dimensional set of timeline entries into a 2-dimensional set
of start- and end-times of constraint profiles, which can be
compared to the resource profile in order to find a valid sub-
set of profile start- and end-times, which then needs to be
converted back to a set of valid timeline entry intervals (fig-
ure 1). This transformation is crucial in order to allow the
planning library to calculate a valid set of timeline entries
for a given activity, which is one of the core features of our
planning library. This is described in detail in [25].



Figure 1: Conversion between timeline entry intervals and
resource profile intervals

Although missions did not yet benefit from this model ex-
tension, the mathematical concept allowed simplifying code,
which previously was rather hard to understand.

3.3 Release Slope - Sliding Windows
Resource modifications allow specifying a profile, which
is active during an activity’s timeline entry and whose end
value may remain active for another configurable duration.
When setting this configurable duration to infinity, we call
this constraint an accumulation, which is used when a re-
source is used by one activity and supplied by another one,
e.g. memory consumption and file deletion.

A release slope specifies that a resource modification’s
end value is not only extended for another configurable
duration, but at the extended end, another segment starts
with given release slope, which ends only when value 0 is
reached.

This feature allows defining a sliding window, see fig-
ure 2:

• during the timeline entry, the resource profile is increased
by 1

sec

• the end value is extended until start + window size is
reached

• a segment with −1
sec is appended, having the same length

as the first segment with slope 1
sec

Figure 2: three timeline entries, which contribute to a sliding
window

At each time, this resource specifies exactly the dura-
tions of all timeline entries within the preceding window size
seconds. This model is used to handle thermal constraints
within the missions TerraSAR-X/TanDEM-X and EnMAP,
since their thermal constraints cannot be propagated suffi-
ciently fast and precise to be considered otherwise within
the planning process. It is also in use to implement rules like
EnMAP must not use more than 14 downlinks over Inuvik
per week or, within our on-call planning algorithm, rules like
an operator must not be on-call more than 14 days within 3
weeks. In general, whenever insufficient information is avail-
able for a more detailed model, a sliding window may pro-
vide a good alternative.

3.4 Configuring Generic Algorithms
A main goal of GSOC’s generic planning library has always
been simple re-usability. The initial technique intended to
provide this was via configuration files. With Plato-I and
Plato-II, one type of algorithm has been implemented, which
allowed configuring an initial-strategy, a repair-strategy, a
deconflict-strategy and a final fill-in-strategy. For PlatoN,
we improved this by providing multiple algorithm snippets,
which allow calling one another as sub-algorithms, see [26],
such that implementing complex algorithms became pos-
sible. Whereas the initial approach proved insufficient for
complex planning problems, the latter worked fine and has
been in use for the missions TDP-1 and EDRS. However,
such a configured algorithm turned out harder to implement,
more error-prone and harder to debug than an algorithm
written in code such as C# or Scala. We therefore concluded
not to provide anything like a generic algorithm, which can
be configured by the end-user, but instead provide generic
sub-algorithms, such as described in 3.5, which can be re-
used by a programmer, who writes a custom algorithm for a
mission’s planning problem.

Examples for some aspects that make generic algorithms
hard to apply:

1. For TerraSAR-X/TanDEM-X, TDP-1 and EnMAP, we
need to command sleep-levels between instrument activi-
ties (see 3.5). Each acquisition therefore is represented by
multiple alternatives, which would significantly increase
the complexity of the algorithm, unless the algorithm is
aware of this multiplication.

2. For TerraSAR-X/TanDEM-X we need to generate a sub-
plan for individual image file download. Obviously this
sub-plan must match the sub-plan for image acquisition.

3. For EnMAP image acquisitions and down-links need to be
provided with a guidance list for the attitude control sys-
tem. Generation of such a guidance list is done outside the
planning system and may fail, in which case the planning
system has to un-plan the respective activity.

4. For EnMAP we need to merge consecutive image acqui-
sitions such that they are served by the same ACS com-
mand. For a generic algorithm, which is not aware of such
tuples, this increases the runtime complexity further in ad-
dition to 1.



5. For EnMAP we do not re-generate a timeline from scratch.
Instead, we perform an incremental planning run each
time new input is available. In order to keep the system
responsive, we need to keep runtime of most such incre-
mental planning runs short and therefore for each different
type of input, we require a dedicated planning algorithm
which is aware of the input type.

3.5 Timeline Entry Chain
Most sub-algorithms which can be re-used between different
algorithms, either refer to the framework and are included in
3.7 or are trivial and don’t benefit from a generic implemen-
tation. One prominent exception however is the Timeline
Entry Chain, which is applied in the missions TerraSAR-
X/TanDEM-X, TDP-1 and EnMAP. This feature may be
used when the timeline entries of different activities spec-
ify the operations and state transitions of a physical entity.
When configured accordingly, the timeline entry chain al-
lows adding an operational timeline entry without having to
take care of state transitions before and after the operation.

More precise, we consider a set of relevant activities be-
tween whose timeline entries a mode shall be modelled.
Each relevant activity can be planned by a specific alter-
native, which is uniquely defined by the modes before and
after its timeline entry. For example, on TerraSAR-X, the rel-
evant activity is a data-take. Between two data-takes, certain
parts of the instrument need to be switched off in order to
save energy and reduce thermal load. The size of the gap to
the preceding data-take determines which parts need to be
switched off during this gap, which is represented by a time-
line entry of the corresponding mode activity, see figure 3.
Obviously, the initiation sequence of the data-take must be
selected according to the preceding mode and also the final-
ization sequence of the data-take must be selected such that
the succeeding mode is reached, which means that multiple
alternatives exist for a data-take. Although the durations of
these alternatives may vary, they need to share a common
relevant interval, in this case the net observation time. The
rule, which modes to select between two data-takes, depends
on the gap size between these relevant intervals. In order
to allow variability in case further constraints may interfere
with the mode selection, multiple modes may be valid for
a given gap-size, in which case a rule of preference is used
to decide which shall be used, if multiple modes are feasi-
ble. Having defined the relevant activities’ alternatives, the
modes and the rules when to select which mode, the Timeline
Entry Chain allows finding valid timeline entries of relevant
activities and placing them on the timeline without having
to take care about the selection of alternatives and modes
in between. These are selected and planned by the Timeline
Entry Chain.

The Timeline Entry Chain proved a valuable tool to sim-
plify the logic of a mission’s algorithm, reducing cost and
increasing robustness of the mission planning system.

3.6 Templates
A reoccurring task in an earth observation’s planning sys-
tem is the ingestion of new requests. One can solve this
obviously by implementing an algorithm, which generates

Figure 3: TerraSAR-X sleep levels between data-takes

the new model objects from the submitted parameters. For
a fully automated system, there is little to complain about
this approach, since changes to such a planning system will
occur infrequently and all changes need to pass integration
tests before activation, even if they would be implemented
via re-configuration.

For manual planning and semi-automated planning,
where an operator uses a front-end such as PintaOnWeb to
generate multiple copies of the same structure, a more com-
fortable approach should be available. One way would be
to implement a custom algorithm which generates the de-
sired structure. This approach has been used in multiple mis-
sions like TerraSAR-X/TanDEM-X, FireBird, TDP-1, Col-
KA, EDRS, CubeL and on-call shift planning.

As proven by the TerraSAR-X/TanDEM-X missions, some
constraints need adaptation during the mission’s lifetime,
see [43] and [3]. Within the fully automated TerraSAR-
X/TanDEM-X mission, we therefore implemented a generic
way to configure the generation of constraints, the only part
of 3.4, which turned out beneficial.

However, a second approach had already been present
within Pinta: templates allow an operator to quickly gen-
erate copies of a non-project-able activity. The great benefit
of templates is that one can use Pinta or PintaOnWeb to gen-
erate and adapt templates as if they were normal activities.
Besides, as they are part of the planning model, no further
configuration is required. We therefore decided to elaborate
templates rather than continuing work on a structure gener-
ation algorithm.

Within the EnMAP planning system, we already use tem-
plates in many places to generate new activities and re-
sources, however we still use custom code in many places,
because the template mechanism was not complete during
their development.

Our current Template concept, which we believe to be the
perfect trade-off between simplicity and re-usability, con-
sists of the following features:

• Template activity A template activity is an activity, which
cannot have timeline entries and whose child activities
must be templates, too. On instantiation, a copy of the
template is created, together with a copy of all of its de-
scendants. Unless 3.6 is used, all copies are normal activ-
ities, which preserve a reference to their template.

• Template resource A resource may be defined for a tem-
plate activity. This resource has no profile, but constraints
may be defined between the template activity and its tem-
plate resource. On instantiation of the template activity, a
copy of the template resource is created and connected to
the new instance activity.



• Template constraints Constraints may be defined on the
template activity. On instantiation of the template activ-
ity, the new instance activity receives a copy of the con-
straints of the template activity. In case the template con-
straint refers to a template resource of the template ac-
tivity, the constraint is defined between the new instance
activity and its new instance resource.

• Template variables Most properties of an activity, includ-
ing its constraints’ values, may refer to variables instead
of concrete values. A variable may define a rule how to
read a value from the model during runtime (e.g. read a
project parameter) or it may specify that on instantiation,
a value must be provided, which shall be used for instan-
tiation.

• Delayed instantiation Sometimes, a template needs to
be instantiated only partially. For example, when gener-
ating the activity representing an EnMAP image request,
the request template needs to be instantiated. However,
its child template opportunity must be copied and remain
a template, because on instantiation of the request, we
don’t know yet which target opportunities will exist for
this request – they might all lie past the current planning
horizon. We therefore need to be able to specify at which
child template activities, instantiation needs to be broken
off and a template must be copied instead.

• Multi parents templates Consider a mission with variable
number of satellites and variable number of ground sta-
tions, for which contacts between satellites and ground
stations need to be planned. In this case, we may define
a template for a ground station and a template for a satel-
lite. Additionally, we define a template representing the
contact between a satellite and a ground station. We add
this connection template as child to both, the satellite tem-
plate and the ground station template. We may also define
a ground station resource and a satellite resource as tem-
plate resource of the respective template activity and de-
fine resource dependencies between the connection tem-
plate and these resources. On instantiation of a ground sta-
tion, the connection template is not instantiated, because
no instance of the connection template’s parent template
satellite exists yet. On instantiation of the first satellite
however, for each previously instantiated ground station,
one connection instance is generated, including copies of
all constraints between the connection template and the
instances of its parent templates’ resources.
With this set of capabilities, we could have implemented

the whole instantiation process of the EnMAP Mission Plan-
ning system generically using templates only. Nevertheless,
even if we had had the missing feature 3.6 in place in time
for implementation of the EnMAP Mission Planning system,
we probably would still not have used the variable mecha-
nism to ingest the results of various EnMAP formulas into
resource constraints’ profiles, because that includes signif-
icant complexity. This would only make sense if a human
operator should use these templates and possibly adapting
them using PintaOnWeb. For such a case however, we still
need to implement better support within PintaOnWeb in or-
der to simplify the usage of template variables.

3.7 Reactive Planning
Several years after launching the TerraSAR-X satellite,
GSOC and its commercial partner Airbus discussed what
might be improved in the potential successor mission
TerraSAR-X II. The main outcome was neither that the num-
ber of images should be increased, nor that some other op-
timization criterion should be maximized. Instead, the most
important criterion was to allow ingesting a request and im-
mediately receiving status updates of this and other affected
request: Has the request been planned? What other requests
had to be un-planned or displaced? If this information was
available, customers may react in time before uplink. Addi-
tionally, the stability of the planning result and the possibil-
ity to explain why certain decisions were taken, would be
very much appreciated.

In response to this finding, GSOC’s Mission Planning
team implemented its new Reactive Planning framework,
which allows implementing a message-driven Mission Plan-
ning system, which may maintain an up-to-date timeline and
which provides a standardized way to interact with the com-
manding system.

The first mission to implement a Reactive Planning sys-
tem has been EnMAP, which indeed provides a permanent
up-to-date timeline, see [12] and [22]. Together with the Re-
active Planning framework, GSOC developed PintaOnWeb,
a graphical front-end, which allows inspecting and modify-
ing the planning model and the timeline, see [46]. Since both
are based on the same planning model, PintaOnWeb can be
fully integrated into any Mission Planning system, which
is based on the Reactive Planning framework: PintaOnWeb
will receive a patch each time an algorithm completes and
PintaOnWeb itself can send patches to the Reactive Plan-
ning system in order to apply modifications, which an oper-
ator has created via PintaOnWeb. For EnMAP however, we
restrict to displaying the model and editing project parame-
ters, which serve as configuration settings of the algorithm,
all other interactions are implemented via dedicated mes-
sages.

Shortly after activating the EnMAP Mission Planning sys-
tem, we also upgraded the TDP-1 planning system to run on
the Reactive Planning framework. For TDP-1 however, we
do not provide an up-to-date timeline but instead only col-
lect input and evaluate it twice a day, both times running a
from-scratch algorithm, similar to the concept of TerraSAR-
X/TanDEM-X, see [27], [14], [30], [21] and [31].

As described in [22], reactivity has its price in coding ef-
fort, because each input type must be considered as a sep-
arate use case. With a from-scratch planning approach like
in TDP-1 and TerraSAR-X/TanDEM-X, one can simplify the
algorithm by sorting the input in a suitable order. Whether
a mission’s planning system should maintain an up-to-date
timeline therefore must be decided depending on the mis-
sions requirements and the implementation effort one is will-
ing to accept.

The reactive planning framework itself however does not
prescribe which type of algorithm to implement. It is even
possible to implement an optimization algorithm, which
may get triggered for each new input or – if runtime per-
formance requires so – which gets triggered each night at 10



pm. However, such a repeated optimization seems to con-
tradict the user’s desire for reliable information about the
planning states of his requests. Instead, Reactive Planning
implements clean interfaces and generic workflows, such as
when and how to create a command set and how to consider
feedback about up-linked commands. Additionally, Reactive
Planning provides the programmer with all generic features
that were implemented for previous missions. The Reactive
Planning framework will remain the basis for all upcoming
planning systems at GSOC.

4 Comparison to other planning frameworks
Obviously, GSOC is just one of many players who need
to provide planning systems for complex space missions,
which lead to a variety of planning frameworks in the space
community, see [7]. At least within their scientific descrip-
tions, most planning frameworks focus on the planning
model and the algorithms. Whereas this is indeed the in-
teresting part, the Reactive Planning framework explicitly
provides a standardized way of how everything around the
planning model and the algorithms may be set up to achieve
a running planning service, which allows re-using large parts
of the software, including solutions to maintain reactiveness,
overcome network boundaries, avoid message buffer over-
flows, monitoring system health and provide insight into the
current planning status. The Reactive Planning framework
explicitly does not include a generic solver, see 3.4. Instead,
mission specific code must be written to implement the plan-
ning algorithms, for which the planning library Plains pro-
vides useful functions.

Apart from this, the main differences to GSOC’s planning
library Plains are listed here:
• APSI (see [11]) supports resources with piece-wise con-

stant values. This is slightly less than the piece-wise lin-
ear profiles of Plains, which makes it harder to model e.g.
the continuous release of memory during a downlink with
non-fix duration. Also the model of a sliding window (see
3.3) requires a slope in order to be precise. However APSI
supports further concepts, which are not present in Plains,
in particular state variables.

• ASPEN (see [6]): like APSI, ASPEN seems also only
to support piece-wise constant values. Also, Plains does
not distinguish between renewable and non-depletable re-
sources. Instead, the resource dependency determines the
way it modifies the resource, which allows combining
these types of constraints. For example, taking an image
may reserve memory, down-linking an image may release
memory (both renewable resources), but onboard analy-
sis of the image to detect certain events may temporarily
allocate memory

• flexplan provides a comfortable way to configure the sys-
tem without the need to generate code. While in simpler
cases, this approach may save much effort. For more com-
plex cases, flexplan allows implementing custom code, in
which way it resembles the approach of Reactive Plan-
ning. An interesting task would be to compare the capa-
bilities of the underlying planning libraries, however the
authors didn’t have access to the flexplan API.

• SPIKE (see [19]): as mentioned in 1, the kernel of spike
had been used for prototyping Plato before implement-
ing the first operational version of Plato-II. Plains’ re-
source model therefore resembles the one of SPIKE.
However, the integer-based time, which may provide high
performance for the integrated CSP based solver in short
time ranges, turned out to be a performance bottleneck
for longer planning horizons with sub-second resolution.
Also, the resource model has been improved by support-
ing piece-wise affine linear resource profiles and not dis-
tinguishing between types of resources, but instead distin-
guishing between types of resource constraints.

• MUSE (see [20]) tackles a different problem: its goal is to
provide a way to allow users to select from different possi-
ble solutions. Although a future version of Reactive Plan-
ning will allow a user, who submits a request, to pre-view
and select from different possible outcomes, no overall
optimization with respect to multiple goals is foreseen in
the design of Reactive Planning. This step would have to
be implemented as mission specific code.

• SPIFe (see [1]) is designed to support a human planner.
This way it resembles Reactive Planning’s PintaOnWeb,
which can be used not only to display the current timeline
but also to edit the timeline. It is also possible to trigger
functions in PintaOnWeb, which may provide similar fea-
tures as SPIFe’s Plan Advisor. Again, SPIFe only supports
piece-wise constant resources.

• CLASP (see [8], [10]) includes an event calculation func-
tionality, whose initial goal was to cover given areas. Re-
active Planning’s SCOTA component on the other hand
was initially designed to calculate opportunities for given
targets. Within the scope of the EnMAP mission, SCOTA
has been extended to determine swathes for coverages. A
proposal for a suitable algorithm to use this feature to gen-
erate a coverage has been given in [24]. For sure, CLASP
will solve this use case better, however, Reactive Plan-
ning’s main purpose is not the generation of a timeline for
ground coverage but to incrementally adapt the upcom-
ing part of the timeline according to continuously ingested
new point requests and to generate all commands to exe-
cute this plan onboard the satellite. This seems not to be a
valid use case for CLASP.

• Planet’s dove planning system (see [39]) creates timelines
for 100 satellites and 30 ground stations. This system is
intended on the one hand to provide service and down-
link contacts for all satellites and on the other hand to
provide image coverage from the whole earth. To man-
age such a large planning problem, a dedicated solver
has been implemented, which first plans ground contacts
and thereafter plans the image acquisitions. This way, the
planning system of Planet is a highly specialized solution
to a computationally extremely challenging problem.

5 Summary and Outlook
With every new mission, new requirements arise for a plan-
ning system and every mission provides valuable insight into
how a planning system should or should not look like. At



GSOC, we try to merge all these lessons learnt into our code
base, benefitting future missions as most developers are di-
rectly involved in operations. One major outcome is that
one should not try to provide a generic configurable algo-
rithm which intends to cover all possible missions. Instead,
one should identify common sub-algorithms, which are ex-
tracted from existing planning systems’ needs and make
them available for future missions, as shown in 3.5, 3.6 and
3.7.

Also, we started to implement an adapter for the upcom-
ing CCSDS standard for Mission Planning Services (see
[35]), which allows using the CCSDS MPS standard to inter-
act with the Reactive Planning framework, e.g. for sending
requests, monitoring state transitions of such requests and
communicating the plan.

Obviously, preserving lessons learnt is an important task
to improve efficiency, but equally important is to anticipate
what future systems might require. The Reactive Planning
system was born from such a vision, as well as PintaOnWeb.
Both are now in operational use with EnMAP and TDP-1,
and provide significant benefit and on the long run will also
reduce cost in development and maintenance. We therefore
continue with our scientific exploration of operational con-
cepts.

For example, the booking of ground station antennas cur-
rently follows a semi-automated workflow, in which ground
station contacts are requested once a week, up to 2.5 weeks
in advance. Adaptations to these ground contacts can only
be considered in emergency cases. The new development
InTAS/ToUCAnS will support planning all missions’ ground
contacts in a reactive manner, which allows individual mis-
sions to request new passes on short notice and cancel them
in order to provide other missions fresh up- and downlink
capacities. This way the available ground antennas may be
utilized in the overall best possible way. We consider this an
important prerequisite for integrating further satellites into
GSOC’s operational environment.

A topic which until now has been neglected by GSOC’s
Mission Planning team is optimization, because none of
GSOC’s missions had an strong requirement for it. In
consequence, whereas planning domains like PDDL have
been designed with algorithmic optimization in mind,
GSOC’splanning modelling language focuses on simple and
direct modelling of real world’s problems. There also don’t
exist generic optimization algorithms for the GSOC plan-
ning domain, instead features such as detecting conflicts and
finding non-conflicting timeline entries for given activities
allow implementing heuristic algorithms.

In order to fill the gap to optimization, the GSOC Mis-
sion Planning team intends introduce a hybrid approach:
The full planning problem is defined in GSOC’splanning do-
main and a simple heuristic and possibly randomized algo-
rithm is used to generate one or multiple plans, in order to
determine which parts of the planning problem are critical
ones and which usually can be omitted. From these critical
parts of the planning model, a reduced planning model shall
be derived within a planning domain for which there exist
optimization algorithms. The results of these optimization
algorithms will then be used as a starting point for a heuris-

tic algorithm, which runs on the full GSOC planning model.
To be prepared for the possibilities which the availability

of quantum computers may provide in the future, GSOC’s
Mission Planning team has started work on quantum algo-
rithms: A quantum algorithm to solve the on-call shift plan-
ning problem is currently being developed, see [37]. Even
though currently available hardware does not yet allow for
solving the complete current real-world problem, we expect
this project to help us understand which problems may be
solved using quantum computers in the future. It allows us to
find suitable mappings of problems encoded in our descrip-
tive modelling language to problems which can be handled
by a quantum algorithm.

Other generic developments include coverage splitting for
coverage orders, one approach of which has been presented
at IWPSS 2021 (see [24]). Further work refers to concur-
rency and how to merge requests and planning model edits
into a common database, see PintaOnWeb([46]) and Reac-
tive Planning’s connection scheduler ([48]). Incorporation
of weather forecast has already been introduced in the En-
MAP Mission Planning system, however it still needs refine-
ment. Also, a special approach of integrated on-ground / on-
board planning, which has first been described in [23], waits
to be implemented.
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