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Motivation and research question 

There are four challenges in energy systems analysis. The first is that future pathways are highly 
contingent on assumptions [1]. The second is computational limitations. The third is that, given a 
certain methodology, only few aspects of scenarios are usually analyzed [2]. The fourth is the 
identification of desirable futures within the target triangle of energy supply (affordability, security, 
sustainability). 
Addressing these problems means to create many scenarios using powerful hardware and software 
(problem 1), to sample from a huge parameter space (problem 2), coupling different tools, (problem 3), 
and to evaluate scenarios from multi-dimensional perspectives (problem 4). 

Methods 

We implemented a high-performance computing (HPC) workflow on the supercomputer JUWELS [3]. 
To utilize this HPC system efficiently, the parallel solver for linear programs, PIPS-IPM++ [4], has been 
applied. This solver is part of a tool chain including scenario generation, energy system optimization 
(REMix [5]), agent-based market simulation (AMIRIS [6]) and results evaluation based on a set of 
multi-dimensional indicators. In particular, we coupled a large diversity of software packages in a fully 
automated workflow (JUBE [7]) enabling the calculation of a multitude of large-scale scenario analyses 
in a matter of days.  
The real-world problem investigated is future power supply in Germany. It is either modeled as market 
where the interactions of decentral actors are simulated, or operation and investment planning are 
optimized from a central planner’s perspective. For the latter, the model comprises 479 network nodes 
that represent unique locations of transformer substations in the transmission grid. Neighboring 
countries, different weather profiles and techno-economic parameters are also part of the 
parametrization.  
To sample the huge parameter space [8], a literature research considering about 50 sources derives 
statistical descriptors of the most important parameter values to be varied.  

Results and conclusions 

First results with 1000 simplified optimization models proof the plausibility of our approach. As next 
step, we investigated 120 spatially fully resolved power systems.  
We compiled a set of more than 40 indicators [9] to provide comprehensive assessments of the 
simulated power systems cover quantities, such as electricity prices, energy self-sufficiency rate, 
ecosystem quality or grid congestion. Our results show correlations between indicators as expected, 
e.g., a high renewable energy penetration corresponds to low CO2-emissions, etc. Points of interest 
are all scenarios where a majority of indicators show values one standard deviation above or below 
the mean of all scenarios. Overall, there are few points of interest, i.e. systems where many indicators 
would point to a system that is satisfactory concerning system affordability, security and sustainability. 
Yet, differences between scenarios are small, i.e. t-tests between desirable and undesirable systems 
are not significant. 
With our final results, we expect to pave the way to more robust energy system modeling, e.g. 
evaluating systems in terms of resilience by extending our methodology for both unit commitment 
modeling and scenarios of infrastructure outages. This enables the derivation of measures for 
preparing for disruptive events like price shocks in the vast parameter space. 
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