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#### Abstract

In this experimental paper, we demonstrate that turbulence can develop in a fluid system with background damping. For that purpose, we analyze dust acoustic waves, self-excited in a fluid complex plasma where the motion of individual microparticles was recorded with a high-speed video camera. We use the Wiener-Khinchin theorem to calculate the kinetic spectrum during different phases of the highly nonlinear periodic wave motion and show that a turbulent cascade develops at the phases of highest particle compression. We demonstrate that the energy cascade occurs despite the presence of a damping force due to the background neutral gas.
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## I. INTRODUCTION

Turbulence occurs in dissipative systems far away from thermodynamic equilibrium with many degrees of freedom. It is a phenomenon observed in a multitude of cases beyond ideal incompressible fluids ranging from microscopic oscillations in solids and plasmas to macroscopic processes during planet formation [1,2], and encompassing systems as diverse as vibrating elastic plates [3-5] and active particles [6]. Here, we study turbulence using a fluid complex plasma by analyzing the motion of micrometer-sized particles in dust acoustic waves (DAWs).

Complex (or dusty) plasmas are nanometer to micrometersized solid particles embedded in the plasma environment of ions, electrons, and neutrals. The microparticles attain a very high negative charge due to the higher mobility of electrons than ions [7] and exhibit collective effects, such as the formation of solid or liquidlike phases in complex plasmas or the self-excitation of DAWs at a suitably low pressure of the neutral gas [8]. Dusty plasmas are found in nature in the form of comet tails, planetary rings, or noctilucent and interstellar clouds [9-11]. Due to the microparticles' low charge-to-mass ratio and relatively large size, their motion can be traced using high-speed optics. This makes complex plasmas ideal to study collective phenomena, such as turbulence at the atomistic (kinetic) level.

In complex plasmas, the self-excitation of DAWs [12] occurs due to the ion-dust streaming instability, i.e., the motion of ions past the microparticles, which are levitated above the bottom electrode where the force of gravity balances the electric field force. DAWs were first predicted by Rao et al. [13] and have since been extensively studied theoretically [14] as well as experimentally [15-17]. The DAWs usually move in the direction of the ion flow.

DAWs have been used in the past to study turbulence in complex plasmas [18-28]. The aim of the present paper is

[^0]to investigate under which conditions turbulence develops in a fluid complex plasma despite the presence of the Epstein friction force that could prevent the formation of the turbulent energy cascade. As the neutral gas atoms collide with the microparticles, they exert a force called the neutral drag force or Epstein friction [29] on the microparticles, which leads to a reduction of the microparticle velocity.

Turbulence has been observed in many natural systems with unique dissipation mechanisms, for instance, surface gravity waves [30], capillary waves on a liquid surface [31,32], quantum turbulence in two-fluid regime [33], nearwall turbulence [34], turbulence near the solar nebula [35], or solar wind turbulence [36], magnetohydrodynamics turbulence in partially ionized gas of the interstellar medium [37,38] or with snowdrift where snow particles damp the turbulence in the atmosphere [39], and even auroral ionospheric turbulence [40].

In this article, we demonstrate that it is feasible to study turbulence using fluid complex plasmas despite the presence of the Epstein damping force. Complex plasmas are particularly well suited as a model system to study turbulence because they enable the resolution of the individual microparticles in a turbulent interaction. This, in principle, makes it possible to study the entire space-time structure of the turbulent field. It is only possible to study continuous media using regular fluid systems. However, complex plasmas provide a unique opportunity to study different kinetic behaviors in nature even at the smallest length scales. Hence, complex plasmas can be used to study the link between different fields of physics. They serve as a powerful tool to investigate fluid flows at (effectively) nanoscales, including the mesoscopic collective phenomena to the microscopic dynamics of individual particles along with several linear, nonlinear, critical, etc., processes on atomistic scales that were not accessible previously.

In this paper, apart from demonstrating that the background damping does not necessarily prevent the formation of the turbulent cascade, we investigate the isotropy and dependence of turbulence on the wave phase in our system. We introduce


FIG. 1. Three characteristic snapshots illustrating a collision of nonlinear DAWs propagating in the vertical (y) direction (same as the direction of ion flow). The time interval between image (a) and (b) is 27.5 ms and between (b) and (c) 10.5 ms .
the experimental setup in Sec. II and the analytical methods and underlying theoretical descriptions in Sec. III. After this, we present the analytical results in Sec. IV and conclude in Sec. V.

## II. EXPERIMENT

We used a modified ground-based version of the PK-3 Plus laboratory $[41,42]$ that was originally developed for microgravity research. An up-to-date schematic diagram for this setup can be found in a previous publication [43]. Since the experiments were performed on ground under the influence of gravity, the microparticles were pushed into the bottom sheath and were subject to ion drag force directed downwards. A capacitively coupled radio-frequency plasma chamber forms the heart of the laboratory. A plasma is generated by a sinusoidal signal with a frequency of 13.56 MHz on the electrodes. We used argon at a pressure of 23 Pa with a flow rate of 0.2 sccm standard cubic centimeters per minute ( sccm ), and a voltage of $56 \mathrm{~V}_{p p}$ on the electrodes. We injected monodisperse melamine formaldehyde spheres of mass density $1510 \mathrm{~kg} / \mathrm{m}^{3}$ and a diameter of $4.4 \mu \mathrm{~m}$. A laser with a wavelength of 532 nm and a power of 45 mW illuminated the microparticles in a vertical plane. Their motion was tracked using video camera Photron Fastcam-1024 PCI at a speed of 2000 frames per second with a field of view of $640 \times 640$ pixel $^{2}$ at a spatial resolution of $28 \mu \mathrm{~m} /$ pixel.

After the microparticles were injected, we started observing unstable waves in the microparticle cloud. Figure 1 shows experimental snap shots at three instances of time during the downwards propagation of the waves. Each microparti-
cle inside the laser plane is visible as a white dot. Some brighter particles in the bottom of the cloud are probably agglomerates [44].

## III. THEORY

The most typical states of a statistical system far from thermodynamic equilibrium are determined by the flux of energy (or any other conserved quantity) through different spatial and temporal scales, rather than temperature or other thermodynamic potentials [1,2]. The most common example for this is the self-similar cascade of energy through scales, i.e., as a sequence of transfers from larger eddies to successively smaller ones until energy is dissipated through viscous forces [45]. In this case, the advection term in the NavierStokes equation provides a characteristic inverse timescale, the inverse eddy turnover time,

$$
\begin{equation*}
\tau_{\text {cas }}^{-1}=k v(k), \tag{1}
\end{equation*}
$$

where $k$ is the wave number (inversely proportional to the characteristic length scale) and $v(k)$ is the fluid velocity as a function of the wave number. The velocity $v(k)$ can be used to obtain the power spectrum defined as

$$
\begin{equation*}
E(k) \equiv v^{2}(k) / 2 k \tag{2}
\end{equation*}
$$

which is equivalent to the energy density, i.e., energy per unit wave number and unit mass. Using this, we obtain the rate of cascade of energy ( $\tau_{\text {cas }}{ }^{-1}$ ) as

$$
\begin{equation*}
\tau_{\mathrm{cas}}^{-1}=k \sqrt{2 k E(k)} \tag{3}
\end{equation*}
$$

As discussed above, the microparticles in complex plasmas experience a background friction force due to their collisions with neutral gas atoms, the neutral drag or Epstein force [7,29]. It is given as

$$
\begin{equation*}
F_{n}=-m_{d} \beta v_{d} \tag{4}
\end{equation*}
$$

where $m_{d}$ is the mass of the microparticles, $v_{d}$ is the velocity of the microparticles, and $\beta$ is the Epstein friction coefficient or the damping rate coefficient defined as

$$
\begin{equation*}
\beta=\delta \frac{4 \pi / 3}{3} \frac{n_{n} m_{n} u_{n}}{m_{d}} r_{d}^{2} \tag{5}
\end{equation*}
$$

with $u_{n}=\sqrt{8 k_{B} T_{n} / \pi m_{n}}$, the number density of gas atoms $n_{n}$, the microparticle radius $r_{d}$, the mass of the neutral gas atoms $m_{n}$, the temperature of the neutral atoms $T_{n}$, and the microparticle mass $m_{d}$. The value of the coefficient $\delta$ depends on the collision mechanism, varying between 1.0 for specular reflection and 1.442 for diffuse reflection [29]. We use the value of $\delta=1.44 \pm 0.19$ for our calculations as measured using a vertical resonance method [46]. Using Eq. (5), we calculate the value of the damping rate in our system as $63.58 \pm 0.13 \mathrm{~s}^{-1}$. It is interesting to note here that the "damping frequency" $(\approx 10 \mathrm{~Hz})$ is about 0.3 times the frequency of the DAWs $(\approx 30 \mathrm{~Hz}$ [43]).

In order to study whether turbulent cascades can form in our system despite the presence of the background neutral drag force, we compare the rate of cascade with the damping rate of the system. If the cascade rate is higher than the damping rate, the development of turbulence is possible.

In order to analyze our system, we use the WienerKhinchin theorem (WKT) [47-50], which states that the correlation function $\Gamma(l)$ and the power spectrum $E(k)$ are Fourier transforms of each other [1]. The correlation function is defined as

$$
\begin{equation*}
\Gamma(l) \equiv\langle[\vec{v}(\vec{r}) \cdot \vec{v}(\vec{l}-\vec{r})]\rangle \tag{6}
\end{equation*}
$$

where $l=|\vec{l}|$ is the distance between two particles at position $\vec{r}$ and $\vec{l}-\vec{r}, \vec{v}$ is the instantaneous velocity of the particles at their respective positions, and $\rangle$ symbolizes the average over each interparticle distance. This theorem is applicable to any stochastic process with a wide-sense stationarity as explained in detail by Wiener himself [47]. From a mathematical point of view, any variable, such as the particle velocity in our system, can be used to calculate the energy spectrum by Fourier transforming its autocorrelation function. For an isotropic system, the Fourier transform of the correlation function gives the three-dimensional (3D) power spectrum defined as [1]

$$
\begin{equation*}
E^{3 D}(k)=4 \pi k^{2} \int \Gamma(\vec{l}) \exp ^{-i 2 \pi \vec{k} \cdot \vec{l}} d \vec{l} \tag{7}
\end{equation*}
$$

To study our anisotropic system, we use the discrete Fourier transform of the one-dimensional (1D) correlation function (in the $y$ direction/wave propagation direction) to study the dissipation of energy. For this, we discretize the entire range of interparticle distances into $N$ bins. This gives us discrete bins of interparticle distances as $l_{m}=\frac{m L}{N} \equiv m \Delta$, where $m$ is a particular bin such that $m=0, \ldots, N-1$, and $\Delta$ is the bin size. Here, we use $\Delta=0.028 \mathrm{~mm}(=1$ pixel) and $N=95$ bins with a total length extent of $L=N \Delta=2.66 \mathrm{~mm}$ in the verti$\operatorname{cal}(y)$ direction. This gives us $\Gamma_{m} \equiv \Gamma\left(l_{m}\right)$ as the correlation
function for a particular bin of interparticle distance $l_{m}$. Using this, we get the discrete Fourier transform of the correlation function as

$$
\begin{equation*}
E^{1 D}(k) \equiv \Delta\left|\sum_{m=0}^{N-1} \Gamma_{m} \exp ^{-i 2 \pi m k \Delta}\right| \tag{8}
\end{equation*}
$$

## IV. RESULTS

We follow the microparticles as they move from one frame to another using the python package TRACKPY [51]. Please note that some particles are lost in the tracking process as they move out of the laser plane, and that the distinction of individual microparticles inside the dense wave fronts is not always possible. After tracking the microparticles, we find the two-dimensional velocity of each particle as it travels from one frame to another, i.e., $\vec{v}_{i}(\vec{r}, t)$, where $i$ is the particle ID, $\vec{r}_{i}(x, y)$ is the Cartesian coordinate of the particle, and $t$ is time. In a previous publication [43], we use a plot of the average particle velocity in a small region of space as a function of time to demonstrate that this method results in sensible values even inside the wave fronts for these particles that were traceable. However, for the following, we would like to point out that the resolution at small length scales, comparable to the interparticle distance $d=0.11 \mathrm{~mm}$, is too poor to produce reliable analytical results. We still present results at these scales to provide a comparison with the other length scales in the system. Any knowledge of the spectra at these small length scales could be useful for the study of turbulence as most conventional fluid dynamic systems do not allow the possibility to resolve these scales.

We note that our system is highly anisotropic since the wave fronts propagate in the $y$ direction. This leads to higher particle velocities and, thus, higher kinetic energies in the $k_{y}$ space than in the $k_{x}$ space. Also, the scaling laws are different for the two observable dimensions. Henceforth, we restrict our analysis to the direction of the propagation of the DAWs, i.e., in the $y$ direction.

Figure 1 shows three experimental snap shots that help to understand the experimental situation near the bottom of the particle cloud, the area of interest. Wave fronts move from the top of the cloud towards the bottom. At the time instance shown in Fig. 1(a), two wave fronts can be seen, labeled as "wave compressions." The waves carry the particles due to electrostatic force. At the bottom edge of the microparticle cloud, the wave fronts push the microparticles into the sheath and then dissolve. This can already be observed in the lower wave front in Fig. 1(a), which is less strongly compressed than the top wave front.

After this, the particles that were previously contained in the bottom wave front begin to move upwards towards the approaching top wave front as in Fig. 1(b). Finally, the bottom particles collide with the top wave front, leading to the highest compression as shown in Fig. 1(c). This leads to very strong interparticle interactions, similarly as a collision between two wave fronts would.

Next, the remaining wave front in Fig. 1(c) then propagates further downwards, and we see another wave front self-excited further up in the microparticle cloud, similar as in Fig. 1(a). This repeats cyclically in our system. This allows


FIG. 2. The calculated power spectrum (red, left axis) and the ratio of the rate of energy cascade $\tau_{\text {cas }}{ }^{-1}$ to the rate of Epstein damping $\beta$ (green, right axis) for the wave phase similar as shown in Fig. 1(c), obtained by averaging spectra in 51 instances of time corresponding to the same wave phase. The indicated regions of wave numbers are as follows: (i) $k=(0-5.6) \mathrm{mm}^{-1}$ (dark gray, corresponding to spatial scales larger than the DAW wavelength), (ii) $k=(5.6-18.96) \mathrm{mm}^{-1}$ (white, corresponding to intermediate spatial scales between the wavelength and the width of the wave compression), and (iii) $k=(18.96-56) \mathrm{mm}^{-1}$ (light gray, corresponding to small spatial scales between the width of the wave compression and the typical interparticle distance). The pink dashed-dot line shows the case when the cascade rate ( $\tau_{\text {cas }}{ }^{-1}$ ) is equal to the damping rate $(\beta)$.
us to obtain better statistics by averaging experimental measurements obtained during the same wave phase.

It is only possible that turbulence develops in a system with background damping if the cascade rate is higher than the damping rate. Figure 2 shows the power spectrum (red) and the ratio of the logarithm of the cascade rate to the damping rate (green) at a particular phase of the wave propagation corresponding to the situation shown in Fig. 1(c) when the particle number density inside the wave front is the largest due to the collision with the reflected particles. The damping rate was calculated in Sec. III, the cascade rate using Eq. (3) and the energy spectra obtained with the WKT, discussed in Sec. III. The figure shows that the cascade rate (green) is higher than the damping rate (magenta dash-dot line) by around one order of magnitude at small spatial scales. In this figure, the error bars are the standard deviations obtained from the statistical averaging of energy spectra at different time instances within the same wave phase.

Three regions of wave numbers are marked: (i) large spatial scales (dark gray), larger than the wavelength of the DAW, $\lambda=1.12 \mathrm{~mm}$, (ii) intermediate length scales (white) between $\lambda$ and the width of the thinnest wave compression ( $=0.33 \mathrm{~mm}^{-1}$ ), and (iii) small length scales (light gray) between the width of the wave compression and the typical interparticle distance in our experiment, $d=0.112 \mathrm{~mm}$.

The magenta dashed-dot line indicates where the damping rate $\beta$ is equal to the cascade rate. The cascade rate is higher than the damping rate for the intermediate and small length scales (white and light-gray regions) and, thus, turbulence can develop in these wave number regions. We have also confirmed that this is true for all the frames individually within this phase and for phases other than shown here. The energy spectra of the other phases along with exemplary experimental snap shots at those phases are presented in the Supplemental Material [52]. Thus, we conclude that turbulence can be observed in our experiment for intermediate and small length scales. We also studied the impact of artificial pixel locking [53,54] and found that even after introducing it externally, there is minimal impact on energy spectrum. Hence, pixel
locking has negligible effects on the energy spectrum in our experimental conditions.

Next, to get a clearer picture of the changes in energy flux during the various wave phases and wave number regions, we consider the changes in the power spectra. For this, we make a least squares fit to the energy spectrum in each of the regions of interest, i.e., region (ii) (intermediate scale) or (iii) (small length scale) at every wave phase. Due to the lack of theoretical models of turbulence in complex plasmas, the expected slope of the energy spectrum is not known in advance. Thus, we perform a polynomial fit of the first degree using the PYTHON library NUMPY, and then extract the goodness of fit value, $r^{2}$. We only fit with first-order polynomial and can already find reasonably good results using the threshold of $r^{2} \geqslant 0.9$. The resulting slopes $\Phi$ are shown in Fig. 3(a) (blue, gray, corresponding to intermediate, small length scales, respectively) along with the resulting coefficient of determination $r^{2}$, as a measure of goodness of fit. The slope $\Phi$ is defined as

$$
\begin{equation*}
\Phi=\frac{d \log E}{d \log k} \tag{9}
\end{equation*}
$$

The coefficient of determination is defined as the proportion of variation in the fitted energy spectrum to the actual energy spectrum,

$$
\begin{equation*}
r^{2}=1-\frac{\sum_{i} e_{i}^{2}}{\sum_{i}\left[E_{i}^{1 \mathrm{D}}(k)-E_{m}^{1 \mathrm{D}}\right]^{2}} \tag{10}
\end{equation*}
$$

where $e_{i}=E_{i}^{1 \mathrm{D}}(k)-\hat{E}_{i}^{1 \mathrm{D}}(k)$ is the error (residual) between the actual and fitted power spectrum values $i, \hat{E}_{i}^{1 \mathrm{D}}(k)$ are the fitted power spectrum values, and $E_{m}^{1 \mathrm{D}}$ is the mean power spectrum value. The calculated $r^{2}$ is plotted as a function of time in Fig. 3(b). The three snapshots on the top of Fig. 3 show three examples of wave propagation same as shown in Fig. 1. The error bars in Fig. 3 are the standard deviations in


FIG. 3. (a) Periodic variation of the slope ( $\Phi$ ) resulting from fits for various wave number regions shown in Fig. 2 as a function of time during one wave period (blue: intermediate scales, gray: small scales, green dashed-dot: $\Phi=-1$ ). The vertical lines show the standard deviation of the calculated mean slope values at the same wave phase. (b) $r^{2}$ values [Eq. (10)] as measures of the goodness of the fit as a function of wave phase. (Top) Experimental snapshots from Figs. 1(a)-1(c) (left to right).
the values of fit performed on energy spectra of each wave phase.

The particle motion is driven mainly by the bulk electric field, for the phases illustrated in Figs. 1(a) and 1(b). During these instances, the slope of the power spectrum $\Phi$ in the intermediate length scales is close to -1 .

In contrast, in the phase corresponding to Fig. 1(c), the particles collide and thus interact strongly with each other. In this region the slope $\Phi$ is around -1.3 in the intermediate length scales (between the wavelength and the width of a wave compression) with $r^{2}$ values above 0.85 . This is the region where turbulent cascades could develop. Hence, we conclude that nonstationary turbulence can be observed with a scaling law of about -1.3 for time instances when the particles traveling from the bottom and colliding with the top wave front form a region of high compression. Also, we conclude that this law is observable at the length scales indicated as intermediate in the previous Fig. 2.

On the small length scales (gray lines) the measured $\Phi$ has a magnitude smaller than 1 . This is due to the poor resolution of these length scales (smaller than 0.33 mm ) as also indicated by the large error bars because of the limited resolution of the experimental system.

## v. CONCLUSION

To conclude, in this paper, we demonstrated that it is possible to study turbulence using fluid complex plasmas even in the presence of background damping, which has relevance to many other fields in which turbulence is studied in the presence of damping.

We also investigated in detail how the dynamic properties of the system changed with the propagation of DAWs. The waves formed near the top of the microparticle cloud and propagated downwards toward the lower electrode. Upon approaching the bottom sheath, the microparticles were reflected and collided with the following wave front. During this situation the particles strongly interacted with each other, and turbulent cascades formed, as indicated by the change in slope of the power spectrum from -1 to -1.3 . Our research suggests that in highly collisional systems with waves and particles colliding with each other, it is possible to observe a turbulent energy cascade even in the presence of a background damping force. In the future, we will study this onset of turbulence in more detail by making the waves more nonlinear and by enlarging the region of wave propagation. This can be achieved by changing a physical parameter in the chamber to observe more wave fronts than observed in the reported experiment. With a larger number of wave fronts, we will be able to study the spectra in more detail as the domain of length scales will increase. We will also study the influence of physical parameters, such as particle size or wavelength, on the onset of turbulence and the energy spectrum.
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