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Abstract

This paper introduces a construction of quantum CSS codes from a
tuple of component CSS codes and two collections of subsets. The re-
sulting codes have parallelizable encoding and syndrome measurement
circuits and built-in redundancy in the syndrome measurements. In a
certain subfamily of the general construction, the resulting codes are re-
lated to a natural generalization of classical Reed-Muller codes, and this
leads to formulas for the distance of the quantum code as well as for the
distance of the associated classical code that protects against errors in
the syndrome. The paper gives a number of examples of codes with block
size 2m,m = 3, . . . , 9, and with syndrome measurements involving 2, 4
or 8 qubits. These include codes for which the distance exceeds the syn-
drome measurement weight, as well as codes which provide asymmetric
protection against bit flip and phase flip errors.

1 Introduction

Quantum error correction [33, 35] protects quantum states from the effects of
noise during communication or computation. Many of the codes studied so far
can be described using the stabilizer formalism [13, 6].

In recent years, quantum low-density parity check codes have received con-
siderable attention [23, 37, 17, 4, 29, 22, 16, 21, 9]. In these codes, each syndrome
measurement involves only a few qubits, and this is considered favourable for
fault-tolerance. Moreover, there is hope that low-complexity message passing
decoders [12, 31] known from classical LDPC codes can be adapted to the quan-
tum case.

Research on quantum LDPC codes can be classified according to various
criteria. This introduction considers three: the ideas motivating the code de-
sign, the axis communication-fault tolerance, and the axis finite block length-
asymtotic regime. The following paragraphs give a high-level description and
some references for each, then explain where the present work stands with re-
spect to each criterion.
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Ideas motivating the code design The construction methods used for clas-
sical LDPC codes do not easily translate to their quantum counterparts, because
of the constraint that stabilizer elements must commute. In recent years, much
progress in quantum LDPC codes has been achieved using ideas from homolog-
ical algebra, geometry and topology. Exploring in detail the many and varied
results is beyond the scope of this introduction; fortunately, the recent survey
[5] gives an excellent overview. Subsequent to the publication of that survey, the
long term goal of constructing asymptotically good quantum LDPC codes was
achieved by lifted product codes [29] and quantum Tanner codes [22, 16, 21, 9].

By contrast, the present paper uses a code design that is arguably much
simpler and much closer to classical coding.

Consider the first construction of classical LDPC codes due to Gallager [12]
in relationship to the earlier construction of classical product codes [10]. Specif-
ically, think first of the parity check matrix of a classical product of single parity
check codes. The resulting parity check matrix has layers of rows, with each
layer having rows of disjoint support, whose union covers all columns. For ex-
ample, the parity check matrix of the two-fold product of the [3,2,2] single parity
check code with itself is

1 0 0
0 1 0
0 0 1

⊗
(
1 1 1

)
(
1 1 1

)
⊗

1 0 0
0 1 0
0 0 1



 =


1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1
1 0 0 1 0 0 1 0 0
0 1 0 0 1 0 0 1 0
0 0 1 0 0 1 0 0 1


Now, think of Gallager’s construction of classical LDPC codes [12, Section 2.2
and Figure 2.1]. Gallager uses as a basic building block a layer of rows with
disjoint support whose union covers all columns. He then builds the full par-
ity check matrix from several such layers, each of which is a random column
permutation of the first layer. Thus, Gallager’s LDPC codes can be viewed as
a generalization of products of single parity check codes, obtained by allowing
more general column permutations for the layers.

How can Gallager’s design using layers of rows be extended to quantum
Calderbank-Shor-Steane codes? Since the parity check matrices for bit flips
and phase flips must be orthogonal to each other, completely arbitrary column
permutations of the layers are not possible. However, progress may be obtained
by imposing some additional structure. Recently, Hivadi [18] showed how to
construct a [16s2, 16s2 − 16s + 2, 4]] quantum CSS code such that one of the
parity check matrices is the classical 2-fold product of the [4s, 4s − 1] single
parity check code, and the other parity check matrix is a column permutation
of the first one. Later, this was generalized in [27] to classical D-fold products
for any D.

The present paper presents new quantum Calderbank-Shor-Steane codes
that are a natural generalization of the product code construction of [27]. In
the context of the preceding discussion, this generalization can be viewed as
introducing greater flexibility in choosing column permutations for the layers,
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while at the same time retaining sufficient structure to ensure that the two par-
ity check matrices of the quantum CSS code are orthogonal. For reasons that
will become clear later, this new family is called intersecting subset codes.

Using a design with layers of rows as described above automatically leads to
parity check matrices that are not full rank: for example, the sum of rows in each
layer is the all-ones vector. When the column permutations of different layers are
random, it seems difficult to say much more about the linear dependence of the
rows. However, it turns out that the additional structure present in intersecting
subset codes is enough to compute explicitly a basis for the stablizer. Moreover,
it turns out that this basis consists of rows of a tensor product of invertible
matrices, which points to a surprising connection to polar [1] and Reed-Muller
[30, 25] codes. Thus, there are at least two structured choices of a spanning set
for the stabilizer of intersecting subset codes; the correspondence between them
generalizes the connection between classical product and polar codes observed
in [7]. From these two representations, a number of desirable properties of
intersecting subset codes are derived.

The first choice of a spanning set for the stabilizer corresponds to the orig-
inal motivation of obtaining parity check matrices similar to Gallager’s design.
These can be divided into layers, with the measurements in each layer done in
parallel, and the layers measured in sequence. Moreover, for suitable examples
of intersecting subset codes, each measurement involves only a few qubits.

The second choice of a spanning set for the stabilizer consists of subsets of
the rows of a tensor product of invertible matrices and its inverse transpose.
From this, an encoding circuit follows, which can also be divided into layers,
with operations in each layer done in parallel, and the different layers applied in
sequence. The second representation is used to derive independent generators
for the normalizer and a canonical choice for the logical operators. Moreover, in
a certain subfamily of intersecting subset codes, the encoding circuit simplifies
to the same recursive pattern of CNOT gates that is used to encode classical
Reed-Muller and polar codes. In this subfamily, the X and Z parity check
matrices are related to a natural generalization of classical Reed-Muller codes,
and this allows one to derive a formula for the quantum code distance.

It is worth noting that while classical Reed-Muller codes have been used
previously to construct quantum stabilizer codes [19, 36, 32], the methods pro-
posed there lead to codes with stabilizer weight exceeding the weight of logical
operators. It is only through generalizing classical Reed-Muller codes that the
present work is able to obtain examples with distance exceeding the syndrome
measurement weight.

Communication or fault-tolerance In the standard model for communi-
cations, encoding and decoding are considered as perfect operations, and errors
come only from the noisy channel in between. This model is easiest to work
with, but does not accurately capture the imperfections of quantum hardware.
The vast majority of previous works on quantum LDPC codes focus on this
case.

3



On the other end of the specturm is the standard model for fault-tolerance.
Here, a specific compilation of encoding and decoding in terms of elementary
gates must be considered, and each component of the circuits introduces errors.
This model is very difficult to work with and consequently there are very few
works on quantum LDPC codes that deal directly with fault tolerance. Remark-
able is the work [14], which shows that if a quantum LDPC family that satisfies
certain condition exists, then fault tolerant quantum computation is possible
with asymptotically constant overhead. Later, [11] showed that a hypergraph
product [37] of classical expander codes [34] satisfies the assumtions of [14].
More recently, [3] has constructed a fault-tolerant quantum memory based on
tensor product generalized bicycle codes [20]. Another interesting recent work
is [8], which reduces the problem of correcting faults in a circuit of Clifford gates
and Pauli measurements to the problem of correcting errors in a stabilizer code
and identifies conditions under which the resulting code is LDPC.

A central issue in the study of fault-tolerance with quantum LDPC codes is
the ability to correct errors even when syndrome extraction is noisy [14, 11, 3].
Recently, an intermediate error model has received attention [2, 26], in which
syndrome outcomes are noisy but the full error propagation in the syndrome
measurement circuit is not considered. The advantage of this intermediate
model is that it is easier to work with than the full-circuit error model, while
still giving some insight in the fault-tolerance properties of the studied error
correcting codes.

Along the axis communication versus fault-tolerance, the present work falls
at the intermediate stage of considering syndrome errors. The parity check
matrices of intersecting subset codes have linearly dedendent rows. Correctly
extracted syndromes always fall in the images of the parity check matrices,
which can be viewed as classical linear error correcting codes. The distances of
these spaces of valid syndromes are measures of the ability to correct errors in
the syndrome. These distances can be computed explicitly for a large subfamily
of the general construction, owing to the connection to generalized Reed-Muller
codes mentioned earlier.

Moreover, the present work takes an initial step towards fault-tolerance,
by providing an explicit compilation of encoding and syndrome measurements
into elementary gates. In general, compilation into a circuit where many gates
are performed in parallel is considered favorable for fault-tolerance, because
the resulting total circuit depth is lower and there is less time for errors to
accumulate. The special structure of intersecting subset codes implies that
certain parallelization in the circuits for encoding and syndrome measurements
is possible.

Finite block length versus asymptotic regime The focus of much recent
work has been on properties of asymptotic families of LDPC codes. However,
it has been noted that asymptotic constructions do not necessarily produce
the best quantum LDPC codes for small or medium block lengths [28]. As a
concrete example of this observation relevant to the present work, [27] shows
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that a [[512, 174, 8]] quantum CSS code obtained from the 3D classical product
of the [8, 7, 2] single parity check code has much better empirical performance
than a quantum Tanner code with similar block size and rate.

The present work focuses on block sizes of a few tens or a few hundreds of
qubits. There are two reasons for this choice. First, these numbers reflect the
current limitations of quantum hardware. Second, modern classical communica-
tions systems continue to use these block sizes in some cases, even though there
now exists classical hardware capable of handling much longer error correcting
codes. Therefore, quantum LDPC codes with small and medium block sizes are
interesting at present and are likely to remain so even in a hypothetical future
with much better quantum hardware.

The rest of the paper is structured as follows. Section 2 covers notational con-
ventions, background material, and some preparatory technical results. Then,
section 3 gives the general case of intersecting subset codes and derives various
properties. Section 4 considers a subfamily, defines a generalization of classical
Reed Muller codes, and uses these to derive a formula for the distance of the
quantum codes as well as the distances of the classical linear codes protecting
against syndrome errors. Section 5 contains an extensive collection of examples
with block sizes 2m, m = 3, . . . ,m and with syndrome measurements on 2, 4,
or 8 qubits. Section 6 concludes the paper and gives some possible directions
for future work.

2 Preliminaries

2.1 Conventions for row and column indexing

For an l × n matrix A, the rows will be indexed by [l] = {0, 1, . . . , l − 1} and
the columns will be indexed by [n] = {0, 1, . . . , n− 1} Note that sometimes [n]
is used to denote the set {1, . . . , n}, but in the present paper it will be more
convenient to start at 0.

For a tuple of matrices Ai with respective sizes li × ni, rows and columns of
A0 ⊗ A1 ⊗ · · · ⊗ Av will be indexed resepctively by [⃗l ] = [l0] × · · · × [lv] and
[n⃗] = [n0]× · · · × [nv] .

If a linear indexing of rows and columns of A1⊗ · · ·⊗Av is desired, this will
be done lexicographically. Thus, the block decomposition(

A B
C D

)
⊗ E =

(
A⊗ E B ⊗ E
C ⊗ E D ⊗ E

)
(1)

holds.

2.2 Conventions for subsets and indicator vectors

To S ⊂ [n] is associated a 1×n indicator vector that has 1 in position i if i ∈ S
and zero otherwise. The indicator vector will also be denoted by S.
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To a tuple

S =

 S0

...
Su−1

 (2)

of subsets of [n] is associated the u × n matrix of zeros and ones with rows
S0, . . . , Su−1. This indicator matrix will also be denoted by S.

2.3 Incomplete permutation matrices

Take l, n ∈ N, S ⊂ [n], injective α : S → [l] To l, n, S, α associate the matrix
Π (S) ∈ Fl×n

2 that has one in positions (α(i), i), i ∈ S and zero everywhere else.
To keep the notation simple, l, n, α are left implicit. One may call Π (S) an
incomplete permutation matrix with column support S.

An immediate consequence of the definition is Π (S1)⊗Π(S2) = Π (S1 × S2).
Indeed, both Π (S1) ⊗ Π(S2) and Π (S1 × S2) are zero everywhere except in
positions with row index (α1(i), α2(j)) and column index (i, j) for i ∈ S1, j ∈ S2.

Besides this, the following will also be useful:

Theorem 1. Take n, l0, . . . , lk ∈ N and let l =
∑k

i=0 li. Take S0, . . . Sk ⊂ [n]
and let T = ∪k

i=0Si. Take injective αi : Si → [li] and α : T → [l]. Then, there
exists invertible Λ(S) ∈ Fl×l

2 such thatΠ(S0)
...

Π(Sk)

 = Λ(S)Π (T ) (3)

where, to keep the notation simple, the dependence of Λ on
n, l0, . . . , lk, α0, . . . , αk, α is left implicit.

Proof. Let a0 < a1 < · · · < ar be the elements of T . For j = 0, . . . , r, let
bj = |{i : aj ∈ Si}| be the number of subsets in which aj appears.

The matrix Λ(S) is obtained as a product of two permutation matrices and
a lower triangular matrix:

1. The first permutation matrix shuffles the rows of Π (T ) so that the non-
zero elements are in positions (j, aj), j = 0, . . . , r.

2. The lower triangular matrix copies (bj − 1) times row j for j = 0, . . . , r.

3. The second permutation matrix shuffles the rows to their correct final
positions, specified by the injections α0, . . . , αk and the order of the sets
S0, . . . , Sk.

Example: Let n = 4, l0 = l1 = 2. Then, l = 4. Let the tuple S consist
of S0 = {0, 1} and S1 = {0, 2}. Then, T = {0, 1, 2}. Let the injection α0 :
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S0 → [2] be α0(0) = 0, α0(1) = 1. Then, the incomplete permutation matrix
corresponding to S0, α0 is

Π (S0) =

(
1 0 0 0
0 1 0 0

)
(4)

Let the injection α1 : S1 → [2] be α1(0) = 0, α1(2) = 1. Then, the incomplete
permutation matrix corresponding to S1, α1 is

Π (S1) =

(
1 0 0 0
0 0 1 0

)
(5)

Let the injection α : T → [4] be α(0) = 0, α(1) = 1, α(2) = 2. Then, the
incomplete permutation matrix corresponding to T, α is

Π (T ) =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

 (6)

Applying the above argument to Π (S0) ,Π(S1) ,Π(T ) gives a0 = 0, a1 = 1, a2 =
2 as the elements of T in increasing order, b0 = 2, b1 = 1, b2 = 1 as the number
of subsets in which they appear, and

(
Π(S0)
Π (S1)

)
=


1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0



1 0 0 0
0 1 0 0
0 0 1 0
1 0 0 1



1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

Π(T ) (7)

as the two permutation matrices and the lower triangular matrix that relate
Π (T ) to Π (S0) ,Π(S1).

2.4 Joint decomposition of a pair of orthogonal matrices

An important tool in linear algebra is the decomposition of a matrix into a
product of two permutation matrices, a lower triangular, an upper triangular,
and a diagonal matrix. This section shows that a joint decomposition exists for
a pair of orthogonal matrices.

Theorem 2. Take A ∈ Fma×n
2 , B ∈ Fmb×n

2 such that ABT = 0. Denote the
ranks of A,B by ra, rb. Then, there exist

1. permutation matrices Pa ∈ Fma×ma
2 , Pb ∈ Fmb×mb

2 , Q ∈ Fn×n
2 ,

2. lower triangular La ∈ Fma×ma
2 with ones along the diagonal.

3. upper triangular Lb ∈ Fmb×mb
2 , R ∈ Fn×n

2 with ones along the diagonal.

4. Da ∈ Fma×n
2 that has a one in the (i, i) entry for i = 0, . . . ra − 1 and zero

everywhere else.
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5. Db ∈ Fmb×n
2 that has a one in the (mb − rb + i, n − rb + i) entry for

i = 0, . . . rb − 1 and zero everywhere else.

such that

PaAQ = LaDaR (8)

PbBQ = LbDbR
−T (9)

where R−T = (R−1)T is the transpose of the inverse of R.

Proof. If both A,B are zero, the theorem holds trivially.
If one of A,B is zero, the claim follows from the usual decomposition of the

non-zero matrix.
If both A,B are non-zero, then take i, j such that entry i, j of A is one, and

take k such that row k of B is non-zero. The assumption ABT = 0 implies row i
of A and row k of B are orthogonal. Then, there exists l ̸= j such that entry k, l
of B is one. Then, there exist permutation matrices Pa, Pb, Q such that PaAQ
and PbBQ have the block form

PaAQ =

(
1 A12 A13

A21 A22 A23

)
(10)

PbBQ =

(
B11 B12 B13

B21 B22 1

)
(11)

where the number of rows in the blocks is (1,ma − 1) for A and (mb − 1, 1) for
B, and the number of columns in the blocks is (1, n− 2, 1) for both.

Now take

R =

1 A12 B21

0 I BT
22

0 0 1

 (12)

where the number of rows and of columns in the blocks is (1, n− 2, 1).
Note that ABT = 0 implies

0 = PaAQQTBTPT
b =

(
1 A12 A13

A21 A22 A23

)BT
11 BT

21

BT
12 BT

22

BT
13 1

 (13)

The resulting relations for the blocks Aij , Bkl can be used to verify that

R−T =

 1 0 0
AT

12 I 0
A13 B22 1

 (14)

PaAQR =

(
1 0 0

A21 A21A12 +A22 0

)
(15)

PbBQR−T =

(
0 B12 +B13B22 B13

0 0 1

)
(16)
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Now, take

La =

(
1 0

A21 I

)
(17)

Lb =

(
I B13

0 1

)
(18)

where the number of rows and columns in the blocks is (1,ma − 1) for La and
(mb − 1, 1) for Lb.

Note that

LaPaAQR =

(
1 0 0
0 A21A12 +A22 0

)
(19)

LbPbBQR−T =

(
0 B12 +B13B22 0
0 0 1

)
(20)

From here, the proof can be completed by induction on max(ma,mb, n).
First, note that

LaPaAQR(LbPbBQR−T )T = LaPaABTPT
b LT

b = 0

and therefore (A21A12+A22)(B12+B13B22)
T = 0. By the induction hypothesis,

LaPaAQR =

(
1 0

0 P ′
a
−1

)(
1 0
0 L′

a

)(
1 0 0
0 D′

a 0

)

∗

1 0 0
0 R′ 0
0 0 1

1 0 0

0 Q′−1
0

0 0 1

 (21)

LbPbBQR−T =

(
P ′
b
−1

0
0 1

)(
L′
b 0
0 1

)(
0 D′

b 0
0 0 1

)

∗

1 0 0

0 R′−T
0

0 0 1

1 0 0

0 Q′−1
0

0 0 1

 (22)

for suitable L′
a, L

′
b, R

′, P ′
a, P

′
b, Q

′, D′
a, D

′
b.

Now, move P ′
a, P

′
b, Q

′ to the other side, past La, Lb, R,R−T and merge them
with Pa, Pb, Q. Moving P ′

a, P
′
b, Q

′ past La, Lb, R,R−T is acheived using the
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relations: (
1 0
0 P ′

a

)(
1 0

A21 I

)
=

(
1 0

P ′
aA21 I

)(
1 0
0 P ′

a

)
(23)(

P ′
b 0
0 1

)(
I B13

0 1

)
=

(
I P ′

bB13

0 1

)(
P ′
b 0
0 1

)
(24)1 A12 B21

0 I BT
22

0 0 1

1 0 0
0 Q′ 0
0 0 1

 =

1 0 0
0 Q′ 0
0 0 1

1 A12Q
′ B21

0 I (Q′)−1BT
22

0 0 1


(25) 1 0 0

AT
12 I 0

A13 B22 1

1 0 0
0 Q′ 0
0 0 1

 =

1 0 0
0 Q′ 0
0 0 1

 1 0 0
(Q′)−1AT

12 I 0
A13 B22Q

′ 1


(26)

Finally, move the so transformed La, Lb, R,R−T to the other side and merge
them with L′

a, L
′
b, R

′, R′−T
. This completes the inductive step and the proof.

2.5 Matrices with layers of tensor products and their de-
compositions

Take a tuple of matrices H = (H0, . . . ,Hm−1), Hi ∈ Fli×ni
2 , i = 0, . . . ,m − 1.

Take a subset X ⊂ [m]. To the pair H, X associate the matrix

M(H, X) = ⊗m−1
i=0

{
Hi if i ∈ X

Ini
otherwise

(27)

Example: m = 2, H0 = H1 =
(
1 1

)
, X = {0},

M(H, X) =
(
1 1

)
⊗
(
1 0
0 1

)
=

(
1 0 1 0
0 1 0 1

)
(28)

Now, suppose that tuples of permutation matrices P,Q, tuples of invertible
matrices L,R, and a tuple of diagonal matrices D are known such that the
decompositions PiHiQi = LiDiRi, i = 0, . . . ,m − 1 hold. From these, obtain
the decomposition

P (H, X)M(H, X)Q(H) = L(H, X)D(H, X)R(H) (29)
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where

P (H, X) = ⊗m−1
i=0

{
Pi if i ∈ X

Q−1
i otherwise

(30)

Q(H) = ⊗m−1
i=0 Qi (31)

L(H, X) = ⊗m−1
i=0

{
Li if i ∈ X

R−1
i otherwise

(32)

D(H, X) = ⊗m−1
i=0

{
Di if i ∈ X

Ini
otherwise

(33)

R(H) = ⊗m−1
i=0 Ri (34)

To keep the notation simple, assume that the particular decompositions used
for the matrices in H are known from context and do not need to be specified
explicitly.

Example: Take the decomposition

(
1 1

)
= 1

(
1 0

)(1 1
0 1

)
(35)

and take m = 2, H0 = H1 =
(
1 1

)
, X = {0} as before. Then,

M(H, X) =
(
1 1

)
⊗
(
1 0
0 1

)
=

(
1⊗

(
1 1
0 1

))((
1 0

)
⊗
(
1 0
0 1

))((
1 1
0 1

)
⊗
(
1 1
0 1

))
(36)

Now, take a tuple of matrices H as before, but this time take a tuple of
subsets of [m]

X =

 X0

...
Xk−1

 , Xi ⊂ [m], i = 0, . . . , k − 1 (37)

To the pair H,X, associate the matrix

M(H,X) =

 M(H, X0)
...

M(H, Xk−1)

 (38)

obtained by taking M(H, X0), . . . ,M(H, Xk−1) as layers of rows.
The matrix M(H,X) when X is a tuple of subsets can also be decomposed

as
P (H,X)M(H,X)Q(H) = L(H,X)D(H,X)R(H) (39)
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where

P (H,X) =

P (H, X0)
. . .

P (H, Xk−1)

 (40)

Q(H) = ⊗m−1
i=0 Qi (41)

L(H,X) =

L(H, X0)
. . .

L(H, Xk−1)

Λ(S) (42)

D(H,X) = Π (T ) (43)

R(H) = ⊗m−1
i=0 Ri (44)

and where Si is the column support of D(H, Xi) viewed as an incomplete per-
mutation matrix, T = ∪iSi, and Λ(S) is defined in Theorem 1 in section 2.3.

Example: Take the decomposition

(
1 1

)
= 1

(
1 0

)(1 1
0 1

)
(45)

and take m = 2, H0 = H1 =
(
1 1

)
as before. Take X0 = {0}, X1 = {1}. The

matrix M(H,X) has two layers; decomposing each layer separately gives

M(H,X) =

(
M(H, X0)
M(H, X1)

)
=

(
L(H, X0) 0

0 L(H, X1)

)(
D(H, X0)
D(H, X1)

)
R(H)

(46)
The matrix

D(H, X0) =
(
1 0

)
⊗
(
1 0
0 1

)
=

(
1 0 0 0
0 1 0 0

)
(47)

is an incomplete permutation matrix with column support S0 = {0, 1}. The
matrix

D(H, X1) =

(
1 0
0 1

)
⊗
(
1 0

)
=

(
1 0 0 0
0 0 1 0

)
(48)

is an incomplete permutation matrix with column support S1 = {0, 2}. The
example after Theorem 1 in section 2.3 shows that

(
D(H, X0)
D(H, X1)

)
=


1 0 0 0
0 1 0 0
1 0 0 1
0 0 1 0



1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

 = Λ(S)Π (T ) (49)

Thus, the decomposition ofM(H,X) from equation (39) has P (H,X) = Q(H) =
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I4, and

L(H,X) =

(
L(H, X0) 0

0 L(H, X1)

)
Λ(S) =


1 1 0 0
0 1 0 0
1 0 1 1
0 0 1 0

 (50)

D(H,X) = Π (T ) =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

 (51)

R(H) =

(
1 1
0 1

)
⊗
(
1 1
0 1

)
=


1 1 1 1
0 1 0 1
0 0 1 1
0 0 0 1

 (52)

2.6 The partial order on integer tuples

For x, y ∈ Zn, x < y ⇔ ∀i, xi ≤ yi AND ∃i, xi < yi and this defines a partial
order on Zn; for example, (1, 2, 3) < (2, 3, 4) < (3, 4, 5), but (1, 2, 3) and (4, 3, 2)
are incomparable.

Now, take n0, . . . , nk−1 ∈ N and consider the set [n⃗] = [n0]×[n2]×· · ·×[nk−1]
This set inherits from Zk the partial order.

A subset T ⊂ [n⃗] is called increasing if x ∈ T AND x < y ⇒ y ∈ T and
decreasing if x ∈ T AND y < x ⇒ y ∈ T .The minimal elements of T are
MIN (T ) = {x ∈ T : ∀y ∈ T,NOT(y < x)} and the maximal elements of T are
MAX (T ) = {x ∈ T : ∀y ∈ T,NOT(x < y)}. The increasing subset generated
by T is ⟨T ⟩↑ = {x ∈ S : ∃y ∈ T, y ≤ x} and the decreasing subset generated by
T is ⟨T ⟩↓ = {x ∈ S : ∃y ∈ T, x ≤ y}.

2.7 Quantum stabilizer codes

2.7.1 The Pauli group

The Pauli matrices are

σx =

(
0 1
1 0

)
σy =

(
0 −i
i 0

)
σz =

(
1 0
0 −1

)
(53)

The Pauli group on n qubits is

Pn =
{
wσu1

x σv1
z ⊗ · · · ⊗ σun

x σvn
z : w ∈ {±1,±i}, u, v ∈ F1×n

2

}
The shorthand notation σu

xσ
v
z = σu1

x σv1
z ⊗ · · · ⊗ σun

x σvn
z will be used below.

The map Φ : Pn → F1×2n
2 ,Φ(wσu

xσ
v
z ) =

(
u v

)
is a surjective group ho-

momorphism with kernel {±I,±iI}. Two elements wσu
xσ

v
z , w

′σu′

x σv′

z of the
Pauli group anti-commute if Φ(wσu

xσ
v
z )ΩΦ(w

′σu′

x σv′

z )T = 1 and commute if
Φ(wσu

xσ
v
z )ΩΦ(w

′σu′

x σv′

z )T = 0 where

Ω =

(
0 I
I 0

)
(54)
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2.7.2 Stabilizer codes

An abelian subgroup S of Pn that does not contain −I is called a stabilizer
subgroup. The joint +1-eigenspace of the elements of S is a quantum error
correcting code. If elements s1, . . . , sm ∈ S generate S, then the matrix H with
rows Φ(s1), . . . ,Φ(sm) is a parity check matrix for the code stabilized by S. If a
quantum state is encoded in the subspace stablized by S, a Pauli error E ∈ Pn

occurs, and s1, . . . , sm are measured, then the resulting syndrome is HΩΦ(E)T .
Conversely, any matrix H such that HΩHT = 0 is the parity check matrix

of some stabilizer code.

2.7.3 The Clifford group and the symplectic group

The Clifford group on n qubits is the normalizer of the Pauli group in the 2n×2n

unitary matrices: CLn = NU2n
(Pn) = {U ∈ U2n : UPn = PnU}. Each Clifford

group element can be expressed as a product of CNOT, Hadamard and Phase
gates and a global phase.

The symplectic group consists of matrices which preserve the symplectic
product: SP2n =

{
A ∈ F2n×2n

2 : AΩAT = Ω
}
.

There is a surjective group homomorphism Ψ : CLn → SP2n with the prop-
erty:

∀P ∈ Pn, ∀U ∈ CLn, Φ(U−1PU) = Φ(P )Ψ(U) (55)

2.7.4 Encoding circuits for stabilizer codes

For k ≤ n ∈ N, and for U ∈ CLn, the Pauli group elements U†σziU, i =
1, . . . , n − k generate a stabilizer subgroup of Pn, where σzi denotes σz acting
on the i-th qubit.

Conversely, for each stabilizer subgroup S of Pn, there exist many U ∈ CLn

such that U†σziU, i = 1, . . . , n− k generate S. Given one such U , an encoding
circuit for the code stabilized by S is the following:

1. Prepare qubits 1, . . . n − k in the state |0⟩ and prepare the remaining k
qubits in the state to be encoded.

2. Apply a circuit of CNOT, Hadamard and Phase gates that realizes U† (up
to global phase).

The quantum code stabilized by S encodes k qubits in n qubits and is therefore
called an [[n, k]] code.

2.7.5 Normalizer, distance, logical operators

The normalizer of a stablizer subgroup S in Pn is

NPn
(S) = {P ∈ Pn : PS = SP}

The distance of the quantum code stabilized by S is the lowest weight of an
element of NPn

(S) \ ⟨iI,S⟩, where weight means the number of non-identity
elements in the tensor product of Pauli matrices.
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If U ∈ CLn is such that U†σz1U, . . . , U
†σzn−kU generate S, then U†σziU, i =

1, . . . , n, U†σxiU, i = n−k+1, . . . , n and iI generate NPn (S). The Pauli group
elements U†σxiU,U

†σziU, i = n− k + 1, . . . , n are one possible choice of logical
operators for the quantum code stablized by S.

2.7.6 Quantum CSS codes

If a stabilizer subgroup has a set of generators such that each generator contains
either only σx and I terms or only σz and I terms, then the associated quantum
code is called a Calderbank-Shor-Steane (CSS) code. A CSS code has a parity
check matrix with the block diagonal form

H =

(
Hx 0
0 Hz

)
(56)

where Hx(Hz)T = 0. Conversely, for every pair of matrices Hx, Hz such that

Hx(Hz)T = 0, there is a CSS code that has the parity check matrix

(
Hx 0
0 Hz

)
.

A CSS code has an encoding circuit in the following form:

1. Prepare qubits 1, . . . ,mx in the state |+⟩, prepare qubits mx+1, . . . ,mx+
mz in the state |0⟩, prepare the remaining qubits in the state to be en-
coded.

2. Apply a circuit consisting of only CNOT gates.

To a quantum CSS code are associated two distances

dx = min
{
|v| : v ∈ Ker(Hz), v /∈ Im((Hx)T )

}
(57)

dz = min
{
|v| : v ∈ Ker(Hx), v /∈ Im((Hz)T )

}
(58)

which capture the ability of the code to correct, respectively, σx and σz errors.
The distance of the CSS code when all Pauli errors are considered together is
d = min(dx, dz).

3 Large CSS code from a tuple of smaller CSS
codes and two collections of subsets

This section begins by associating a quantum CSS code to two tuples of matrices
and two tuples of subsets (subsection 3.1). Then, a number of properties are
established. Matrix decompositions of the parity check matrices of the code are
derived in subsection 3.2. From these matrix decompositions can be computed
the block size and rate (subsection 3.3), a basis for the stabilizer (subsection
3.4), an encoding circuit (subsection 3.5), the normalizer and the logical op-
erators (subsection 3.6) and the linear error-correcting code protecting against
syndrome errors (subsection 3.9). Moreover, the syndrome measurements can
be parallelized (subsection 3.8), and the number of qubits in each measurement
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can be kept low by suitable choices of the components and subsets (subsection
3.7). Throughout the section, the general results are illustrated by a particular
small example.

3.1 Definition of the CSS code

Definition 1. Take two tuples of matrices

Hx = (Hx
0 , . . . H

x
m−1), H

x
i ∈ Flxi ×ni

2 , i = 0, . . . ,m− 1 (59)

Hz = (Hz
0 , . . . H

z
m−1), H

z
i ∈ Flzi ×ni

2 , i = 0, . . . ,m− 1 (60)

such that
∀i,Hx

i (H
z
i )

T = 0 (61)

Take two tuples of subsets of [m]:

X =

 X0

...
Xu−1

 Z =

 Z0

...
Zv−1

 (62)

such that
∀i∀j,Xi ∩ Zj ̸= ∅ (63)

To Hx,Hz,X,Z, associate the CSS code with stabilizer parity check matrix

CSS(Hx,Hz,X,Z) =

(
M(Hx,X) 0

0 M(Hz,Z)

)
(64)

where the notation of section 2.5 is used.

Theorem 3. CSS(Hx,Hz,X,Z) is a valid stabilizer parity check matrix.

Proof. (63) and (61) imply

∀i∀j,M(Hx, Xi)M(Hz, Zj)
T = 0 (65)

Running example: Take m = 4. Take Hx,Hz so that for each i ∈ [4],
Hx

i = Hz
i =

(
1 1

)
. Take

X =

(
X0

X1

)
=

(
{0, 1}
{2, 3}

)
Z =

(
Z0

Z1

)
=

(
{0, 2}
{1, 3}

)
(66)

The two parity check matrices are

M(Hx,X) =


(
1 1

)
⊗
(
1 1

)
⊗
(
1 0
0 1

)
⊗
(
1 0
0 1

)
(
1 0
0 1

)
⊗
(
1 0
0 1

)
⊗
(
1 1

)
⊗
(
1 1

)
 (67)

M(Hz,Z) =


(
1 1

)
⊗
(
1 0
0 1

)
⊗
(
1 1

)
⊗
(
1 0
0 1

)
(
1 0
0 1

)
⊗
(
1 1

)
⊗
(
1 0
0 1

)
⊗
(
1 1

)
 (68)
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Figure 1: The code CSS(Hx,Hz,X,Z) in the running example

(a) Non-zero entries of M(Hx,X)

(b) Non-zero entries of M(Hz,Z)

(c) Tanner graph embedded in the torus. Qubits are denoted by Qabcd for a, b, c, d ∈
{0, 1}. Checks are denoted by C

Ab
cd for A ∈ {X,Z}, b, c, d ∈ {0, 1}, so CX0

00 is the 00
row of M(Hx, X0), etc.
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M(Hx,X) is the parity check matrix of the classical 2D product of the [4, 3]
single parity check code; M(Hz,Z) is isomorphic to M(Hx,X) by row and
column permutation. A visualization of M(Hx,X) and M(Hz,Z) is given in
Figures 1a and 1b.

The resulting [[16,2,4]] quantum CSS code has been previously considered
in [18, 27] from the point of view of using classical 2D products to construct
quantum CSS codes. However, it turns out that this is also a toric code.1 Figure
1c shows the Tanner graph of CSS(Hx,Hz,X,Z) embedded in the torus.

3.2 Matrix decomposition

A matrix decomposition of CSS(Hx,Hz,X,Z) follows from the observations in
sections 2.3, 2.4, 2.5, 2.6. From this decomposition follow many properties of
the code.

For Hx,Hz as above, for i = 0, . . . ,m− 1, let

P x
i H

x
i Qi = Lx

i D
x
i Ri (69)

P z
i H

z
i Qi = Lz

iD
z
iR

−T
i (70)

be the joint decomposition of the pair Hx
i , H

z
i from Theorem 2.

Using these component decompositions, let

P (Hx,X)M(Hx,X)Q(Hx) = L(Hx,X)D(Hx,X)R(Hx) (71)

P (Hz,Z)M(Hz,Z)Q(Hz) = L(Hz,Z)D(Hz,Z)R(Hz) (72)

be the resulting decompositions of M(Hx,X),M(Hz,Z) from equation (39) of
section 2.5.

Recall from section 2.5 that D(Hx,X) and D(Hz,Z) are incomplete permu-
tation matrices. The immediate goal is to compute their column support. To
do this, recall that equation (29) in section 2.5 gives a matrix decomposition
for individual layers M(Hx, Xi),M(Hz, Zj). The column support of D(Hx,X)
is the union of the column supports of D(Hx, Xi), and the column support
D(Hz,Z) is the union of the column supports of D(Hz, Zj).

The following theorem computes the relevant column supports:

Theorem 4. Let

Sx = 1⃗u1⃗
T
mDiag(n⃗− 1⃗m)−XDiag(n⃗− r⃗x) (73)

Sz = ZDiag(n⃗− r⃗z) (74)

where 1⃗m is the m × 1 vector of ones, n⃗ = (n0, . . . , nm−1)
T , where r⃗x =

(rx0 , . . . , r
x
m−1)

T , r⃗z = (rz0 , . . . , r
z
m−1)

T are the vectors of ranks of the matri-
ces in the tuples Hx,Hz, and where Diag(w⃗) is the diagonal matrix obtained

1The author would like to thank the anonymous reviewer who pointed out that a particular
tessellation of the torus also gives a [[16,2,4]] CSS code. It turns out that this is a coincindence
not just of the parameters but of the code itself.
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from vector w⃗. Here, X,Z are interpreted as u × m, v × m indicator matrices
as in Section 2.2 and Sx,Sz are interpreted as u×m, v×m matrices with each
row Sx

0 , . . . , S
x
u−1, S

z
0 , . . . , S

z
v−1 specifying an element of [n⃗].

With Sx,Sz so defined, the following hold:

1. For i = 0, . . . , u − 1, the column support of D(Hx, Xi) is ⟨{Sx
i }⟩↓ = {t ∈

[n⃗] : t ≤ Sx
i }.

2. The column support of D(Hx,X) is ⟨Sx⟩↓ = {t ∈ [n⃗] : ∃i, t ≤ Sx
i }.

3. For j = 0, . . . , v − 1, the column support of D(Hz, Zj) is
〈
{Sz

j }
〉
↑ = {t ∈

[n⃗] : t ≥ Sz
j }.

4. The column support of D(Hz,Z) is ⟨Sz⟩↑ = {t ∈ [n⃗] : ∃j, t ≥ Sz
j }.

5. ⟨Sx⟩↓ and ⟨Sz⟩↑ are disjoint.

Proof. Part 1: Take any i ∈ [u]. Recall that

D(Hx, Xi) = ⊗m−1
k=0

{
Dx

k if k ∈ Xi

Ink
otherwise

(75)

Then, column t ∈ [n⃗] of D(Hx, Xi) is non-zero if and only if tk is in the column
support of Dx

k for k ∈ Xi. Recall further that the column support of Dx
k is

0, . . . , rxk − 1. Thus, column t ∈ [n⃗] of D(Hx, Xi) is non-zero if and only if

tk ≤

{
rxk − 1 if k ∈ Xi

nk − 1 otherwise
(76)

This is the same as t ≤ Sx
i .

Part 2 follows from Part 1 because the column support of D(Hx,X) is the
union of the column supports of D(Hx, Xi) for i ∈ [u].

Part 3 is similar to Part 1, except that the column support of Dz
k is nk −

rzk, . . . , nk − 1, so column t of D(Hz, Zj) is non-zero if and only if

tk ≥

{
nk − rzk if k ∈ Zj

0 otherwise
(77)

This is the same as t ≥ Sz
j .

Part 4 follows from Part 3 because the column support of D(Hz,Z) is the
union of the column supports of D(Hz, Zj for j ∈ [v].

Part 5: suppose for a contradiction that t ∈ ⟨Sx⟩↓ ∩ ⟨Sz⟩↑. Take i, j so
that Sz

j ≤ t ≤ Sx
i . Take k ∈ Xi ∩ Zj . Then, nk − rzk ≤ tk ≤ rzk − 1. Then,

rxk + rzk ≥ nk + 1, which contradicts Hx
k (H

z
k )

T = 0.
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Running example: For the running example of this section, the component
decompositions (69) and (70) are

Hx
i =

(
1 1

)
= 1

(
1 0

)(1 1
0 1

)
(78)

Hz
i =

(
1 1

)
= 1

(
0 1

)(1 0
1 1

)
(79)

The matrices Sx and Sz from equations (73) and (74) are

Sx =

(
1 1 1 1
1 1 1 1

)
−
(
1 1 0 0
0 0 1 1

)
=

(
0 0 1 1
1 1 0 0

)
(80)

Sz =

(
1 0 1 0
0 1 0 1

)
(81)

The incomplete permutation matrix

D(Hx, X0) =
(
1 0

)
⊗
(
1 0

)
⊗
(
1 0
0 1

)
⊗
(
1 0
0 1

)
(82)

is supported on columns indexed by

⟨{Sx
0 }⟩↓ = {0000, 0001, 0010, 0011} (83)

where shorthand notation is used for elements of {0, 1}4. The incomplete per-
mutation matrix

D(Hx, X1) =

(
1 0
0 1

)
⊗
(
1 0
0 1

)
⊗
(
1 0

)
⊗
(
1 0

)
(84)

is supported on columns indexed by

⟨{Sx
1 }⟩↓ = {0000, 0100, 1000, 1100} (85)

The incomplete permutation matrix D(Hx,X) is supported on columns indexed
by

⟨Sx⟩↓ = ⟨{Sx
0 }⟩↓ ∪ ⟨{Sx

1 }⟩↓ = {0000, 0001, 0010, 0011, 0100, 1000, 1100} (86)

Similarly, the incomplete permutation matrix

D(Hz, Z0) =
(
0 1

)
⊗
(
1 0
0 1

)
⊗
(
0 1

)
⊗
(
1 0
0 1

)
(87)

is supported on columns indexed by

⟨{Sz
0}⟩↑ = {1010, 1011, 1110, 1111} (88)

The incomplete permutation matrix

D(Hz, Z1) =

(
1 0
0 1

)
⊗
(
0 1

)
⊗
(
1 0
0 1

)
⊗
(
0 1

)
(89)
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is supported on columns indexed by

⟨{Sz
1}⟩↑ = {0101, 0111, 1101, 1111} (90)

The incomplete permutation matrix D(Hz,Z) is supported on columns indexed
by

⟨Sz⟩↑ = ⟨{Sz
0}⟩↑ ∪ ⟨{Sz

1}⟩↑ = {0101, 0111, 1010, 1011, 1101, 1110, 1111} (91)

3.3 Block size and rate

Theorem 5. Let Sx,Sz be as in Theorem 4, equations (73), (74), and let K =

[n⃗]\(⟨Sx⟩↓ ∪ ⟨Sz⟩↑). Then, CSS(Hx,Hz,X,Z) is a [[
∏m−1

i=0 ni, |K|]] quantum
CSS code.

Proof. The matrix decompositions (71) and (72) and the computation of the
column supports of D(Hx,X) and D(Hz,Z) in Theorem 4 imply that

rank(M(Hx,X)) = | ⟨Sx⟩↓ | and rank(M(Hz,Z)) = | ⟨Sz⟩↑ |

Moreover, ⟨Sx⟩↓ and ⟨Sz⟩↑ are disjoint, again by Theorem 4. Then,

CSS(Hx,Hz,X,Z) has block size
∏m−1

i=0 ni qubits and has

m−1∏
i=0

ni − rank(M(Hx,X))− rank(M(Hz,Z)) = |K| (92)

encoded qubits.

Running example: for the running example of this section,

K = {0, 1}4\(⟨Sx⟩↓ ∪ ⟨Sz⟩↑) = {0110, 1001} (93)

3.4 Basis of the stabilizer

Theorem 6. The non-zero rows of D(Hx,X)R(Hx)Q(Hx)−1 are a basis for
RowSpan(M(Hx,X)) and the non-zero rows of D(Hz,Z)R(Hz)Q(Hz)−1 are a
basis for RowSpan(M(Hz,Z)).

Proof. Recall the matrix decomposition (71). The non-zero rows of
D(Hx,X)R(Hx)Q(Hx)−1 are linearly independent because R(Hx), Q(Hx) are
invertible and D(Hx,X) is an incomplete permutation matrix. Moreover, the
row spans of D(Hx,X)R(Hx)Q(Hx)−1 and M(Hx,X) are the same, because
P (Hx,X), L(Hx,X) are invertible. Similarly, (72), implies the statement for
the Z stabilizers.

Running example: for the running example of this section, a basis of

RowSpan(M(Hx,X)) is obtained from the rows of

(
1 1
0 1

)⊗4

indexed by ⟨Sx⟩↓,
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and a basis of RowSpan(M(Hz,Z)) is obtained from the rows of

(
1 0
1 1

)⊗4

indexed by ⟨Sz⟩↑. These are shown in figures 2a and 2b. Note that the basis
of the stabilizer contains two elements of weight 16, eight elements of weight 8,
and four elements of weight 4. On the other hand, the dependent generators
of the stabilizer given by M(Hx,X),M(Hz,Z) contain 16 elements of weight
4. This illustrates one advantage in using the matrices M(Hx,X),M(Hz,Z) to
specify syndrome measurements.

3.5 Encoding circuit

In describing the encoding circuit, it is convenient to index qubits by tuples in
[n⃗].

Theorem 7. Let Sx,Sz be as in Theorem 4, equations (73), (74), and let
K = [n⃗]\(⟨Sx⟩↓ ∪ ⟨Sz⟩↑). Then, CSS(Hx,Hz,X,Z) has the encoding circuit:

1. Prepare qubits indexed by ⟨Sx⟩↓ in state |+⟩.

2. Prepare qubits indexed by ⟨Sz⟩↑ in state |0⟩.

3. Prepare qubits indexed by K in the state to be encoded.

4. Apply CNOT circuit U ∈ CL[n⃗], where the image of U under the surjective
group homomorphism Ψ satisfies

Ψ(U−1) =

(
R(Hx)Q(Hx)−1 0

0 R(Hz)Q(Hz)−1

)
(94)

Proof. Before the application of U , the state to be encoded is placed in the
joint +1 eigenspace of the single-qubit Pauli operators σxi, i ∈ ⟨Sx⟩↓ and
σzj , j ∈ ⟨Sz⟩↑. After the application of U , the encoded state is in the joint +1

eigenspace of the Pauli operators UσxiU
−1, i ∈ ⟨Sx⟩↓ and UσzjU

−1, j ∈ ⟨Sz⟩↑.
Using (55) and (94), deduce Φ(UσxiU

−1) is row i of
(
R(Hx)Q(Hx)−1 0

)
and

Φ(UσzjU
−1) is row j of

(
0 R(Hz)Q(Hz)−1

)
. Then, Theorem 6 implies that

the final stabilizer subspace can equivalently be described using the parity check
matrix CSS(Hx,Hz,X,Z).

Moreover, the encoding circuit can be parallelized in the following sense:

Theorem 8. Suppose that there exist d0, . . . , dm−1 such that for each i ∈ [m],
the symplectic matrix (

RiQ
−1
i 0

0 R−T
i Q−1

i

)
has a preimage in the Clifford group given by a depth di CNOT circuit. Then,
the symplectic matrix(

R(Hx)Q(Hx)−1 0
0 R(Hz)Q(Hz)−1

)
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has a preimage in the Clifford group given by a depth
∑m−1

i=0 di CNOT circuit.

Proof. Write(
R(Hx)Q(Hx)−1 0

0 R(Hz)Q(Hz)−1

)
=

m−1∏
i=0

(
I ⊗ · · · ⊗RiQ

−1
i ⊗ · · · ⊗ I 0

0 I ⊗ · · · ⊗R−T
i Q−1

i ⊗ · · · ⊗ I

)
(95)

The i-th term has preimage in the Clifford group that is a depth di CNOT
circuit: the preimage of (

RiQ
−1
i 0

0 R−T
i Q−1

i

)
performed in parallel on all groups of qubits PROJ−1

{i}c(y), y ∈ (×j ̸=i[nj ]),

where PROJ{i}c : [n⃗] →
(
×i∈Xc

1
[ni]
)
is the coordinate projection on positions

other than i.

Running example: For the running example of this section,

(
R(Hx)Q(Hx)−1

R(Hz)Q(Hz)−1

)
=


(
1 1
0 1

)⊗4

(
1 0
1 1

)⊗4


The symplectic matrix 

1 1 0 0
0 1 0 0
0 0 1 0
0 0 1 1


has preimage in the Clifford group a CNOT gate with control qubit 0 and target
qubit 1. The symplectic matrixI8 ⊗

(
1 1
0 1

)
I8 ⊗

(
1 0
1 1

)


has a depth 1 preimage in the Clifford group: CNOT gates with control qubit
(y, 0) and target qubit (y, 1) for y ∈ {0, 1}3. Similarly, the other three terms
in the encoding circuit factorization (95) have preimages of depth 1. The full
depth 4 encoding circuit can be seen in Figure 2c. The CNOT part of the circuit
follows the same recursive pattern as is used to encode Polar and Reed-Muller
codes.
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Figure 2: Independent generators of the stabilizer and encoding circuit for the
running example.

(a) Non-zero elements of the rows of

(
1 1
0 1

)⊗4

indexed by ⟨Sx⟩↓

(b) Non-zero elements of the rows of

(
1 0
1 1

)⊗4

indexed by ⟨Sz⟩↑

(c) Encoding circuit

Q0000

Q0001

Q0010

Q0011

Q0100

Q0101

Q0110

Q0111

Q1000

Q1001

Q1010

Q1011

Q1100

Q1101

Q1110

Q1111

|+⟩
|+⟩
|+⟩
|+⟩
|+⟩

|+⟩

|+⟩

|0⟩

|0⟩

|0⟩
|0⟩

|0⟩
|0⟩
|0⟩
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3.6 Normalizer, logical operators

Theorem 9. The normalizer for CSS(Hx,Hz,X,Z) is generated by iI and the
Pauli group elements corresponding to the non-zero rows ofΠ

(
⟨Sz⟩c↑

)
R(Hx)Q(Hx)−1

Π
(
⟨Sx⟩c↓

)
R(Hz)Q(Hz)−1

 (96)

A canonical choice of logical operators for CSS(Hx, Hz, X, Z) is obtained
from the non-zero rows of(

Π(K)R(Hx)Q(Hx)−1

Π(K)R(Hz)Q(Hz)−1

)
(97)

Proof. Think of the encoding circuit in Theorem 7. Before the application of
U , the subspace stabilized by the single qubit Pauli operators σxi, i ∈ ⟨Sx⟩↓
and σzj , j ∈ ⟨Sz⟩↑ has a canonical choice for generators of the normalizer: iI

and the single qubit Pauli operators σxi, i ∈ ⟨Sz⟩c↑ and σzj , j ∈ ⟨Sx⟩c↓. It also
has a canonical choice of logical operators: the single qubit Pauli operators
σxi, σzi, i ∈ K. After the application of U , the single qubit Pauli operators in
the original set of normalizer generators and logical operators are conjugated
by U to become the Pauli operators corresponding to the rows of Ψ(U−1) given
in (96) and (97).

Running example: For the running example, the X logical operators are

determined by the rows of

(
1 1
0 1

)⊗4

indexed by K = {0110, 1001}. The first

one of these corresponds to Pauli-σx on qubits Q0000, Q0001, Q1001, Q1000, and
the second to Pauli-σx on qubits Q0000, Q0010, Q0110, Q0100. Similarly, the Z log-

ical operators are given by the rows of

(
1 0
1 1

)⊗4

indexed by K = {0110, 1001}.

The first of these corresponds to Pauli-σz on qubits Q0000, Q0010, Q0110, Q0100

and the second to Pauli-σz on qubits Q0000, Q0001, Q1001, Q1000. The logical
operators can be visualized using Figure 1c. It can be seen there that they
correspond to the non-contractible loops of the torus.

3.7 Row and column weight

While the present paper is focused on quantum CSS codes with block size a few
tens or a few hundreds of qubits and with sparse parity check matrices, it is
worth mentioning the asymptotic behaviour of the row and column weights of
the parity check matrices CSS(Hx,Hz,X,Z).

Theorem 10. Let wr, wc be upper bounds on the weight of rows, respectively
columns, of matrices in the tuples Hx,Hz. Let p be an upper bound on the size
of the sets in the tuples X,Z. Then, wp

r is an upper bound on the weight of
rows of CSS(Hx,Hz,X,Z) and on the degree of checks in the Tanner graph,
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max(u, v)wp
c is an upper bound on the weight of columns of CSS(Hx,Hz,X,Z)

and (u+ v)wp
c is an upper bound on the degree of qubits in the Tanner graph.

Proof. Each layer

M(Hx, Xi) = ⊗m−1
j=0

{
Hj if j ∈ Xi

Inj
otherwise

has rows of weight at most w
|Xi|
r and columns of weight at most w

|Xi|
c . The

same applies to layers of M(Hz,Z). Maximizing over the layers gives the upper
bound on row weight/check degree, and summing over the layers gives the upper
bound on column weight/qubit degree.

Therefore, keeping u, v, p, wr, wc constant and letting (some of) the nj go
to infinity gives quantum ldpc codes. The properties of asymptotic families
obtained in this way are left for future research, while the rest of this paper
focuses on the finite block length regime.

Running example: for the running example of this section, wr = p = u =
v = 2, wc = 1. The parity check matrix CSS(Hx,Hz,X,Z) has row weight 4
and column weight 2. In the Tanner graph, all vertices have degree 4.

3.8 Syndrome measurement circuit

Theorem 11. Let p = max
({∏

j∈Xc
i
nj : i ∈ [u]

}
∪
{∏

j∈Zc
i
nj : i ∈ [v]

})
. Let

d, a be such that the following two statements hold:

1. For each i ∈ [u], the σx measurements specified by ⊗j∈Xi
Hx

j can be mea-
sured by a circuit with at most a ancilla qubits and depth at most d.

2. For each i ∈ [v], the σz measurements specified by ⊗j∈Zi
Hz

j can be mea-
sured by a circuit with at most a ancilla qubits and depth at most d.

Then, CSS(Hx,Hz,X,Z) has a syndrome measurement circuit with at most pa
ancilla qubits and depth at most (u+ v)d.

Proof. Consider the layer M(Hx, X0). There exist row and column permuta-
tions that map M(Hx, X0) to

(
⊗j∈Xc

0
Inj

)
⊗
(
⊗j∈X0

Hx
j

)
=

⊗j∈X0
Hx

j

. . .

⊗j∈X0
Hx

j

 (98)

Therefore, the syndrome measurements specified by M(Hx, X0) can be per-
formed with at most pa ancilla qubits and depth at most d: perform the circuit
for ⊗i∈X0

Hx
i in parallel on all groups of qubits PROJ−1

Xc
0
(y), y ∈

(
×i∈Xc

0
[ni]
)

where PROJXc
0
: [n⃗] →

(
×i∈Xc

0
[ni]
)
is the coordinate projection on the posi-

tions in Xc
0 . A similar argument applies for the other layers. Then, all syndrome

measurements of CSS(Hx,Hz,X,Z) can be performed by a circuit with at most
pa ancilla qubits and depth at most (u+ v)d.
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Running example: For the running example of this section, p = 4. The
row vector

(
1 1

)
⊗
(
1 1

)
=
(
1 1 1 1

)
specifies a syndrome measurement

that can be performed with one ancilla qubit and depth 6: preparation of the
ancilla in state |+⟩ or state |0⟩, 4 CNOT gates and measurement of the ancilla
in the σx or σz eigenbasis. Therefore, the running example CSS(Hx,Hz,X,Z)
has a syndrome measurement circuit with 4 ancilla qubits and depth 24.

3.9 Protection against syndrome errors

The vector spaces Im(M(Hx,X)) and Im(M(Hz,Z)) can be called the spaces
of valid syndromes: if no error occurs during the measurements, then the syn-
dromes for phase flips and bit flips belong respectively to Im(M(Hx,X)) and
Im(M(Hz,Z)). When there are errors in the measurement outcomes, then
Im(M(Hx,X)), Im(M(Hz,Z)) can be viewed as classical linear codes. The
matrix decompositions (71) and (72) give the following information about these
vector spaces:

Theorem 12. 1. Im(M(Hx,X)) is a[∑u−1
j=0

(∏
i∈Xj

lxi

)(∏
i∈Xc

j
ni

)
,
∣∣∣⟨Sx⟩↓

∣∣∣] classical linear code. A basis for

it is given by the non-zero columns of P (Hx,X)−1L(Hx,X)D(Hx,X). A
basis for its orthogonal complement is given by rows of
L(Hx,X)−1P (Hx,X) indexed by the complement of the row support of
D(Hx,X).

2. Im(M(Hz,Z)) is a
[∑v−1

j=0

(∏
i∈Zj

lzi

)(∏
i∈Zc

j
ni

)
,
∣∣∣⟨Sz⟩↑

∣∣∣] classical lin-

ear code. A basis for it is given by the non-zero columns of
P (Hz,Z)−1L(Hz,Z)D(Hz,Z). A basis for its orthogonal complement is
given by rows of L(Hz,Z)−1P (Hz,Z) indexed by the complement of the
row support of D(Hz,Z).

Proof. A single layer M(Hx, Xj) has
(∏

i∈Xj
lxi

)(∏
i∈Xc

j
ni

)
rows. Therefore,

the total number of rows ofM(Hx,X) is
∑u−1

j=0

(∏
i∈Xj

lxi

)(∏
i∈Xc

j
ni

)
. The di-

mension of Im(M(Hx,X)) is rank(M(Hx,X)) =
∣∣∣⟨Sx⟩↓

∣∣∣. Now, use (71) to find

a basis for Im(M(Hx,X)) and its orthogonal complement. Since Q(Hx) and
R(Hx) are invertible, Im(M(Hx,X)) = Im(P (Hx,X)−1L(Hx,X)D(Hx,X)).
Since P (Hx,X) and L(Hx,X) are invertible andD(Hx,X) is an incomplete per-
mutation matrix, a basis for this vector space is given by the non-zero columns
of P (Hx,X)−1L(Hx,X)D(Hx,X), which are also the columns of
P (Hx,X)−1L(Hx,X) indexed by the row support of D(Hx,X). Therefore, a
basis for the orthogonal complement is given by rows of L(Hx,X)−1P (Hx,X)
indexed by the complement of the row support of D(Hx,X). This proves part
one. Similarly, (72) implies part two.

Running example: The matrix decomposition of M(Hx,X) for the run-
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ning example of this section is

M(Hx,X) = L(Hx,X)D(Hx,X)R(Hx)

=



(
1 1
0 1

)⊗2

(
1 1
0 1

)⊗2

(I8 + e8,4e
T
8,0

)
∗
((

I8 + e8,4e
T
8,0

)(
D(Hx, X0)
D(Hx, X1)

))(
1 1
0 1

)⊗4

(99)

where en,0, . . . , en,n−1 denotes the standard basis of Fn
2 . The incomplete per-

mutation matrix D(Hx,X) =
(
I8 + e8,4e

T
8,0

)(D(Hx, X0)
D(Hx, X1)

)
is supported on

rows 0, 1, 2, 3, 5, 6, 7. Therefore, a basis for Im(M(Hx,X)) is given by columns
0, 1, 2, 3, 5, 6, 7 of

L(Hx,X) =


(
1 1
0 1

)⊗2

(
1 1
0 1

)⊗2

(I8 + e8,4e
T
8,0

)

=



1 1 1 1 0 0 0 0
0 1 0 1 0 0 0 0
0 0 1 1 0 0 0 0
0 0 0 1 0 0 0 0
1 0 0 0 1 1 1 1
0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 1


(100)

and a basis for the orthogonal complement of Im(M(Hx,X)) is given by row 4
of

L(Hx,X)−1 =
(
I8 + e8,4e

T
8,0

)
(
1 1
0 1

)⊗2

(
1 1
0 1

)⊗2



=



1 1 1 1 0 0 0 0
0 1 0 1 0 0 0 0
0 0 1 1 0 0 0 0
0 0 0 1 0 0 0 0
1 1 1 1 1 1 1 1
0 0 0 0 0 1 0 1
0 0 0 0 0 0 1 1
0 0 0 0 0 0 0 1


(101)
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Therefore, Im(M(Hx,X)) is the [8, 7, 2] single parity check code. Similarly,
Im(M(Hz,Z)) is also the [8, 7, 2] single parity check code.

4 A subfamily related to a generalization of Reed-
Muller codes

The simplest class of examples from the construction is obtained when all ma-
trices in the tuples Hx,Hz are

(
1 1

)
. The matrices M(H,X) from equation

(38) in section 2.5 in this case depend only on X, so the shorthand notation
M(X), CSS(X,Z) will be used in this section. The equations (73), (74) deter-
mining the generators Sx,Sz of the decreasing, respectively increasing, subset
of column indices simplify to

Sx = 1⃗u1⃗
T
m −X (102)

Sz = Z (103)

Properties of examples in this class follow from properties of a family of
vector spaces that generalize classical Reed-Muller codes.

4.1 Generalization of Reed-Muller codes

Let

Rm =

(
1 1
0 1

)⊗m

(104)

To decreasing S ⊂ {0, 1}m associate the vector space

GRM (S) = RowSpan (Π (S)Rm) (105)

and to increasing T ⊂ {0, 1}m associate the vector space

GRM′ (T) = RowSpan
(
Π(T)R−T

m

)
(106)

It will be seen later that these are two different parametrizations of the same
family of vector spaces.

The vector spaces GRM (S) for S decreasing generalize Reed-Muller codes.
If S(r,m) = {s ∈ {0, 1}m : |s| ≤ r} then the corresponding subspace is
GRM (S(r,m)) = RM(r,m), the usual Reed-Muller code with parameters r,m.
This is because the row of Rm with index s ⊂ [m] is the truth table of the mono-
mial µs(v0, . . . , vm−1) =

∏
i∈s vi, so RowSpan (Π (S(r,m))Rm) is the span of

the truth tables of all monomials of degree at most r.
Moreover, it turns out that some of the properties of Reed-Muller codes can

be extended to the vector spaces GRM (S).
First, the following theorem shows that GRM (S) ,GRM′ (T) are two

parametrizations of the same family of vector spaces. It also generalizes [24,
Chapter 13, Theorems 4 and 12]: it shows that GRM (S) is spanned by certain
low-weight elements and that the orthogonal complement of such a vector space
is another vector space of the same family.
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Theorem 13. Take a tuple of subsets of [m]

S =

 S0

...
Su−1

 (107)

and take T = 1⃗u1⃗
T
m − S. Then,

GRM
(
⟨S⟩↓

)
= GRM′

(
⟨T⟩↑

)
= RowSpan(M(T)) (108)

and

GRM
(
⟨S⟩↓

)⊥
= GRM

(
⟨T⟩c↑

)
(109)

Proof. For the pair of orthogonal matrices
(
1 1

)
,
(
1 1

)
, Theorem 2 gives the

decompositions

(
1 1

)
=
(
1 0

)(1 1
0 1

)
(110)

(
1 1

)
=
(
0 1

)(1 0
1 1

)
(111)

From the two decompositions (110) and (111), and from equation (39) in
section 2.5 follow two alternative decompositions of M(T):

M(T) = L(T)Π
(
⟨S⟩↓

)
Rm = L′(T)Π

(
⟨T⟩↑

)
R−T

m (112)

Equation (112) implies the Theorem. Indeed, since L(T), L′(T) are invertible,
(112) imples (108). Moreover, the orthogonal complement of

RowSpan
(
Π
(
⟨T⟩↑

)
R−T

m

)
is RowSpan

(
Π
(
⟨T⟩c↑

)
Rm

)
, and this gives (109).

Moreover, the inductive argument using the (u, u + v) construction for the
distance of Reed-Muller codes [24, Chapter 13, Theorems 2 and 3] also general-
izes to the vector spaces GRM (S), and to the distances of quantum CSS codes
built from these vector spaces. For S,T decreasing, S ⊂ T, let

r(T,S) = max{|t| : t ∈ T, t /∈ S} (113)

d(T,S) = min{|v| : v ∈ GRM (T) , v /∈ GRM (S)} (114)

Then:

Theorem 14. Let S,T ⊂ {0, 1}m be decreasing with S ⊂ T. Then,

d(T,S) = 2m−r(T,S)
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Proof. Take

S0 = {s ∈ {0, 1}m−1 : (0, s) ∈ S} (115)

S1 = {s ∈ {0, 1}m−1 : (1, s) ∈ S} (116)

T0 = {t ∈ {0, 1}m−1 : (0, t) ∈ T} (117)

T1 = {t ∈ {0, 1}m−1 : (1, t) ∈ T} (118)

so that

S = (0,S0) ∪ (1,S1) (119)

T = (0,T0) ∪ (1,T1) (120)

Note that r(T,S) = max(r(T0,S0), r(T1,S1) + 1).
Note further that

Π (S)Rm =

(
Π(S0)

Π (S1)

)(
Rm−1 Rm−1

Rm−1

)
(121)

Π (T)Rm =

(
Π(T0)

Π (T1)

)(
Rm−1 Rm−1

Rm−1

)
(122)

so GRM (S) is obtained from GRM (S0) and GRM (S1) using the (u, u+v) con-
struction and, similarly, GRM (T) is obtained from GRM (T0) and GRM (T1)
using the (u, u + v) construction. In the special case S = ∅,GRM (S) = {0},
the formula for the distance of the (u, u+ v) construction [24, Chapter 2, The-
orem 33] is sufficient to finish the argument. In the general case, Theorem 15
in the present paper gives d(T,S) = min(2d(T0,S0), d(T1,S1)). The proof is
completed by induction on m.

The remaining step of the proof of Theorem 14 is

Theorem 15. For S,T,S0,S1,T0,T1 as in Theorem 14,

d(T,S) = min(2d(T0,S0), d(T1,S1))

Proof. First, GRM (T) \GRM (S) contains vectors of the form (u, u) for u ∈
GRM (T0) \GRM (S0) and (0, v) for v ∈ GRM (T1) \GRM (S1). Therefore,
d(T,S) ≤ min(2d(T0,S0), d(T1,S1)).

It remains to prove the other direction. Note that, since S,T are decreasing,
S0,S1,T0,T1 are also decreasing and S1 ⊂ S0, T1 ⊂ T0. Moreover, S ⊂ T
implies S0 ⊂ T0, S1 ⊂ T1.

Now, take any w ∈ GRM (T) \GRM (S) and write w = (u, u + v) for
u ∈ GRM (T0) , v ∈ GRM (T1). Take t ∈ T\S such that, when w is expressed
as a linear combination of the rows of Π (T)Rm, it has a non-zero coefficient
for row t. Write t = (b, t′), b ∈ {0, 1}, t′ ∈ {0, 1}m−1 and consider cases:

Case 1: b = 1, t′ ∈ T1\S1. Then, v ∈ GRM (T1) \GRM (S1), so

|(u, u+ v)| = |u|+ |u+ v| ≥ |v| ≥ d(T1,S1) (123)
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Case 2: b = 0, t′ ∈ T0\(S0 ∪T1). Then,

(u, u+ v) ∈ GRM (T0) \GRM (S0 ∪T1)

so
|(u, u+ v)| = |u|+ |u+ v| ≥ 2d(T0,S0 ∪T1) ≥ 2d(T0,S0) (124)

where the last step follows from S0 ⊂ S0 ∪T1.

Case 3: b = 0, t′ ∈ T1\S0. Then, u ∈ GRM (T1) \GRM (T1 ∩ S0), so

|(u, u+ v)| ≥ |u| ≥ d(T1,T1 ∩ S0) ≥ d(T1,S1) (125)

where the last step follows from S1 ⊂ T1 ∩ S0.

It will be convenient later to have an expression for the minimum distance
also in terms of the other parametrization of the family of vector spaces. For
S,T ⊂ {0, 1}m increasing, S ⊂ T, let

r′(T,S) = max{m− |t| : t ∈ T\S} (126)

d′(T,S) = min{|v| : v ∈ GRM′ (T) \GRM′ (S)} (127)

Then:

Corollary 1. Let S,T ⊂ {0, 1}m be decreasing, S ⊂ T. Then, d′(T,S) =
2m−r′(T,S).

Proof. Let ϕ be the function that switches ones with zeros and zeros with ones.
Theorem 13 implies GRM (ϕ(S)) = GRM′ (S) and

GRM (ϕ(T)) = GRM′ (T). Then, d′(T,S) = d(ϕ(T), ϕ(S)).
Moreover, the maximum number of zeros in an element of T\S is equal

to the maximum number of ones in an element of ϕ(T)\ϕ(S), so r′(T,S) =
r(ϕ(T), ϕ(S)). Theorem 14 completes the proof.

4.2 Properties of the CSS(X,Z) codes

The CSS(X,Z) codes inherit from the general construction all properties in sec-
tion 3. Note in particular that these codes have especially simple encoding and
syndrome measurement circuits, as illustrated already by the running example
in Section 3. In addition, the connection to generalized Reed-Muller codes and
the results of section 4.1 give formulas for the distances.

Theorem 16. For X,Z ⊂ {0, 1}m satisfying (63), let Sx = 1⃗u1⃗
T
m−X, Sz = Z,

K = {0, 1}m\
(
⟨Sx⟩↓ ∪ ⟨Sz⟩↑

)
. Then, the distances of CSS(X,Z) are

dx = 2min{m−|v|:v∈K} (128)

dz = 2min{|v|:v∈K} (129)
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Proof. From the results of section 3 deduce that dx = d(⟨Sz⟩c↑ , ⟨Sx⟩↓) and dz =

d′(⟨Sx⟩c↓ , ⟨Sz⟩↑). Then, from Theorem 14 and Corollary 1 deduce that dx =

2m−r(⟨Sz⟩c↑,⟨S
x⟩↓) and dz = 2m−r′(⟨Sx⟩c↓,⟨S

z⟩↑). Finally, note that r(⟨Sz⟩c↑ , ⟨Sx⟩↓) =
max{|v| : v ∈ K} and r′(⟨Sx⟩c↓ , ⟨Sz⟩↑) = max{m− |v| : v ∈ K} to complete the
proof.

Moreover, the connection to generalized Reed-Muller codes allows the com-
putation of the minimum distance of Im(M(S)) for any tuple of subsets S. Re-
call that in the context of quantum error correction, the vector space Im(M(S))
has the following interpretation: if the outcome of the syndrome measurements
specified by M(S) is error-free, then it is a vector in Im(M(S)). Therefore, the
minimum distance of Im(M(S)) is a measure of the ability to correct errors in
the syndrome.

Theorem 17. Take any tuple S consisting of u subsets S0, . . . , Su−1 of [m].
The minimum weight of a non-zero element of Im(M(S)) is

min
{
2|T ||{i : Si ∩ T = ∅}| : T ⊂ [m],∃i : T ∩ Si = ∅

}
(130)

Proof. First, Im(M(S)) = Im(M(S)Rm), because Rm is invertible.
Next, for each i ∈ [u],

M(Si)Rm = ⊗m−1
j=0


(
1 0

)
if j ∈ Si(

1 1

0 1

)
otherwise

(131)

Therefore, M(Si)Rm has the 2m−|Si| columns of Rm−|Si| placed in positions
indexed by T ⊂ [m] such that T ∩ Si = ∅ and all the remaining columns are
zero.

From the above, deduce that the weight of the column of M(S)Rm indexed
by T ⊂ [m] is 2|T ||{i : Si ∩ T = ∅}|. Then, the expression (130) gives the
minimum weight of a non-zero column of M(S)Rm, and, therefore, it is an
upper bound on the minimum distance of Im(M(S)). It remains to prove that
it is also a lower bound.

Take any collection of v subsets T0, . . . , Tv−1 and consider the sum∑
j M(S)RmeTj

of the corresponding columns of M(S)Rm (here eTj
denotes the

standard basis vector corresponding to Tj). Suppose without loss of generality
that each column M(S)RmeTj

in the sum is non-zero.
Partition the sets S0, . . . , Sv−1 in two groups depnding on whether∑

j M(Si)RmeTj is zero or non-zero. Without loss of generality,
∑

j M(Si)RmeTj

is non-zero for i = 0, . . . , k − 1 and it is zero for i = k, . . . u− 1.
Let T be a subset of [m] of minimum size subject to the constraint that it

intersects each of Sk, . . . , Su−1 and that there is some i ∈ [k] such that T does
not intersect Si.

Claim 1: each Tj satisfies the given constraint, so |T | ≤ |Tj | for each j ∈ [v].
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Proof of Claim 1: Note that for each i, the non-zero columns of M(Si)Rm

are linearly independent. Then,
∑

j M(Si)RmeTj
= 0 implies ∀j : Si ∩ Tj ̸= ∅.

Deduce that for all i = k, . . . , u − 1, for all j ∈ [v], Si ∩ Tj ̸= ∅. Finally, since
each column M(S)RmeTj

is non-zero, deduce that ∀j ∈ [v],∃i ∈ [k] : Tj∩Si = ∅.
Claim 2:

∣∣∣∑j M(S)RmeTj

∣∣∣ ≥ 2|T ||{i : Si ∩ T = ∅}.
Proof of Claim 2: Take any i ∈ [k].

∑
j M(Si)RmeTj

is a non-zero linear
combination of certain columns of Rm−|Si|. Corollary 1 implies that its weight

is at least 2min{|Tj |:Tj∩Si=∅}. Claim 1 implies that this is at least 2|T |. Summing
over i proves Claim 2.

Claim 2 implies that the expression (130) is a lower bound on the minimum
distance of Im(M(S)), and completes the proof of the theorem.

5 Examples

This section is divided in three parts.
First, 5.1 considers quantum CSS codes based on standard Reed-Muller

codes. The quantum distances of these are half the number of qubits in a
syndrome measurement. Except for the few examples with block size ≤ 16
these CSS codes have syndrome measurements on more than 8 qubits.

The other two subsections consider quantum CSS codes based on generalized
Reed-Muller codes. These provide much greater flexibility in designing quantum
LDPC codes, including codes for which the distance is greater than the syndrome
measurement weight.

5.2 gives a number of examples for which dx = dz. These examples are
suitable for noise models that are symmetric with respect to bit flip and phase
flip errors, for example the depolarizing channel or the quantum erasure channel.

Finally, 5.3 gives a number of examples with dx ̸= dz. These examples are
better suited for biased noise, where either bit flip errors occur with higher
probability than phase flip errors or vice versa.

The examples in this section are in the subfamily from section 4; all compo-
nents of the matrix tuples Hx,Hz are Hx

i = Hz
i =

(
1 1

)
, and the shorthand

notation M(X),M(Z), CSS(X,Z) is used.

5.1 Quantum CSS codes based on standard Reed-Muller
codes

Note that Theorem 16 implies that for CSS codes obtained from generalized
Reed-Muller codes,

dxdz ≤ 2m, (132)

with equality if and only if all elements of K have the same weight.
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Now take2

X = {v ∈ {0, 1}m : |v| = m− r + 1} (133)

Z = {v ∈ {0, 1}m : |v| = r + 1} (134)

⟨Sx⟩↓ = {v ∈ {0, 1}m : |v| ≤ r − 1} (135)

K = {v ∈ {0, 1}m : |v| = r} (136)

⟨Sz⟩↑ = {v ∈ {0, 1}m : |v| ≥ r + 1} (137)

Then, CSS(X,Z) is a [[2m,
(
m
r

)
]] code with

1.
(

m
r−1

)
2r−1 product-of-Pauli-σx syndrome measurements on 2m−r+1 qubits

each.

2.
(

m
r+1

)
2m−r−1 product-of-Pauli-σz syndrome measurements on 2r+1 qubits

each.

3. Distances dx = 2m−r and dz = 2r.

These codes have been considered previously in in [36] and in [32, Lemma 4.1].
CSS(X,Z) achieves equality dxdz = 2m in (132), and, moreover, it does so

optimally because it uses the entire layer {v ∈ {0, 1}m : |v| = r} for logical
operators. However, CSS(X,Z) also has an undesirable property: the weight
of syndrome measurements is twice the respective distance.

If it is desired that syndrome measurements involve at most 8 qubits, then
only examples with block size ≤ 16 remain. The most interesting of these is
the [[16, 6, 4]] quantum code where both Ker(M(X)) and Ker(M(Z)) are the
Reed-Muller(2,4) code. This example matches the best possible distance for
a [[16, 6]] stabilizer code3. The rows of the matrices M(X),M(Z) specify 16
measurements of 8 qubits each. The spaces of valid syndromes Im(M(X)),
Im(M(Z)) are [8,5,2] classical linear codes.

Below, it will be seen how sacrificing part of the layer {v ∈ {0, 1}m : |v| =
r} for syndrome measurements leads to codes with better trade-off between
distance and syndrome measurement weight.

5.2 Examples based on generalized Reed-Muller codes with
dx = dz

5.2.1 Quantum codes based on classical product codes

CSS code from the 2D product of SPC codes This is a CSS code where
each of M(X),M(Z) is isomorphic (by row and column permutation) to the
parity check matrix of the 2D product of the [4, 3] single parity check code. For
more details, see the running example in Section 3.

2In the rest of the paper, X,Z are ”tuples of subsets” or ”tuples of indicator vectors”.
However, sometimes, it is more convenient to give X,Z as ”sets of subsets” or ”sets of indicator
vectors”. To convert the latter to the former, the lexicographic order (or any other order) can
be used.

3Obtained from [15], specifically http://codetables.de/QECC.php?q=4&n=16&k=6
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CSS code from the 3D product of SPC codes This is a CSS code where
each of M(X),M(Z) is isomorphic (by row and column permutation) to the
parity check matrix of the 3D product of the [8, 7] single parity check code. The
code appears previously in [27]. The code has parameters [[512, 174, 8]], has 384
syndrome measurements of weight 8 and is obtained by choosing m = 9 and

X =

{0, 1, 2}
{3, 4, 5}
{6, 7, 8}

 Z =

{0, 3, 6}
{1, 4, 7}
{2, 5, 8}

 (138)

i.e. X,Z correspond to the rows and columns of0 1 2
3 4 5
6 7 8

 (139)

The spaces of valid syndromes Im(M(X)), Im(M(Z)) are [192,169,3] classical
linear codes.

5.2.2 Examples based on a cyclic pattern

In these examples, X,Z are obtained from several cyclic shifts of the first subset.
A [[32, 14, 4]] code with 24 syndrome measurements of weight 8 is obtained

by choosing m = 5 and

X = Z =

{0, 1, 3}
{1, 2, 4}
{2, 3, 0}

 (140)

The spaces of valid syndromes Im(M(X)), Im(M(Z)) are [12,9,2] classical lin-
ear codes.

A [[64, 8, 8]] code with 96 syndrome measurements of weight 8 is obtained
by choosing m = 6 and

X = Z = {013, 124, 235, 340, 451, 502} (141)

K = {012, 123, 234, 345, 450, 501, 024, 135} (142)

where shorthand notation omitting curly brackets and commas is used for sub-
sets of {0, 1, 2, 3, 4, 5} (see also footnote 2). The spaces of valid syndromes
Im(M(X)), Im(M(Z)) are [48,28,4] classical linear codes.

A [[128, 10, 8]] with 192 syndrome measurements of weight 8 is obtained by
choosing m = 7 and

X = Z = {013, 124, 235, 346, 450, 561} (143)

K = {345, 145, 135, 134, 1345, 026, 0256, 0246, 0236, 0126} (144)

The spaces of valid syndromes Im(M(X)), Im(M(Z)) are [96,59,4] classical
linear codes.
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5.2.3 A further example with block size 128

A [[128, 24, 8]] code with 160 syndrome measurements of weight 8 is obtained
by choosing m = 7 and

X = {012, 013, 234, 356, 456} (145)

Z = {143, 146, 360, 325, 025} (146)

The spaces of valid syndromes Im(M(X)), Im(M(Z)) are [80,52,4] classical
linear codes.

5.2.4 Examples with distance greater than the syndrome measure-
ment weight

A [[256, 6, 16]] code with 512 syndrome measurements of weight 8 is obtained
by choosing m = 8 and

X = {012, 123, 234, 345, 456, 567, 670, 701} (147)

Z = {136, 247, 350, 461, 572, 603, 714, 025} (148)

K = {2367, 1357, 1256, 0347, 0246, 0145} (149)

The spaces of valid syndromes Im(M(X)), Im(M(Z)) are [256,125,8] classical
linear codes.

A [[512, 18, 16]] code with 768 syndrome measurements of weigth 8 is ob-
tained by taking m = 9,

X = {012, 345, 678, 048, 156, 237} (150)

Z = {036, 147, 258, 246, 138, 057} (151)

i.e. X corresponds to the rows and one set of diagonals, and Z to the columns
and the other set of diagonals of (139). The spaces of valid syndromes Im(M(X)),
Im(M(Z)) are [384,247,6] classical linear codes.

5.3 Examples based on generalized Reed-Muller codes with
dx ̸= dz

Note that in any of the examples of these section, the role of X,Z can be
switched, depending on whether bit flip or phase flip errors are more likely in
the noise model of interest.
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5.3.1 Highly asymmetric CSS codes with distances 2, 2m−1, m =
3, 4, . . .

Take

X = {{0}} (152)

Z = {{0, i} : i = 1, . . . ,m− 1}} (153)

⟨Sx⟩↓ = {v ∈ {0, 1}m : v ≤ 01 . . . 1} (154)

K = {10 . . . 0} (155)

⟨Sz⟩↑ = {v ∈ {0, 1}m : ∃i, v ≥ {0, i}} (156)

Then, CSS(X,Z) is a [[2m, 1]] code with

1. 2m−1 product-of-Pauli-σx syndrome measurements on 2 qubits each.

2. (m − 1)2m−2 product-of-Pauli-σz syndrome measurements on 4 qubits
each.

3. Distances dx = 2m−1 and dz = 2.

The spaces of valid syndromes Im(M(X)), Im(M(Z)) are [2m−1, 2m−1, 1] and
[(m− 1)2m−2, 2m−1 − 1,m− 1] classical linear codes.

5.3.2 Block size 32

A [[32, 2]] code with distances dx = 8, dz = 4, 48 syndrome measurements of
weight 4 and 4 syndrome measurements of weight 8 is obtained by choosing:

X = {{0, 1}, {2, 3, 4}} (157)

Z = {{0, 2}, {1, 3}, {0, 4}, {1, 4}, {1, 3}} (158)

K = {{0, 3}, {1, 2}} (159)

The spaces of valid syndromes Im(M(X)), Im(M(Z)) are [12,11,2] and [40,19,4]
classical linear codes.

Another [[32, 2]] code with distances dx = 8, dz = 4 is obtained by choosing:

X = {{0, 1, 4}, {2, 3, 4}} (160)

Z = {{0, 2}, {1, 3}, {4}} (161)

K = {{0, 3}, {1, 2}} (162)

This code has 8 syndrome measurements of weight 8, 16 syndrome measurements
of weight 4, and 16 syndrome measurements of weight 2. The spaces of valid
syndromes Im(M(X)), Im(M(Z)) are [8,7,2] and [32,23,3] classical linear codes.

It turns out that this code has the same stabilizer as a toric code.4 This can
be seen by a sequence of row operations that transform the layersM(Z0),M(Z1)

4The author would like to thank the anonymous reviewer who pointed out that a refinement
of the tesselation of the torus used in Figure 1c leads to a [[32, 2, dx = 8, dz = 4]] toric code.
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of the matrix M(Z). The row operations are conveniently described using the
shorthand notation h =

(
1 1

)
, eT0 =

(
1 0

)
, eT1 =

(
0 1

)
, I = e0e

T
0 + e1e

T
1 .

Now, note that

M(Z0) + (h⊗ I ⊗ h⊗ I ⊗ e1)M(Z2) = h⊗ I ⊗ h⊗ I ⊗
(
1 0
1 0

)
(163)

which is just two copies of h⊗ I ⊗ h⊗ I ⊗ eT0 . Similarly,

M(Z1) + (I ⊗ h⊗ I ⊗ h⊗ e0)M(Z2) = I ⊗ h⊗ I ⊗ h⊗
(
0 1
0 1

)
(164)

which is just two copies of I ⊗ h⊗ I ⊗ h⊗ eT1 . Thus, M(Z) is equivalent by row
operations to

M ′(Z) =

M ′(Z0)
M ′(Z1)
M(Z2)

 =

h⊗ I ⊗ h⊗ I ⊗ eT0
I ⊗ h⊗ I ⊗ h⊗ eT1
I ⊗ I ⊗ I ⊗ I ⊗ h

 (165)

The two parity check matrices M(X) and M ′(Z) specify a Tanner graph that
can be embedded in the torus; this is shown in figure 3.

Figure 3: Tanner graph of the toric code equivalent to
CSS({014, 234}, {02, 13, 4}). For a, b, c ∈ {0, 1}, CXa

bc denotes the check

associated to row bc of M(Xa), and CZa

bc denotes the check associated to row bc

of M ′(Za). For a, b, c, d ∈ {0, 1}, CZ2

abcd denotes the check associated to row abcd
of M(Z2). For a, b, c, d, e ∈ {0, 1}, qubit Qabcde (not labelled in the picture) is
the node between CZ2

abcd and the nearest node of type CZe .
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Note however that M ′(Z) has columns of weight 2, so the ability to correct
one error in the bit flip syndrome is lost when M ′(Z) is used instead of M(Z).

5.3.3 Block size 128

A [[128, 3]] code with distances dx = 8, dz = 16 and with 224 syndrome mea-
surements on 8 qubits each is obtained by choosing

X = {013, 124, 235, 346, 450, 561, 602, 134} (166)

Z = {013, 124, 235, 346, 450, 561} (167)

K = {0246, 0236, 0126} (168)

The spaces of valid syndromes Im(M(X)), Im(M(Z)) are [128,66,8] and [96,59,4]
classical linear codes.

6 Conclusion and future work

The present paper introduced intersecting subset codes, established a number
of useful properties, and gave many examples with small and moderate block
sizes.

One direction for future work concerns algorithms that prescribe a corretion
based on the syndrome. Since intersecting subset codes have connections to
classical LDPC, polar, and Reed-Muller codes, there are many possible low-
complexity decoding algorithms that can potentially be applied. It would be
interesting to evaluate the various options empirically and to determine which
gives the best performance.

A second direction for future work concerns the performance of intersecting
subset codes when used on noisy near term quantum hardware. As already
explained, for a large subfamily of intersecting subset codes it is possible to
calculate the distances for both data and syndrome errors, and to construct a
large number of interesting examples. A next step could be an investigation
of the behavior of these examples under the standard error model for fault
tolerance, in which each elementary gate in the syndrome measurement circuit
is followed by independent Pauli errors.

A third direction for future work concerns further exploration of the struc-
ture of intersecting subset codes. As explained in the introduction, the code
design was inspired by the relation between Gallager’s LDPC codes and classi-
cal products of single parity check codes. There was no a priori reason to expect
the connection to Reed-Muller codes in section 4 or the two examples of inter-
secting subset codes that turn out to also be toric codes. These coincidences
indicate that intersecting subset codes have rich and interesting structure that
may hold further surprises.
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