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A B S T R A C T

The heat demand for industrial processes is often provided in the form of steam generated by various fossil
fueled equipment. In order to reduce CO2 emissions, the heat demand has to be covered by renewable energy
sources. Electrified steam generation relies on complex energy systems, that can be operated according to
energy availability and cost developments. However, such a multi component industrial energy system poses
a challenge in modeling and determining the cost- or emission-optimal operation of the system. This study
develops a methodology to model a multi component industrial energy system on the basis of a case study. By
optimal system operation, either costs or emissions are minimized in response to fluctuating renewable wind
energy and electricity prices.

A high temperature heat pump (HTHP), a sensible thermal energy storage (TES) and a wind turbine
are combined to create an electrified energy system to supply super-heated steam. During periods of low
wind speed, additional grid electricity is purchased to ensure a steady heat supply. The HTHP offers a high
operational flexibility and thus, enables the charging and discharging of the TES. A model of the closed
reverse Brayton cycle HTHP, which is able to simulate part load behavior, is created in a process simulation
software and consolidated in nonlinear surrogate models. The component behavior of a TES is represented
by a combination of equations based on heat exchanger relations. Finally, the resulting algebraic nonconvex,
nonlinear optimization problem based on the proposed system is solved using the local interior point optimizer
(IPOPT) solver equipped with a multi-start approach to determine an optimal operation over a reference week
with respect to the current wind power generation, grid emissions and electricity prices.

The results of the optimization show, that optimal operating strategies enable a high potential to
decarbonize future industries at minimum operational costs or emissions.
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Nomenclature

Acronyms

ANOVA Analysis of variance
C Compressor
COP Coefficient of performance
DLR German Aerospace Center
DOE Design of experiments
GWP Greenhouse warming potential
HTF Heat transfer fluid
HTHP High temperature heat pump
HTHX High temperature heat exchanger
HX Heat exchanger
IEC International Electrotechnical Commission
LTHX Low temperature heat exchanger
NLP Nonlinear programming
T Turbine
TES Thermal energy storage

Latin symbols

𝛥𝑡 Discrete time step
�̇� Mass flow
�̇�III LTHX inlet mass flow
�̇�II HTHX outlet mass flow
�̇�IV LTHX outlet mass flow
�̇�I HTHX inlet mass flow
�̇� Heat flow rate
�̇�s,ch Storage heat flow rate during charge
�̇�s,dch Storage heat flow rate during discharge
𝑐p,f Heat capacity of thermo oil
𝑐p,s Heat capacity of thermal storage
𝑔em,grid Emission factor of elec. grid
𝑔pr,grid Electricity price of elec. grid
𝑚s Mass of thermal storage
𝑁 Rotational speed compressor
𝑃grid Electrical power of grid
𝑃HTHP Electrical power of HTHP
𝑃wt Electrical power of wind turbine
𝑡 Time
𝑇1 Outlet temperature during charge
𝑇2 Inlet temperature steam generator
𝑇3 Outlet temperature steam generator
𝑇4 Storage outlet temperature during discharge
𝑇III LTHX inlet temperature
𝑇II HTHX outlet temperature
𝑇IV LTHX outlet temperature
𝑇I HTHX inlet temperature
𝑇s Storage temperature

Greek symbols

𝛼, 𝛽 Function coefficients
𝜖 Effectiveness
𝛾 Relaxation parameter
𝜇 Average value
2

1. Introduction

The majority of the energy required within industrial processes is
heat [1], which is often provided as steam at elevated temperature and
pressure [2]. Steam is the dominant heat transfer medium and therefore
represents an essential part in almost all industrial branches. It can
be found in e.g. the chemical industry, paper production or the food
industry. Temperatures, at which steam is utilized vary largely between
100 ◦C and 500 ◦C [3]. A similar variation applies for the amount
of heat transported by steam. Industrial steam generators can deliver
heat flow rates from a few kilowatt to more than 100 megawatt. In
conventional plants, steam is generated by burning fossil fuels, which
represents the main source of CO2 emissions within the process. Thus,
electrifying process heat is a first step towards reducing the industrial
CO2 emissions [4,5].

The growing interest in replacing industrial fossil fuel plants with
renewable energy sources poses an economic and environmental chal-
lenge. One of the key challenges is cost. The natural gas prices for an
industry consumer in Germany were approximately 2.6 e-cent/kWh
in 2018 [6], while the price of electricity was at an average of 15
e-cent/kWh [7]. This means, that an electrified system would have
to be more than 5 times as efficient to equalize costs. However, due
to the fluctuating energy generation by renewable energy sources,
an electrified system with a storage could take advantage of lower
electricity prices and thus improve the economic feasibility. In com-
bination with a heat pump with a high part load capability [8], a great
improvement in energy efficiency can be achieved. A similar problem,
when competing with a conventional industrial energy system, arises
for the CO2 emissions. The German electricity grid has a high CO2
footprint, in comparison with the combustion of natural gas, thus an
electrified system has to be very efficient to generate less emissions.

Currently, the German Aerospace Center (DLR) Institute of Low
Carbon Industrial Processes develops a HTHP prototype based on the
reverse Brayton cycle allowing for high temperature heat supply at
temperatures up to 350 ◦C [8,9]. The heat pump technology is of
particular interest to the industry because of its ability to up-cycle waste
heat, which would otherwise remain unused.

Previous work on the electrification of industry has been carried
out by Bühler et al. [10], who investigated several strategies for elec-
trifying industrial processes with either a heat pump or an electrical
boiler integration. In most studies a vapor compression heat pump is
integrated. However, this study utilizes a Brayton cycle heat pump
due to its flexibility at part loads and its ability to acquire sensi-
ble heat from the heat source. The relevance of both these factors
is significant to the evaluated application. Further research, on the
direct and indirect electrification strategies in chemical industry, was
carried out by Chen [11]. Zhang [12] modeled a grid-connected factory
with onsite PV and battery systems. The electricity cost of the factory
were optimized as a mixed integer program, improving the scheduling
strategy. However, the optimal operation is not examined.

Optimal operation problems of energy systems have been formu-
lated for a variety of problems, e.g. smart micro grids & community
energy networks [13–15] and district heating [16,17]. Studies are often
based on the Energy Hub concept [18–21] or similar methods, such
as the standardized matrix modeling method, which Li et al. [14] ap-
plied for a community energy network. Most of the studies mentioned
use linear models to circumvent the nonlinearities in the component
modeling. However, the specific, nonlinear characteristics of each com-
ponent can have a significant impact on the behavior and operating
scheme. Tian [22] demonstrated the influence on the operational cost
by an improved simulation model. Nowadays, nonlinear properties of
components are typically considered in energy system modeling such
as [23–27].

The respective continuous optimization problem is usually con-
verted into a nonlinear programming (NLP) problem by time discretiza-

tion, which present a challenge for the computation of the numerical
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solution. Due to the complexity of such models, deterministic global
methods for obtaining optimal solutions are generally not suitable
in practice, so that local methods are often applied [28–30]. How-
ever, since suboptimal local solutions can distort the evaluation of the
underlying operating strategy, local methods can be coupled with a
multi-start procedure to determine a more optimal control strategy, as
exemplary used in [31–33]. An alternative approach to obtain a global
solution of NLP formulations is often based on linearization methods,
see e.g. [15,34,35].

The present research explores the optimal operation of an innova-
tive electrified industrial energy system by utilizing comprehensive and
nonlinear models of its components in the optimization process. More-
over, the investigation incorporates historical records of wind velocity,
electricity pricing, and electricity grid emissions. Consequently, the aim
of this study is to formulate an optimization problem with nonlinear
component models and detailed system constraints in the algebraic
modeling language GAMS [36]. The focus is to calculate an optimized
perating scheme for a reference week including the datasets for the
lternating cost of electricity and the wind power generation based on
resent wind speeds.

The optimization problem is formulated using a case study with
conceptual electrified energy system. The HTHP is simulated with

espect to its part load behavior. In particular, the compressor is
odeled with a scaled performance map and the turbine is operated
ith a constant corrected mass flow. The entire operating range of the
THP is mapped into an algebraic form using polynomial surrogate
odels. Furthermore, a novel lumped capacitance model of the TES

s developed.
Combining the created models, an algebraic nonlinear optimization

roblem of the case study is formulated. The resulting model is opti-
ized in GAMS using the interior point optimizer [37] with numerous

initial values to minimize the operational cost or CO2 emissions of a
reference week.

2. Industrial energy system and modeling

Electrified industrial energy systems, which are driven by renewable
energies, come along with the challenge of determining an optimal
operation scheme due to the fluctuating electricity generation by re-
newable energies and a constant heat requirement of the industrial
process. A storage and additional grid power is required to cover short
and long phases of low feed in energy by the renewable source. We
present an industrial energy system shown in Fig. 1, which is supplied
with electrical energy by an on-site wind turbine and a connection the
electrical grid. A closed Brayton cycle high temperature heat pump
generates heat from electricity. Furthermore, a thermal energy storage
is integrated between the HTHP and the industrial consumer.

In the considered case study, the constant heat demand of an
industrial consumer has to be satisfied. The heat is supplied as super-
heated steam at 13 bar and 215 ◦C. The temperature, pressure and mass
low rate of the heat demand is chosen to be comparable to the data of
conventional industrial gas boiler [38].

The HTHP supplies high temperature process heat to an intermedi-
te loop that can be routed through a sensible TES. The heat transfer
luid (HTF) in the intermediate loop is chosen to be a thermal oil,
ue to its compactness and fluid phase within the temperature range.
he routing of the HTF determines the operation of the TES. During
ischarging operation, the HTF is heated in the TES before entering the
team generator. Charging operation is vice versa. In idle operation, the
TF bypasses the TES entirely.

Marina et al. [39] states that the majority of the waste heat of
ndustrial processes is within the interval of 40–100 ◦C. The present
tudy assumes waste heat temperature levels between 60–100 ◦C as
eat source temperature for the HTHP. The waste heat is considered
o be dry air.

The following sections describe the modeling of the system com-
onents. The proposed system (cf. Fig. 1) is based on the following
3

echnical assumptions and simplifications:
• Pressure, friction and heat losses are neglected. Similarly, the
power consumption of auxiliary systems, such as pumps for sec-
ondary cycles, is disregarded.

• The positive impact of selling excess wind power is not taken into
account.

• Operation and maintenance cost of the wind turbine are assumed
as 1.2 ct per kWh according to an estimation of the European
Wind Energy Association [40].

• The system is considered to be in quasi-steady states at all times.
We neglect the dynamic behavior of the components during a
change of operating conditions. Sass et al. [25] states that quasi-
steady state assumptions can be adequate, if ramp constraints
are added. However, for our scenario ramp constraints are not
considered.

• In addition to providing heat, the closed Brayton cycle HTHP
generates cold air. However, in the current scenario no constraints
are imposed on the cold outlet stream, thus disregarding potential
cooling applications.

It should be emphasized that the design optimization is not con-
idered in this study. The optimal size of each component and the
rocess structure is a different optimization problem, which needs to
e addressed in a separate study.

.1. High temperature heat pump model

The incorporated high temperature heat pump operates on the basis
f the recuperated, closed reverse Brayton cycle. This design is in
ine with the development work of the DLR Institute of Low-Carbon
ndustrial Processes, which is currently building a pilot plant of the
entioned high temperature heat pump.

Compared to the pilot plant, the capacity of the HTHP is vastly
ncreased. However, in order to keep the component dimensions within

moderate scale, it is assumed that three high capacity HTHPs will
un in parallel. Furthermore, the HTHP and its turbo machinery offer
high operational flexibility to adapt its heat rejection and heat addi-

ion to the present demand. Detailed investigations on the operational
lexibility of the Brayton cycle HTHP have been carried out by Oehler
t al. [8].

Fig. 2 presents the schematic flow sheet of the reverse Brayton
ycle heat pump. The associated 𝑇 -𝑠 diagram is shown in Appendix A.

The cycle consists of five key components. Air is used as the working
medium due to its availability, low cost and low greenhouse warming
potential.

At state (a), air is drawn into the compressor. The gas is compressed
and thus the temperature increases. The working fluid proceeds to the
high temperature heat exchanger (HTHX), where heat is transferred
from the working fluid to the HTF (I–II).

The remaining heat of the working fluid is then used for internal
heat recovery in the recuperator. Downstream of the recuperator (c),
a turbine expands the pressurized fluid, while recovering power and
cooling the fluid down. The resulting stream (d) is then heated in the
low temperature heat exchanger (LTHX) by residual process heat (III).
After passing through the recuperator, the working medium enters the
compressor again at state (a).

The outlined cycle is simulated within the process simulation soft-
ware Ebsilon [41]. The design parameters, as shown in Table 1, are
elected to allow a realistic representation of an industrial-scale heat
ump.

ompressor. The compressor is modeled using a scaled compressor
map of an axial aero-engine booster provided by Converse [42]. The
employed compressor map consists of tables stating values for corrected
mass flow rate, total pressure ratio, isentropic efficiency and corrected
relative speed. Scaling factors are applied to the original compressor
map data, so that the scaled map represents a compressor satisfying
the design point defined in Table 1. The HTHP’s operating points in

the compressor map are presented in Fig. 3.
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Fig. 1. Schematic diagram of the investigated industrial energy system for steam generation. The system incorporates a HTHP, a TES and a steam generator powered by electricity
from a wind turbine or if necessary, the power grid. The HTHP can charge the TES with an intermediate thermo oil stream and uses a waste heat air stream at 75 ◦C as heat
source. If the TES discharges, the HTHP’s power consumption is reduced significantly, because less heat has to be supplied to the intermediate loop in order to ensure constant
steam generation.
Fig. 2. Flow sheet diagram of the recuperated reverse Brayton cycle including
secondary streams. The letters relate to the T,s-diagram shown in Appendix A.

Table 1
Design point parameters of the HTHP.

Component Value

Rated power [MW] 1.06
Compressor isentropic efficiency [%] 85
Turbine isentropic efficiency [%] 90
Motor & Generator efficiency [%] 100
Heat exchanger effectiveness [%] 90
Recuperator effectiveness [%] 85
Temperature of heat source [◦C] 75
Mass flow rate of heat source [kg/s] 5
Temperature of heat sink [◦C] 300
Mass flow rate of heat sink [kg/s] 6.256
Pressure ratio [–] 3.5
Primary mass flow [kg/s] 7.315
COPreal [–] 1.45
COPideal [–] 2.55
𝜁 = COPreal

COPideal
[%] 57

Turbine. The entire operating range examined in this study is assumed
to be within the choke regime, where sonic flow speed is reached in the
narrowest turbine cross section. The corrected mass flow rate at the tur-
bine inlet can be assumed to be constant. According to Walsh [43], the
choke regime includes most of the turbine’s operating range, especially
the high-power range. The turbine is sized by applying a corrected
mass flow rate that invokes sufficient compressor surge margins for all
4

Fig. 3. The applied compressor map including the surge line, speed lines and the
operating points of the HTHP.

operating points. In addition, it is assumed for simplicity purposes that
the isentropic efficiency is constant for all turbine operating points.

Heat exchangers. The heat exchangers are designed by an effectiveness
approach [44]. By defining the effectiveness, the nominal values for
heat transfer coefficient 𝑈 and HX area 𝐴 are calculated in Ebsilon.
These values are used to calculate the exchanged heat duty during
part-load operation.

2.2. Steam generator

The mass flow rate and temperature of the heat transfer fluid is
depending on the operating condition of the system. For a variety of
mass flow rates and temperatures a data set for the outlet conditions of
the HTF is calculated in Ebsilon. The resulting dataset is used to derive
a surrogate model of the steam generator, see Section 3.1.2. Within the
steam generator, a constant minimum value for the pinch point of 5 K
is set.

2.3. Thermal energy storage model

In the present temperature range of 100–400 ◦C many different TES
solutions can be considered [45–48]. Due to their high heat capacity,
market availability as well as low investment and maintenance cost,
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Table 2
Mean values for thermal properties of Heatcrete [53] and Therminol
VP-1 [54] at 300 ◦C.

Heatcrete Therminol VP-1

Thermal conductivity [W/mK] 1.92 0.096
Specific heat capacity [kJ/kgK] 1.025 2.314
Density [kg/m3] 2260 817

concrete-based TES modules are selected [49–51]. The following Sec-
tions describe the details of the thermal energy storage modeling and
the verification of the model.

2.3.1. Modeling
Most sensible TES can be modeled with a discretized finite element

approach using Newton’s law of cooling to calculate the transferred
heat and different formulations of energy conservation to account
for the resulting temperature change on both sides. However, in this
work, a reduced model of the TES, which is not reliant on solving the
spatial discretization, is developed to reduce calculation time during
the optimization for optimal operation. Nonetheless, the behavior of the
reduced model is still similar to that of a spatially discretized model.

The model is developed using a lumped capacitance approach [46,
52], in which a uniform TES temperature is assumed. This approach
takes advantage of the storage’s heat exchanger functionality and re-
duces the TES model to a two-equation-system.

The maximum transferred heat flow rate �̇�max is determined by the
lower heat capacity of both fluids, so that the effectiveness results in

𝜖 =
�̇�real
�̇�max

=
𝑐p,i�̇�𝑖(𝑇i,in − 𝑇i,out)

[𝑐p�̇�]min(𝑇1,in − 𝑇2,in)
(1)

ndices 1 and 2 indicate the fluid on each side of the heat exchanger.
he index 𝑚𝑖𝑛 indicates the smaller product of 𝑐p�̇�.

However, for industrial size heat storage’s the storage mass is usu-
lly big enough to set the fluid’s heat capacity as limiting factor in the
enominator. Thus, Eq. (1) can therefore be reduced to

s =
𝑇in − 𝑇out
𝑇in − 𝑇s

. (2)

imulating the TES behavior with a given input temperature of the HTF
in and a given mean storage temperature 𝑇s,𝑡 at time step 𝑡, Eq. (2)
ields the outlet temperature 𝑇out.

Under ideal conditions, the heat rejection of the fluid �̇�f equals the
eat addition to the storage �̇�s, which allows the calculation of the
esulting storage temperature change by the following equation:

d𝑇s
d𝑡

=
�̇�f

𝑚s𝑐p,s
(3)

2.3.2. Model verification
The geometry of the TES module used for the model’s verification

is a long cylinder, centrally penetrated by a single tube carrying the
HTF. Hoivik et al. [51] also used this geometry to validate their
numerical simulation for cylindrical TES with multiple HTF passages. It
is presumed that the storage considered in the presented energy system
is comprised of multiple such modules connected in parallel. Thus,
modeling one module represents the behavior of the entire storage
system. To assure scalability, the ratio between the storage mass and
mass flow rate through the storage must be equal for the verification
model and the full size model.

Table 2 shows mean thermal properties of the material and HTF
chosen for the verification simulation.

The model has been verified with a temporally and spatially dis-
cretized model [41] based on 2D heat transfer equations in Ebsilon.
The used heat transfer coefficient is calculated with the Dittus–Boelter-
approximation [55]. Parameters used for the verification simulation are
shown in Table 3. Simplifications have been made in neglecting all heat
losses occurring between the concrete elements and to the environment.
5

Table 3
Simulation parameters of the verification case.
Parameter Verification value

Storage length [m] 77
Storage diameter [m] 0.25
Fluid passage diameter [m] 0.021
Storage mass [kg] 1960
HTF mass flow [kg/s] 0.065
Effectiveness [–] 0.9

Heat transfer coefficient [W/(m2K)] 520.96
Cells in axial direction (Ebsilon) 30
Cells in radial direction (Ebsilon) 5
Simulation time step [h] 1

Table 4
Error metrics for the verification case.

Mean relative error [%] Mean absolute error [K]

Discharge

𝑇s 2.2 4.75
𝑇out,HTF 1.58 3.75

Charge

𝑇s 1.82 6.03
𝑇out,HTF 1.44 4.57

Furthermore, a time step of 1 h proved to be sufficiently small to
render the discretization error insignificant.

Fig. 4 shows the HTF outlet temperature and the storage temper-
ature when charging from 200 ◦C to 350 ◦C. Similar studies were
conducted for charging and discharging processes. The discharging
process can be found in Appendix B. While errors are inevitable due to
the neglection of temperature gradients inside the storage and coarse
temporal discretization, the new effectiveness model is able to predict
the thermal behavior of the storage with sufficient accuracy. Table 4
shows the error metrics of the verification case, which are below 2.2%.
A parity plot of the verification can be found in Appendix B. The TES
can be reasonably well modeled with the proposed approach, replacing
the need for a more complex model.

2.3.3. Fluid flow regulation
To ensure a constant heat supply for the steam generator a control-

lable HTF fluid bypass for the storage module is included, in which part
of the fluid flow is split off before entering the TES and rejoins the main
stream after circumventing the storage. The heat transferred to the
TES is controlled by the flow split. This additional degree of freedom
allows for a flexible operation of the TES. A bypass is implemented for
charging and discharging cycles (cf. Fig. 6).

2.4. Wind turbine model

The wind speeds at hub height are of crucial importance as an input
for a precise wind power prediction. The extrapolation of the wind
speed is based on the vertical wind profile, which is related to two
mathematical models, the logarithm and the power laws, cf. [56].

After extrapolating the wind speed to the corresponding hub height,
the power curve, a wind turbine specific function, determines the
generated wind power as a function of the wind speed. By using power
curves, the electrical power output can easily be predicted without
detailed knowledge of the operation and control of the turbine.

2.5. Data

For the present case study, we assume that the industrial process
is located in Hoyerswerda, Germany. For this scenario, measured wind
speeds can be taken from the German Weather Service [57], which has
a weather station at this location. Hoyerswerda is characterized by low
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Fig. 4. Storage temperature and HTF outlet temperature during the charging process.
The parameters involved in the verification simulation are shown in Table 3. The
discharge process also shows (see Appendix B) that the effectiveness model is well
suited.

average wind speed conditions, consequently a wind turbine designed
for low wind speeds (IEC IIIB) is chosen. More precisely, a model of a
Vestas V150 [58] wind turbine is used, which has a maximum capacity
of 4.2 MW and a hub height of 166 m.

To determine the generated wind power, the hourly wind speed
data is extrapolated using the power law [56]. According to the IEC
standards, all power curves are normalized to a reference density.
Therefore, the power output must be adapted to the corresponding hub
height using the barometric height formula [59]. However, we neglect
this here, as it has only a very small influence in this context.

For cost- or emission-optimized system operation, the electricity
price and the emission factor of electricity generation mix are required.
The electricity price and the individual electricity generation sources
are available in the public domain and are provided by the ENTSO-E
TP [7,60]. The CO2 grid emissions of the power generation mix are
derived from all individual emission factors and their share in power
production within the associated hour. Afterwards, their sum is divided
by the total electricity production. The respective emission factors are
taken from [61].

The conducted case study in Section 4 is based on the reference
week 27.07.2020–02.08.2020. This week was chosen due to its chang-
ing wind conditions, positive electricity prices and, at the same time,
realistic grid emissions of the power mix in the context of 2020. Fig. 5
shows the average grid emissions and electricity price of the selected
week 𝜇𝑟𝑒𝑓 ,𝑤𝑒𝑒𝑘 in the context of the hourly price and emission data of
2020 and the mean values 𝜇𝑦𝑒𝑎𝑟 for 2020.

3. Surrogate models and mathematical formulation

In this section, we explain how the proposed multi-component
system is transferred into an algebraic optimization problem in order
6

Fig. 5. The selected reference week 27.07.2020–02.08.2020 in the context of the 2020
grid data. The averaged hourly data of the electricity grid is indicated by the black
dots and the red star indicates the yearly average values within 2020. The yellow cross
represents the average value during the reference week.

to study its cost- and emission-optimal operation. To integrate the
Ebsilon simulation of the HTHP and the steam generator into the overall
optimization problem, in an algebraic form, analytical surrogate models
are created. Surrogate models mimic the input–output-behavior of the
system components. The created equations are then coupled with the
TES model, so that the mathematical optimization problem can finally
be formulated.

3.1. Surrogate models

Surrogate-based modeling approaches [62–64] are a popular tech-
nique to approximate the predictions of an underlying complex
simulation-based model as accurately as possible. In the present work,
these models consist of algebraic functions, which offer two main
advantages: First, such models help to avoid complicated software
couplings by replacing the Ebsilon simulation with a set of functions,
that can easily be implemented into the overall model in GAMS.
Additionally, they prevent the use of challenging simulation-based
optimization techniques [65].

In the technical implementation for creating the surrogate models
mentioned, we follow a classic and systematic procedure called design
of experiment (DOE) [66]. In general, the DOE process consists of three
main steps: determining the objectives and the independent variables
(input sample), planning the experimental design over the design space
and conducting the real-world experiment or simulations (output sam-
ple) at design points. Finally, we construct the surrogate models from
the created sample data and evaluate their coefficient of determination.

3.1.1. High temperature heat pump surrogate model
In general, a surrogate model describes how a chosen value depends

on a set of independent variables, refered to as factors. As for the
HTHP simulation, three objective values were chosen, namely: (i) the
consumed electrical power 𝑃HTHP, (ii) the outlet oil temperature 𝑇II
of the HTHX and (iii) the outlet air temperature 𝑇IV of LTHX. Both
outlet temperatures correspond to the secondary streams, transferring
heat from and to the HTHP’s primary cycle as shown in Fig. 2. The
chosen set of independent variables consists of four factors and remains
unchanged among all three objective values. It should be noted, the
inlet mass flow �̇�III of the LTHX is assumed to be constant and is thus
not considered as factor. Each factor is varied over five factor levels and
within a certain range enclosed by their respective lowest and highest
level. The Table 5 provides an overview of the factors and their factor
levels.

Subsequently, a full factorial design is chosen to create the three
surrogate models. The full factorial design requires simulations at all
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Table 5
The chosen factors, factor levels and boundaries. The factors of the
surrogate models are the following: inlet temperature 𝑇I and inlet mass
flow �̇�I of HTHX, inlet temperature 𝑇III of LTHX, rotational shaft speed
𝑁 .
Factors Factor levels

−1 −0.5 0 0.5 1

𝑇I [◦C] 177 195.25 213.5 231.75 250
𝑇III [◦C] 60 70 80 90 100
�̇�I [kg/s] 5 7.75 10.5 13.25 16
𝑁 [–] 0.8 0.9825 1.165 1.3475 1.53

Table 6
The three resulting surrogate models created to describe the HTHP’s
functionality. The surrogate models and their regression coefficients are
listed in the Appendix C.
Factors Polynomial degree 𝑅2

𝑃HTHP [kW] 2nd 99.9105
𝑇II [◦C] 3rd 99.9423
𝑇IV [◦C] 2nd 98.8331

possible factor level-combinations, which amounts to 54 = 625 simu-
lations. Based on the Ebsilon simulations of the HTHP, three surrogate
models are created.

There are various approaches for the construction of surrogate
models such as model types based on polynomial regression, Kriging,
radial basis functions or neural networks [63,67]. One of the most
commonly used technique are polynomial surrogate models, which
are computationally cheap to construct and are well-suited to low-
dimensional, nonlinear problems. For details on polynomial surrogate
models the reader is referred to text books, e.g. [68].

The model function from which the surrogate models are derived
consists of a 2nd or 3rd degree polynomial with the general form:

𝐹 (𝒙,𝜶) =
𝑑
∑

𝑖=0

𝑑−𝑖
∑

𝑗=0

𝑑−𝑖−𝑗
∑

𝑘=0

𝑑−𝑖−𝑗−𝑘
∑

𝑙=0
𝛼𝑖𝑗𝑘𝑙𝑥

𝑖
1𝑥

𝑗
2𝑥

𝑘
3𝑥

𝑙
4 (4)

with regression coefficients 𝜶 = 𝛼𝑖𝑗𝑘𝑙 and for which the variables 𝒙 =
(𝑥1, 𝑥2, 𝑥3, 𝑥4) correspond to the factors 𝒙 = (𝑇I, �̇�I, 𝑇III, 𝑁).

The decision whether terms in (4) are significant and therefore,
ave to be included in the respective surrogate model is made with
n analysis of variance (ANOVA). In general, each term describes the
nfluence one factor or a combination thereof has on the objective
alue. Statgraphics XIX [69] is used to conduct the ANOVA based on
he simulation results. The confidence interval is set to 95% and all
nsignificant terms (p-values ≥ 0.05) were removed from the respective
eneral function (4). Subsequently, regression coefficients were calcu-
ated by multi-linear-regression yielding the three surrogate models.
he coefficient of determination 𝑅2 served as a measure to describe
he quality of the fit. Among the three objective values, 𝑇II has a high
mpact on the transferred heat flow rates, consequently high 𝑅2 values
re a requirement. Therefore, a 3rd degree polynomial is chosen for 𝑇II
o increase 𝑅2 to ≥ 99.9%. As for 𝑃HTHP, the 2nd degree polynomial
lready fulfilled this requirement. Table 6 provides an overview over
he polynomial degrees and 𝑅2 values.

With all 𝑅2 values above 98.8%, the three surrogate models describe
ith high accuracy how the electrical power and the two outlet tem-
eratures of the HTF and the waste heat air stream depend on the four
perational parameters (cf. Table 6).

.1.2. Steam generator surrogate model
The energy balance in Eq. (5) serves as the basis for the derivation

f algebraic equations modeling the thermal performance of the steam
enerator:

out = 𝑇in − �̇� (5)
7

�̇�𝑐p,f
where: 𝑇out ∶ outlet HTF temperature in ◦C

𝑇in ∶ inlet HTF temperature in ◦C

�̇� ∶ HTF mass flow rate in kg∕s

𝑐p,f ∶ heat capacity of HTF

As described in Section 2.2, a data set of steady-state operating
points is calculated using Ebsilon. The resulting data set provides the
required input to estimate the function parameters of the following
equations:

𝑇out = 𝛼0 +
𝛼1
�̇�

(6)

𝑇in = 𝛽0 +
𝛽1
�̇�

(7)

using a least squares error method. The solution yields the following
coefficients:

𝑇out = 196.3 − 188.4
�̇�

(8)

𝑇in = 201.92 + 1819.32
�̇�

(9)

3.2. Mathematical formulation

To compute the optimal operation of the proposed system, a nonlin-
ear optimization problem has to be formulated based on the described
component models. Consequently, the optimization problem has to be
solved, which is formulated by three blocks: objective function, system
constraints and technical restrictions.

3.2.1. Objective function
This research focuses on single-objective optimization, more pre-

cisely on a cost- or emission-optimal operation. Therefore the aim is
to minimize the operating costs or indirect emissions related to the
consumed grid electricity.

The general objective function of the optimization problem can be
formulated over a continuous operating horizon [0, 𝑡𝑓 ] as follows:

𝐽 (𝑃grid) = ∫

𝑡𝑓

0
𝐶
(

𝑃grid(𝑡)
)

d𝑡 (10)

ere, 𝐽 represents either the operating costs or the CO2 emissions using
(

𝑃grid(𝑡)
)

= 𝑃grid(𝑡)𝑔pr,grid(𝑡) (11)
(

𝑃grid(𝑡)
)

= 𝑃grid(𝑡)𝑔em,grid(𝑡) (12)

here 𝑔pr,grid(𝑡) is the electricity price, 𝑔em,grid(𝑡) are the CO2 emissions
f the electricity grid and 𝑃grid(𝑡) is the electrical energy consumed from
he grid at time 𝑡. The input data 𝑔pr,grid(𝑡) and 𝑔em,grid(𝑡) are provided
y the ENTSO-E TP, cf. Section 2.5.

.2.2. System constraints
The objective function is subject to different constraints resulting

rom physical laws such as power and heat flow rate equations of
he system components and their interconnection, as illustrated in the
roposed structure in Fig. 6.

igh temperature heat pump. According to the proposed system struc-
ure, the power balance and outlet temperature equations, which de-
cribe the HTHP part-load behavior in detail, can be stated as follows:

𝐹HTHP
(

𝑇I(𝑡), �̇�I(𝑡), 𝑇III(𝑡), 𝑁(𝑡)
)

= 𝑃grid(𝑡) + 𝑃wt(𝑡) (13)

HTHX
(

𝑇I(𝑡), �̇�I(𝑡), 𝑇III(𝑡), 𝑁(𝑡)
)

= 𝑇II(𝑡) (14)

𝐹LTHX
(

𝑇I(𝑡), �̇�I(𝑡), 𝑇III(𝑡), 𝑁(𝑡)
)

= 𝑇IV(𝑡) (15)

here 𝐹HTHP, 𝐹HTHX and 𝐹LTHX represent the polynomial surrogate
models (4) for electrical power, outlet oil and air temperature, respec-
tively. As mentioned, selling the wind turbine power 𝑃wt to the grid
is not allowed. The balance Eq. (13) therefore implies that renewable

electricity that is not completely consumed by steam generation, within
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Fig. 6. Schematic flow diagram of the regenerative steam generation including HTHP, TES and steam generator. The HTHP and the steam generator are represented by a polynomial
surrogate model, while the TES is modeled by an effectiveness model, see Sections 3.1 and 2.3. A controllable fluid bypass 𝑥1 ∈ [0, 1] is used to control the heat supply to the
TES. Conversely, bypass 𝑥2 ∈ [0, 1] regulates the heat supplied by the HTHP depending on the thermal state 𝑇s of the TES. In addition, the solid and dashed lines indicate the
charging and discharging mode, respectively, in a simplified manner. In the proposed setup, charging and discharging at the same time is not allowed. For instance, in the charge
mode it is 𝑥1 ∈ [0, 1), 𝑥2 = 1, the discharge mode implies 𝑥2 ∈ [0, 1), 𝑥1 = 1.
the same time period, is forced into the storage by increasing the
temperature level of the HTHP.

It is assumed that the positive input power 𝑃grid possesses no specific
operational limits and is thus not restricted by lower and upper bounds.
In addition, 𝑃grid and 𝑇II, 𝑇IV are limited directly by the capacity of the
wind turbine and the selected factor set, respectively. It should also be
noted that the mass flow rates within the secondary hot side (cf. Fig. 6)
are equal, i.e. �̇�I = �̇�II.

Thermal energy storage. The model of the TES was introduced in Sec-
tion 2.3. The relation between the steady-state transferred heat rate �̇�f
and the storage temperature 𝑇s is defined by (3) without considering
thermal losses. More specifically, this relation represents an energy
balance, describing the change of storage temperature with regard to
the current operation of the storage.

d𝑇s(𝑡)
d𝑡

=
�̇�s,ch(𝑡) − �̇�s,dch(𝑡)

𝑚s𝑐p,s
(16)

The charge and discharge heat flow rate depend on the HTF mass
flow, the temperature level and the fluid flow splitting
(cf. Section 2.3.3). Consequently, both can be calculated using fluid
bypasses 𝑥1, 𝑥2 ∈ [0, 1] with

�̇�s,ch(𝑡) = �̇�II(𝑡)𝑐p,f
(

𝑇II(𝑡) − 𝑇1(𝑡)
)(

1 − 𝑥1(𝑡)
)

(17)

�̇�s,dch(𝑡) = �̇�I(𝑡)𝑐p,f
(

𝑇4(𝑡) − 𝑇3(𝑡)
)(

1 − 𝑥2(𝑡)
)

(18)

The heat transfer rate is inherently interpreted as positive and
negative when charging and discharging, respectively. Note, that the
temperature difference within (18) is modeled correctly, since the
mentioned negative relation is already built into (16).

The outlet temperatures 𝑇1 and 𝑇4 of the TES included in (17)–(18)
are determined by the introduced effectiveness model (2) and can be
found through

𝑇1(𝑡) = 𝑇II(𝑡) − 𝜖ch
(

𝑇II(𝑡) − 𝑇s(𝑡)
)

(19)

𝑇4(𝑡) = 𝑇3(𝑡) − 𝜖dch
(

𝑇3(𝑡) − 𝑇s(𝑡)
)

(20)

where 𝜖ch and 𝜖dch represents the constant charge and discharge effi-
ciencies.

As a technical constraint, we assume that simultaneous charging and
discharging of the TES is not possible. To ensure that the system does
not charge and discharge at the same time, the following constraint is
applied:

�̇�s,ch(𝑡)�̇�s,dch(𝑡) = 0 (21)

To avoid the complementarity constraint (21), additional binary
variables can be introduced, see e.g. [20], that interpret the on/off
mode of charging and discharging the TES. However, the resulting
mixed integer nonlinear optimization problem is much more chal-
lenging to solve numerically. For this reason we deal with (21) and
circumvent this difficulty from a computational point of view.
8

It should be mentioned that limits for the minimum and maximum
transferred heat rate exchange are neglected. Furthermore, limitations
on the TES capacity are naturally determined by the HTHX outlet and
inlet temperatures and the system structure itself.

Steam generator. In order to ensure a constant heat supply by fulfilling
the energy balance (5), the required thermal energy is supplied by
HTHP and TES in combination with the fluid flow regulation. There-
fore, the surrogate-based inlet temperature 𝑇2 of the steam generator
must satisfy:

𝑇2(𝑡) = 𝑇II(𝑡)𝑥1(𝑡) + 𝑇1(𝑡)
(

1 − 𝑥1(𝑡)
)

(22)

𝑇2(𝑡) = 201.92 + 1819.32
�̇�II(𝑡)

(23)

Conversely, the required HTHP’s thermal energy is controlled by

𝑇I(𝑡) = 𝑇3(𝑡)𝑥2(𝑡) + 𝑇4(𝑡)
(

1 − 𝑥2(𝑡)
)

(24)

𝑇3(𝑡) = 196.3 − 188.4
�̇�I(𝑡)

(25)

with the surrogate-based outlet temperature 𝑇3. Due to the system
structure, the temperatures 𝑇2 and 𝑇3 are naturally limited by a lower
and upper bound.

Overall, the proposed system structure can easily be understood
as follows: in idle mode it holds �̇�s,ch = �̇�s,dch = 0, 𝑥1 = 𝑥2 = 1,
𝑇2 = 𝑇II and 𝑇I = 𝑇3; in charging mode it follows �̇�s,ch > 0, �̇�s,dch = 0,
𝑥1 ∈ [0, 1), 𝑥2 = 1, 𝑇I = 𝑇3 and 𝑇2 = 𝑇II𝑥1 + 𝑇1(1 − 𝑥1); analogous for the
discharging mode.

3.2.3. Mathematical optimization problem
Finally, the optimization problem (10)–(24) is solved numerically.

The direct method is employed for the numerical solution, in which
the continuous version is reformulated into a discrete multi-period
nonlinear optimization problem by discretizing the time. In this setting,
the continuous time axis [0, 𝑡𝑓 ] is replaced by a discrete domain by 𝑛+1
uniformly spaced discrete time points with 𝛥𝑡 ∶= 𝑡𝑘 − 𝑡𝑘−1.

Consequently, the functions are only considered at the discrete
time points 𝑡𝑘, i.e. 𝑇 𝑘

I ∶= 𝑇I(𝑡𝑘) for 𝑘 = 1, 2,… , 𝑛. In between, the
functions are interpolated linearly. The charging/discharging behavior
in Eq. (16) is approximated by numerical differentiation as follows:

d𝑇s(𝑡𝑘)
d𝑡

≈
𝑇s(𝑡𝑘) − 𝑇s(𝑡𝑘−1)

𝑡𝑘 − 𝑡𝑘−1
=∶

𝑇 𝑘
s − 𝑇 𝑘−1

s
𝛥𝑡

(26)

In a similar manner, the objective function is discretized by numerical
integration and becomes

∫

𝑡𝑓

0
𝐶
(

𝑃grid(𝑡)
)

d𝑡 =
𝑛
∑

𝑘=1
𝐶
(

𝑃 𝑘
grid

)

𝛥𝑡 (27)

Combining everything, the complete optimization problem in discrete
setting for 𝑘 = 1, 2,… , 𝑛 takes the following form:

min 𝐽 (𝑃grid) =
𝑛
∑

𝐶
(

𝑃 𝑘
grid

)

𝛥𝑡 (28)

𝑘=1
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subject to Eqs. (13)–(15), (17), (18), (22)–(25) and

𝑇 𝑘
1 = 𝑇 𝑘

II − 𝜖ch
(

𝑇 𝑘
II − 𝑇 𝑘−1

s
)

(29)

𝑇 𝑘
4 = 𝑇 𝑘

3 − 𝜖dch
(

𝑇 𝑘
3 − 𝑇 𝑘−1

s
)

(30)

𝑇 𝑘
s = 𝑇 𝑘−1

s +
�̇�𝑘

s,ch−�̇�
𝑘
s,dch

𝑚s𝑐p,s
𝛥𝑡 (31)

�̇�𝑘
s,ch�̇�

𝑘
s,dch ≤ 𝛾 (32)

𝑇 0
s = 𝑇0 (33)

𝑇 𝑛
s = 𝑇 0

s (34)

he complete discretized optimization problem can be found in Ap-
endix D, cf. (38)–(53).

In the Eqs. (29) and (30), which refer to the discretized effectiveness
odel, the mean storage temperature of the previous period 𝑡𝑘−1 is
sed. For a correct setting, an initial storage temperature 𝑇0 must
e included. We define that the storage temperature at the end of
he operating period is equal to the temperature at the beginning,
.e. 𝑇 𝑛

s = 𝑇0 = 250 ◦C. Cyclic boundary conditions are often considered
n practice, e.g. [70]. The complementarity constraint (21) leads to
ifficulties both theoretically and numerically. Therefore, we apply a
ommon constraint relaxation strategy [71] by introducing a relaxation
arameter 0 < 𝛾 ≪ 1 in Eq. (32), which is numerically advisable.

.2.4. Optimization method
The optimization problem (38)–(53) is deterministic, nonlinear and

onconvex and can be solved in principle with any nonlinear pro-
ramming (NLP) solver. Based on its nonconvex solution subspace, the
roblem may have multiple feasible regions and locally optimal points
nd a unique global optimum cannot be guaranteed [72]. For numerical
olution of the underlying optimization problem using NLP solvers,
ocal and global deterministic optimization methods can be used. Local
ptimization algorithms compute a local optimum that is strongly
ependent on the selected starting point. Consequently, the choice of
starting point determines the convergence rate to a solution and to
hich optimum the algorithm converges. In addition, local methods

an perform poorly and even fail if starting points are unfavorably
hosen. However, there is a variety of very robust, reliable and highly
fficient solvers that are designed to solve large-scale NLP problems.
n contrast, global deterministic optimization methods attempt to find
he global solution, while ensuring theoretical constraint qualifications
ithin a desired tolerance and can offer a theoretical guarantee of

onvergence under certain convexity assumptions. Nevertheless, state-
f-the-art global optimization solvers, such as BARON [73], lead to
ntensive computational costs, for which the CPU time required to solve
hese problems (even for smooth problems) increases rapidly with the
umber of variables and constraints.

The case study presented in Section 4 considers a 168-h optimal
peration task that cannot be solved in a reasonable time using global
ptimization methods. In order to ensure a high qualitative numerical
olution, a local optimization algorithm is used in combination with

multi-start method. The latter means, that the local optimization
outine runs repeatedly from various different initialization points to
apture a large variety of locally optimal solutions, from which the
ne with the best objective value is then saved as the proposed global
olution. However, there is no guarantee in determining the global
inimum.

Let us mention that it is also possible to linearize the original non-
inear optimization problem using standard linearization techniques. In
his context, suitable linearization methods are to be applied to the bi-
inear terms (42)–(43), the trilinear terms (46)–(47) (transformed first
nto bilinear terms), the nonlinear terms (44)–(45) and the nonlinear
olynomial surrogate models (39)–(41). However, we do not explicitly
9

erform a linearization here.
Fig. 7. Decision flow chart of the problem-specific rule-based control strategy. The
decisions are divided in the three main operating modes: charge, discharge and idle.
Based on the current cost of electricity and consequently the state of charge, an
operating mode is selected.

3.3. Rule-based control strategy

In order to investigate the effects of optimal operation, a simple and
problem-specific rule-based control strategy is introduced to create a
comparable case, where the identical energy system is operated based
on momentary data (see Section 2). A rule-based control strategy is
an alternative to an optimization-based control. To be more precise,
while optimization-based approaches are formulated as optimization
problems, rule-based methods use decisions for the cost- or emission-
optimal operation that are made on the basis of previously defined rules
and regularities. In general, rule-based strategies are often used for the
operation of vehicles, production or other complex systems. However,
such problem-specific strategies are also used, when considering energy
systems, including energy storage technologies, see e.g. [74–76].

As shown in Fig. 7 charging and discharging rates are determined
by a series of if-else decisions, which consider the instantaneous input
of electricity costs, wind speed and storage temperature. Decisions are
based on threshold values to distinguish between charging, discharging
and idle state. Each state is set to predefined operating points and oil
mass flow. Additional adjustment routines for control parameters are
included to prevent violation of system boundaries (e.g. bypass values)
and use the available wind energy as feeding electricity to the grid
is not allowed. The use of such control strategies enables real-time
control, but information about future profiles for costs and availability
of renewable energy, which have a strong influence on low-cost or
low-emission operation, are not known and thus, not included in the
decisions.

In contrast, the optimizer is able to take the inputs of the entire time
period into account, to tune the control parameters for each time step,
as described in Section 3.2. The output of the control strategy is com-
pared to the results of the optimization-based control to demonstrate
differences in the operational strategy and to emphasize the effects of
optimization.

4. Results

In this section, we demonstrate and analyze the optimal operation
of the proposed multi-component system (cf. Fig. 1) as a potential
option for the electrification of high temperature process heat and
improvement of its performance. For this reason, we investigate the
interaction between the system, the external electricity and wind power

over a middle-term operation period. More precisely, the operation
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Fig. 8. Visualization of the results of the reference week while minimizing operating cost. (a): Electrical power mix consumption (𝑃wt and 𝑃grid are stacked to 𝑃HTHP) to operate
THP and the respective electricity price 𝑔pr,grid. (b): Transferred heat rates �̇�s,ch , �̇�s,dch and storage temperature 𝑇s of the TES.
n one week with 168 discrete time steps 𝛥𝑡 of an hour, i.e. 𝑛 =
68 and 𝛥𝑡 = 3600𝑠. The results obtained from the optimization
erve as benchmark solution for the development and evaluation of
nline optimization methods, which do not have access to data without
ncertainties of future prices and weather. The input data for the
ptimization are assumed to be known a priori. Thus, we conduct an
ffline optimization.

The underlying case study of the 168-h optimal operation task
as around 3000 decision variables as well as 2500 constraints and
s solved using the popular open-source NLP solver IPOPT [37,77]
ith 1000 randomly distributed starting points for which the best

ocal optimum is returned in the GAMS environment. Of course, other
lgebraic optimization modeling languages like the open-source Pyomo
ibrary are also easily applicable. Computations are performed with an
ntel(R) Core(TM) i7-8665U CPU, with an average CPU time less than
min per starting point.

Note that although the waste heat is considered as an independent
ariable in the surrogate models generated, we assume that this quan-
ity is constant. If not specified otherwise, the available waste heat is
ixed to 𝑇III = 75 ◦C and �̇�III = 5 𝑘𝑔

𝑠 .

4.1. Optimal operation of reference week

The case study outlined above and the resulting optimization prob-
lem were solved for the selected reference week with the given input
dataset. The formulated problem was optimized separately in order to
minimize either the operating costs or the carbon emissions, which are
represented by the introduced objectives (11) and (12), respectively.

Figs. 8 and 9 exemplary show characteristics of several quantities
of the cost-optimized operation throughout the selected week. The op-
timized mix of electrical energy sources and the corresponding overall
power consumption together with the electricity price profile is illus-
trated in Fig. 8(a). For the reference week, the HTHP consumed a total
of 535.67 MWh, while 218.34 MWh and 317.33 MWh were provided by
wind and grid power, respectively. As defined by the multi-component
system, the overall power consumption – represented by the dashed line
10
of the stacked graph – depends on the operation of the storage. Fig. 8(b)
visualized the state of charge in terms of the storage temperature 𝑇s and
the heat rates transferred to �̇�s,ch or from �̇�s,dch the TES. In addition,
the corresponding outlet air temperature 𝑇IV of the LTHX is shown in
Fig. 9.

The mix between the electrical power consumed (cf. Fig. 8(a)) from
the grid and the wind turbine depends mainly on three factors: the elec-
tricity price, the currently available wind power and the state of charge
of the TES. It is trivial that in an optimal operation, the available wind
power is always consumed first, as it can be used without incurring
any costs. In times of high prices, a large part of the required amount of
heat is provided by the TES, so that the HTHPs have to supply less heat
and thus additional costs for grid purchase are minimized. Conversely,
during periods of low prices and/or high wind power generation, the
TES is heated by the HTHPs to store energy, in which additional and
cheaper electrical grid power is usually purchased and used to operate
the HTHPs at higher temperature levels. In particular, a correlation
between lower electricity prices and times of high wind power can be
seen within the reference week. The simultaneous occurrence of high
wind power and low electricity prices presents a strong incentive to
operate the HTHP at maximum capacity and charge the TES.

Fig. 8(b) shows at hours e.g. 18, 46, 80, 94, 118, 140 and 167 that
the electricity price peaks can be successfully avoided by discharging
the TES. Compared to the charging process, the discharging process
occurs at high heat transfer rates and is thus performed faster. Con-
sequently, the storage temperature drops significantly. The magnitude
of charging and discharging rates is partly determined by the energy
systems configuration.

The charging rate is limited by the constraint, that the temperature
of the HTF 𝑇II has to be higher than the current storage temperature
𝑇s. If the temperature of the HTF is too close to the temperature of the
TES, the optimizer has to either increase the power supplied to the heat
pump and thus increase its thermal output, or if the HTHPs is at peak
load, it will reduce the HTF mass flow to reach higher temperatures at
the storage inlet 𝑇II. Furthermore, the charging rate is limited by the
constant heat demand of the steam generator.
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Fig. 9. HTHP electrical power consumption 𝑃HTHP and outlet air temperature 𝑇IV of the LTHX.
The discharge heat flow rate is higher, because it is not as con-
strained by the system. The discharging heat flow rate is only limited by
the minimum power consumption of the HTHPs, which is about 560 kW
electric and the maximum temperature difference between the inlet and
outlet of the storage.

A part of the optimization is to decide, whether it is economically
viable to buy additional electricity to charge the TES faster or to use
only the wind power. Charging the TES faster would imply buying
grid electricity and operating the HTHPs at higher load and thus less
efficiently.

It should also be mentioned that very short charge or discharge
cycles such as at hour 73, 75 and 104 are probably not achievable
in reality. Hoivik [51] operated a TES with cycle times of 5 or more
hours. The inertia of the components is not considered here, but can be
integrated into the optimization problem with additional constraints.

Moreover, the results indicate that the storage capacity appears to
be appropriate, due to the timescale in which the electricity prices peak.
The TES is able to provide enough heat to circumvent extended periods
of expensive grid power. The trade-off between the beneficial effect
of a larger TES and the related increase in investment cost has to be
investigated. A techno-economic analysis is not conducted in this paper
and is subject to future work.

As already emphasized, in addition to high temperature process
heat, process cooling is also generated by the Brayton process, illus-
trated in Fig. 9. According to the current state of the design, temper-
atures significantly below 0 ◦C can be reached on heat source exit.
Temperatures of approximately −13 ◦C and up to −42 ◦C are reached
in idle and charging mode. During discharging, the heat pump operates
at lower pressure ratios and thus lower temperature levels, so less waste
heat is absorbed at the heat source. Therefore, the outlet air tempera-
ture 𝑇IV can reach up to 66 ◦C in discharge mode. The utilization of
the cold temperatures at the LTHX outlet to cover industrial cooling
demand or to supply a cold storage will be addressed in future work.

Fig. 10 shows the comparison of the temporal process of the storage
temperatures 𝑇s,co and 𝑇s,em for a cost- and emission-optimized system,
respectively. Although the emission factor of the electricity generation
mix 𝑔em,grid represents a very similar overall trend to the electricity
price 𝑔pr,grid (cf. Fig. 8), significant differences in system operation can
be observed at certain time steps:

• In the first 24 h, emission factors are high and wind power is
low, so for emission-optimized operation the storage is discharged
immediately.

• In time period 96–120 h, charging and discharging is timed dif-
ferently to compensate for high emission factors and low wind
speeds.

• From 138 h to 168 h, emission minimization leads to slower dis-
charge and charge rates, as grid emissions are at a high level.

The similarities addressed are to be expected, since there is a strong
dependency on the wind turbine power, which is considered to be
11

emission and cost neutral. However, with the discussed study, it can be
Table 7
The objective value of the reference week obtained with and without
the use of the TES by minimizing operating costs [e], assuming
different constant waste heat levels 𝑇III.
𝑇III [◦C] With TES [e] Without TES [e]

60 12,245.44 13,521.59
75 11,835.42 13,169.85
90 11,453.97 12,823.1

Table 8
The objective value of the reference week obtained with and without
the use of the TES by minimizing CO2 emissions [t], assuming different
constant waste heat levels 𝑇III.
𝑇III [◦C] With TES [t] Without TES [t]

60 105.34 115.36
75 101.01 111.73
90 97.01 108.15

shown that both objectives should be considered for optimal operation
of future energy systems to select the best trade-off between costs
and emissions from a Pareto front. All calculated solutions and their
respective objective values for both optimization tasks can be found in
Appendix E.

Finally, Tables 7 and 8 present the objective values for cost- and
emission-optimized operation with and without the use of the TES
component at different heat source levels. Increasing the heat source
temperature has an inherently positive effect on both operating costs
and emissions. A higher heat source temperature leads to a lower
temperature lift and thus to a better COP. Subsequently, the same
amount of heat can be provided with lower power consumption. This
effect is directly reflected in the objective values by a reduction in
costs and emissions with and without TES of about 4% and 3%,
respectively, at a 15 ◦C higher source temperature. As expected, the
multi-component system with TES offers the advantage that excess
energy is stored when high wind power and/or low electricity prices
(emission factors) are available and is used to reduce the electricity
consumption at peak electricity prices (emission factors). Depending
on the temperature level of the waste heat, the operating costs without
TES are 13%–15% higher. Similarly, the emission-optimized operation
causes – also depending on the heat source temperature level – about 9
to 11% higher CO2 emissions if the system does not include a thermal
storage.

4.2. Optimized versus rule-based operation

By using a control of the system based on an offline optimized con-
trol, electricity prices and wind power can be taken into account over
the entire period, so that charging and discharging rates are optimally
set in terms of magnitude and time to save the maximum amount of
energy costs. To evaluate the performance of this approach, a simple
and problem-specific rule-based control strategy (cf. Section 3.3) is used

for comparison. In the following, the reference week is analyzed with
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Fig. 10. Visualization of the results of the reference week with regard to minimizing operating costs or CO2 emissions. The stored heat 𝑇s,co and 𝑇s,em associated to the optimization
problem of minimizing costs or emissions, respectively, is compared. In addition, the respective CO2 emission factor of power generation mix 𝑔em,grid is illustrated.
Fig. 11. Result of the reference week while minimizing operating cost between optimal and rule-based operation for 𝑇s. We note that the final storage temperature is not specified
at the end of the optimization period, as this aspect is not taken into account in the rule-based control strategy.
the proposed rule-based control scheme shown in Fig. 7. In doing so,
the result of the optimization-based control, which represents the most
efficient way to operate the energy system under the given boundary
conditions, is used as a benchmark.

As explained earlier, the simplified control strategy determines the
charging and discharging rates based only on the instantaneous input
data at time 𝑡. Fig. 11 shows the temporal course of the storage
temperature for both control schemes. It can be seen that the overall
trend in charging and discharging is similar for most of the week. The
amount of energy stored e.g. at hours 24, 48, 68 or 160 matches for
both strategies. But as expected, there are some significant differences:

• The discharging processes at hours 18, 30, 55, 78 and 138 de-
termined by the optimization are not reflected by the rule-based
operation.

• Opposite trends can be seen at the beginning of the week, as the
rule-based control strategy discharges the storage during the first
12 h.

• For decisions based only on momentary input, the TES is dis-
charged as soon as the energy costs fall below the threshold
value.

Exact knowledge about future prices and weather, as assumed in
the offline optimization, allows for significant reduction of operating
costs, as shown in Table 9. In contrast, the rule-based control strategy
deviates from the optimum by approximately 6.04%. However, the
solution can be computed in real-time as the simplified scheme is based
only on if-else statements.

One of the goals of future research is to apply methods that get as
close as possible to the optimal solution while maintaining real-time,
online capability.

4.3. Impact of seasonality on the weekly operation

Lastly, we compare different scenarios of available wind energy
and emission factors throughout the year. However, the optimization
problem of the 8784-h system operation for an entire year possesses
around 158000 variables and 140000 constraints, whereby the CPU
12
Table 9
Comparison of best objective value of the reference week obtained while
minimizing the operating costs between optimal operation and the
rule-based control strategy, assuming a constant waste heat 𝑇III = 75 ◦C.

Method Operating costs [e]

Optimal operation 11,673
Rule-based strategy 12,378

Relative difference 6.04%

time requires several days per starting point when using the IPOPT
solver. To circumvent the computational burden associated with em-
ploying a multi-start approach for an entire year featuring a substantial
number of starting points, this study aims to optimize individual weeks
within each month independently. The proposed methodology enables
the derivation of reliable estimates concerning both seasonality’s effects
and the savings by optimal operational for the entire year, without
compromising the dependability of the results by incorporating the
multi-start approach.

By summing the emissions and cost over the optimally operated
weeks of each month, a monthly value can be derived. In Table 10
the resulting values for emissions and cost can be found. Fig. 12
demonstrates the connection between the overall operating cost 𝑐sys,
the grid electricity price 𝑔pr,grid and the generated wind power 𝑃wt.
From February to May, the grid electricity prices are relatively low,
the wind power generation is considerably high and consequently the
overall operating cost are low. However, throughout June to September
rising grid electricity prices have a direct impact and lead to rising
operating cost.

A similar trend can be seen for the emission-optimized weeks in
Fig. 13. In times of low wind power generation and high grid emission
factors, the system consequently emits higher masses of CO2. As already
pointed out in Fig. 5, a correlation between higher grid electricity
prices and grid emission factor exists. Thus, the results for minimized
emissions and minimized operating cost behave similarly.
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Fig. 12. Results of the individually optimized weeks minimizing the operating cost. The monthly values represent the sum of the objective values of the individual weeks.
Furthermore, the electricity price 𝑔pr,grid and the wind power 𝑃wt are visualized.
Fig. 13. Results of the individually optimized weeks minimizing the CO2 emissions. The monthly values represent the sum of the objective values of the individual weeks.
Furthermore, the electricity price 𝑔em,grid and the wind power 𝑃wt are visualized.
Table 10
The objective values by minimizing operating cost and CO2 emissions on
a weekly basis. The monthly values represent the sum of the objective
values of the individual weeks.

Month Operating costs [e] CO2 emissions [t]

January 48,021.68 368.3
February 31,343.2 60.1
March 34,531.5 264.7
April 32,022.4 293.2
May 31,931.8 289.5
June 41,702.1 384.3
July 46,637 403.1
August 55,051.4 515.9
September 65,306.4 552.17
October 48,378.3 430.2
November 56,050.4 526.3
December 56,829.3 421.5

5. Conclusion

This study presents a detailed approach to model and optimize the
operation of a heat pump based power to heat system supported by a
TES and a wind turbine. By means of polynomial surrogate models, the
method takes part-load behavior of the components into account. Aim-
ing for optimal control, the large scale optimization problem is solved
with a multi-start IPOPT solver to minimize costs or emissions for a
13
time period of one week, to compensate fluctuating wind conditions
and variable electricity prices.

The results have shown that offline optimization-based operation,
assuming full knowledge of inputs over the entire analyzed period, is
able to exploit the benefits and avoid the drawbacks of time-dependent
fluctuations in availability of renewable energy, electricity prices and
the grid emissions. To put the results into context, a rule-based con-
trol strategy serves as a comparison case. The optimized operation
causes approximately 6% less operational costs. The results underline
the importance to gain knowledge over the time-dependent inputs as
accurately as possible.

Some aspects of operational optimization, such as dynamic be-
havior during load shifts and uncertainties in input data, have not
been considered. However, these limitations give inspiration for future
work. In real-world scenarios, the optimization problem is affected by
uncertainties in energy prices, emissions and weather forecasts. As a
consequence, the formulated conceptual problem would be inaccurate
and the system state will not evolve as predicted. To overcome this
problem robust optimization, stochastic optimization or a model pre-
dictive control framework can be applied. On this basis, two future
research topics are essential: the precise prediction of input variables
and time-efficient, global optimization methods.
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Appendix

Supplementary data on this article are given below.

Appendix A. High temperature heat pump model

Corresponding to the thermodynamic cycle shown in Fig. 2 based
on the HTHP used, the associated 𝑇 − 𝑠 diagram is shown in Fig. A.1.

Fig. A.1. Temperature-entropy diagram of the recuperated reverse Brayton cycle.

Appendix B. Thermal energy storage

Analogous to the verification of the charging process of the heat
storage module, the discharging process was simulated as shown in
Fig. B.1 with the effectiveness model and the parameters specified in
Table 3. The storage is cooled from an initial temperature of 350 ◦C
with an HTF temperature of 200 ◦C. Similar to Fig. 4, the characteristics
of the discharging process are correctly modeled while minor errors
occur.
14
Fig. B.1. Storage temperature and HTF outlet temperature during the discharging
process. The parameters involved in the verification simulation are shown in Table 3.

Furthermore, in addition to the Table 4 showing the error metrics
of the model, the parity plot for the TES model is presented in Fig. B.2.

Fig. B.2. Parity plot for temperature deviations between the effectivity model and the
Ebsilon reference simulation during charging (red) and discharging (blue). The black
line indicates values for no deviations.

Appendix C. Surrogate models

As mentioned in Section 3.1.1, a full factorial design based on 4
factors and 5 factor levels is used to create the surrogate models of the
HTHP.
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The generated polynomial surrogate models corresponding to the
electrical power 𝑃HTHP consumed, the outlet oil temperature 𝑇II of the
HTHX and the outlet air temperature 𝑇IV of LTHX are given by:

𝑃HTHP = 127.87 + 2.06342 ⋅ 𝑇I + 2.55723 ⋅ �̇�I + 0.756419 ⋅ 𝑇III

− 1164.84 ⋅𝑁 − 0.0168942 ⋅ 𝑇I ⋅ �̇�I

− 2.60579 ⋅ 𝑇I ⋅𝑁 − 0.540713 ⋅ �̇�2
I + 13.3204 ⋅ �̇�I ⋅𝑁

− 1.3829 ⋅ 𝑇III ⋅𝑁 + 1556.66 ⋅𝑁2 (35)
𝑇II = 95.9612 + 0.93433 ⋅ 𝑇I − 0.327753 ⋅ �̇�I + 0.0146542 ⋅ 𝑇III

− 271.354 ⋅𝑁 + 0.00104853 ⋅ 𝑇 2
I

+ 0.0211819 ⋅ 𝑇I ⋅ �̇�I − 0.706122 ⋅ 𝑇I ⋅𝑁 + 1.04924 ⋅ �̇�2
I

− 0.00388073 ⋅ �̇�I ⋅ 𝑇III − 29.4801 ⋅ �̇�I ⋅𝑁

+ 0.0595068 ⋅ 𝑇III ⋅𝑁 + 562.428 ⋅𝑁2

− 0.000716825 ⋅ 𝑇 2
I ⋅𝑁 − 0.00148575 ⋅ 𝑇I ⋅ �̇�

2
I

+ 0.0229386 ⋅ 𝑇I ⋅ �̇�I ⋅𝑁 + 0.203578 ⋅ 𝑇I ⋅𝑁
2

− 0.0405702 ⋅ �̇�3
I + 0.881391 ⋅ �̇�2

I ⋅𝑁

− 2.18172 ⋅ �̇�I ⋅𝑁
2 − 151.476 ⋅𝑁3 (36)

𝑇IV = 93.3958 − 0.00692483 ⋅ 𝑇I − 0.770173 ⋅ �̇�I + 1.30277 ⋅ 𝑇III

− 183.866 ⋅𝑁 + 0.00313225 ⋅ 𝑇I ⋅ �̇�I

+ 0.234082 ⋅ 𝑇I ⋅𝑁 + 0.106964 ⋅ �̇�2
I − 2.34999 ⋅ �̇�I ⋅𝑁

− 0.555879 ⋅ 𝑇III ⋅𝑁 + 30.2955 ⋅𝑁2 (37)

with a 2nd degree polynomial for (35) and (37) as well as a 3rd degree
polynomial for (36).

Appendix D. Optimization problem

For completeness, the full optimization problem in discrete setting
for 𝑘 = 1, 2,… , 𝑛 reads as follows:

min 𝐽 (𝑃grid) =
𝑛
∑

𝑘=1
𝐶
(

𝑃 𝑘
grid

)

𝛥𝑡 (38)

subject to:

𝑃 𝑘
grid + 𝑃 𝑘

wt = 3𝐹HTHP
(

𝑇 𝑘
I , �̇�

𝑘
I , 𝑇

𝑘
III, 𝑁

𝑘) (39)

𝑇 𝑘 = 𝐹
(

𝑇 𝑘, �̇�𝑘, 𝑇 𝑘 , 𝑁𝑘) (40)
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II HTHX I I III
𝑇 𝑘
IV = 𝐹LTHX

(

𝑇 𝑘
I , �̇�

𝑘
I , 𝑇

𝑘
III, 𝑁

𝑘) (41)

𝑇 𝑘
2 = 𝑇 𝑘

II𝑥
𝑘
1 + 𝑇 𝑘

1
(

1 − 𝑥𝑘1
)

(42)

𝑇 𝑘
I = 𝑇 𝑘

3 𝑥
𝑘
2 + 𝑇 𝑘

4
(

1 − 𝑥𝑘2
)

(43)

𝑇 𝑘
2 = 201.92 + 1819.32

3�̇�𝑘
II

(44)

𝑇 𝑘
3 = 196.3 − 188.4

3�̇�𝑘
I

(45)

�̇�𝑘
s,ch = 3�̇�𝑘

II𝑐p,f
(

𝑇 𝑘
II − 𝑇 𝑘

1
)(

1 − 𝑥𝑘1
)

(46)

�̇�𝑘
s,dch = 3�̇�𝑘

I 𝑐p,f
(

𝑇 𝑘
4 − 𝑇 𝑘

3
)(

1 − 𝑥𝑘2
)

(47)

𝑇 𝑘
1 = 𝑇 𝑘

II − 𝜖ch
(

𝑇 𝑘
II − 𝑇 𝑘−1

s
)

(48)

𝑇 𝑘
4 = 𝑇 𝑘

3 − 𝜖dch
(

𝑇 𝑘
3 − 𝑇 𝑘−1

s
)

(49)

𝑇 𝑘
s = 𝑇 𝑘−1

s +
�̇�𝑘

s,ch−�̇�
𝑘
s,dch

𝑚s𝑐p,s
𝛥𝑡 (50)

�̇�𝑘
s,ch�̇�

𝑘
s,dch ≤ 𝛾 (51)

𝑇 0
s = 𝑇0 (52)

𝑇 𝑛
s = 𝑇 0

s (53)

The proposed system is designed so that three HTHPs run in parallel
in order to keep their capacity on a moderate scale compared to
the pilot plant. This is taken into account in (39) and (44)–(47) by
multiplication with the factor 3. Eq. (39) represents three times the
amount of electrical power 𝑃HTHP consumed, since the surrogate model
is derived on the basis of a single HTHP. Furthermore, Eqs. (44)–(47)
reflect that the mass flows merge on the hot outlet side of the HTHPs
in the secondary cycle.

Appendix E. Objective values for all initialization points

As described in Section 3.2.4, a large set of initialization points
have been used to determine an optimum. All local solutions and
their respective objective values according to the reference week (cf.
Section 4.1) are shown in Fig. E.1. It can be seen that the cost-optimized
operation does not simultaneously minimize the corresponding emis-
sions and vice versa. Therefore, multi-objective optimization should
be employed in future work to optimize both objectives at the same
time.
Fig. E.1. Visualization of all objective values, obtained with the IPOPT multi-start approach with 1000 randomly distributed starting points. (Left): Solutions based on cost-optimized
operation and corresponding CO2 emissions. (Right): Solutions based on emission-optimized operation and corresponding operating costs. The objective values of the best cost-
and emission-optimized operation can be found in Tables 7 and 8.
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