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Abstract— Terrain Segmentation information is crucial input
for current and future planetary robotic missions. Labeling
training data for terrain segmentation is a difficult task and can
often cause semantic ambiguity. As a result, large portion of
an image usually remains unlabeled. Therefore, it is difficult
to evaluate network performance on such regions. Worse is the
problem of using such a network for inference, since the quality
of predictions cannot be guaranteed if trained with a standard
semantic segmentation network. This can be very dangerous
for real autonomous robotic missions since the network could
predict any of the classes in a particular region, and the robot
does not know how much of the prediction to trust. To overcome
this issue, we investigate the benefits of uncertainty estimation
for terrain segmentation. Knowing how certain the network is
about its prediction is an important element for a robust au-
tonomous navigation. In this paper, we present neural networks,
which not only give a terrain segmentation prediction, but also
an uncertainty estimation. We compare the different methods
on the publicly released real world Mars data from the MSL
mission.
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1. INTRODUCTION
Robotic systems are more important than ever for explor-
ing the extraterrestrial planetary surfaces. Equipped with
scientific instruments, robots can help scientists understand
the origins of the solar system in places that are currently
inaccessible for humans. In recent decades, planetary robots
have become more autonomous with every iteration. The
most advanced system regarding the level of autonomy is
arguably NASA’s Mars helicopter, Ingenuity [1]. On the
mission, it is not possible to directly control Ingenuity by a
human operator and it has to perform most of its tasks by
itself. The level of autonomy will only increase in future
planetary exploration missions, particularly if entire robotic
teams will be deployed as some researchers envision [2]. In
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Figure 1. Example image of Mars. From left to right:
raw sensor image, network prediction, and uncertainty

prediciton.

order to increase autonomy, the robots would need to perceive
and interpret their environments better than ever before.

Semantic information about the environment is crucial input
for future planetary robotic missions. Of particular interest is
the semantic information about the underlying terrain, which
can support in the traversability analysis of the terrains and
plan safe robotic paths, or discover scientifically interesting
locations. Gathering information about the terrain from a
distance is important for the safety of the robot. There-
fore, classifying terrains with perception sensors is of high
relevance. Based on the output of the perceptual terrain
classification, a decision can be made on which terrain the
robot can traverse or should avoid. The classification result
can also help to improve the estimation of slip parameters.

Although deep neural networks have shown impressive re-
sults on the task of semantic segmentation, the task for terrain
segmentation in the planetary context remains challenging.
One reason is the lack of real-world data as the amount
of collected data from extraterrestrial bodies is low. Even
with the collected data, most of it is not annotated by any
expert. Additionally, annotating the data based on predefined
semantic classes is difficult in the unstructured environment
in which they were collected. It is quite common to have
label ambiguity in the data, meaning that it is not always
clear if a pixel belongs to one class or another. This leads to
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many images having large regions which are unlabeled. Last
but not least, since space exploration is about making new
discoveries, it is likely to be confronted with terrain classes
that were not presented in the training dataset. These points
and many more render terrain segmentation of the planetary
environment difficult.

Since the safety of the robot is important for a mission, it is
not enough to just predict whether a terrain is traversable or
not. It is equally important to know how certain the method
is about its prediction. If the robot predicts a terrain falsely
as traversable, it can have problems traversing efficiently
or might even get stuck, putting the entire mission at risk.
For a robotic team, a wrong prediction can mean that team
members are led to a wrong direction or to a point of interest
that does not contain any scientifically relevant information.

Having an uncertainty map in addition to the classification
result can provide the robot or scientist with an estimate on
how reliable the predictions are, which can lead to better deci-
sions. This work addresses the important topic of measuring
uncertainty for terrain segmentation networks.

2. RELATED WORK
In literature, one can find several works on terrain segmen-
tation within the planetary context. A common approach is
the pixel-wise classification by a Support Vector Machine
(SVM). Shang and Barnes [3] apply a Fuzzy-rough feature
selection followed by a SVM that assigns one out of nine
terrain categories to each pixel. In [4], an Ant Colony
Optimization based feature generation is used. Given the
feature vector per pixel, a SVM is run with seven terrain
classes.

While these methods operate in a two-stage manner, one can
also apply end-to-end learning approaches. SPOC proposed
by [5] is a terrain segmentation approach based on a fully-
convolutional network. It is evaluated on data collected by a
Mars rover and a Mars orbiter. Unfortunately, the data used
by SPOC, as well as the network itself, is not open source,
which makes it difficult to be compared to other methods. The
authors of the AI4Mars dataset [6] apply a neural network on
their collected dataset, which show a high performance on the
labeled regions. The neural network in [7] uses a contrastive
loss in order to learn the semantic classes. The authors train
with data from AI4Mars and show that the amount of data
needed for training is significantly less than the original one
promoted in the dataset paper. To make use of the unlabeled
regions, [8] proposes a self-learning approach. The authors
also address the use of the prediction uncertainty in order
to retrain the network. Although all of the above terrain
segmentation approaches on Mars show promising results on
the annotated regions, they do not show any results on the
unlabeled regions. Since these areas make up a good portion
of the image, it is important to also have some information
about them for prediction purposes.

In literature, exhaustive research addresses the issues of es-
timating the prediction quality of a neural network, which
is still an activate field of research. The direct calculation
of the posterior of a prediction is intractable, which leads to
various approximation approaches. One method to approx-
imate the posterior distribution is to train the same network
with different initial weights to form an ensemble[9]. During
inference, the slightly differing predictions of all ensemble
members due to other local optima being reached, are fused

for the final prediction. Another form of creating an en-
semble is to apply the Dropout technique. This technique,
originally proposed in[10] as a regularization mechanism, can
be used during inference to obtain an estimate of the pre-
diction uncertainty[11]. An adapted version of the classical
Dropout technique is proposed by [12], where the dropout
hyper-parameter is directly learned. The advantages of this
approach is its simplicity. However, it comes with the price
that the inference procedure has to be done multiple times.
Nevertheless, many works apply Dropout in the context of
semantic segmentation [13][14]. In [14] the authors describe
additional methods to derive uncertainty relevant for semantic
segmentation, e.g. Laplace Approximation.

The term uncertainty can be further divided into model and
data uncertainty. While the first represents the uncertainty
of the model, which can, in principle, be decreased with
more data, the other is expressing the uncertainty of the data
itself. High uncertainty values can have various reasons. A
major cause, especially in real-world scenarios, are samples
that are out of the learned distribution during training. The
detection of such cases is often referred to as novelty or
anomaly detection, open-set prediction, or out-of-distribution
detection. This ability is crucial for the task of outdoor terrain
segmentation in unknown extraterrestrial environments. In
this context, we are faced with semantic classes that were
never seen before and thus, not part of our training data. As
the ability of future space rovers to autonomously navigate
is partially based on semantic information, the detection of
unknown terrains is critical. Before a rover traverses novel
terrain, it should communicate with operators on the ground.
Furthermore, detecting areas with an unknown semantic class
can also be interesting from a scientific point of view. One
possible method to detect such samples is to introduce a
separate network head, which predicts novel samples. The
method shown in [15] uses a contrastive learning approach
in order to detect anomalous samples. Hermann et al. [16]
evaluate the final logits before the softmax layer to detect
anomalies.

A major challenge for learning-based terrain segmentation
methods in general is the limited amount of high-quality
data. The amount of data is limited to the number of space
missions executed in the past. For planetary environments,
the focus was mainly on the planet Mars. However, despite
multiple successful missions to the red planet over the past
decades, it only represents a small fraction of celestial objects
out there in the universe. Furthermore, most of the datasets
normally lack required annotations due to enormous effort or
ambiguous areas. One of the datasets collected by a Martian
rover on Mars is AI4Mars [6]. Another dataset recorded by
Curiosity is presented in [8]. While both datasets contain
annotations, they differ in the labeled semantic classes as
well as the used camera. Since collecting data from other
planets and moons is not easily accesible, another option is to
collect data from Earth in so-called analogue environments,
which are similar to the ones found on other solar bodies [17].
The authors in [18] recorded data in Morocco, which features
Mars-like environments. However, the data is not annotated
and thus, cannot be directly used in a supervised learning
scheme. Recently, several works address the labeled data
bottleneck by training their networks only with synthetic data.
Simulators based on modern graphic engines, such as [19],
enable the generation of almost realistic data, which can be
used for training neural networks. In [20], the blender based
simulator OAISYS is presented. It synthesizes unstructured
outdoor environments with a focus on planetary environ-
ments. Although simulators can help to overcome the data
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shortage, they tend to introduce a new problem. The so-called
sim-to-real gap defines the distribution difference between the
simulated training and the real-world test data, which leads
to low performance values. However, that simulators can be
successfully used also for planetary applications is already
shown among others in [20] and [21].

3. DATASETS
For this paper, we make use of the AI4Mars dataset [6].
The dataset contains data from the Mars Science Laboratory
(MSL) mission, more precisely the Mars rover Curiosity.
The data was captured by the NAVCAM [22], a grayscale
camera. The dataset contains of about 16k training and 943
test images. It distinguishes between four semantic classes:
sand, soil, bed rock and big rock. All regions, which are do
not bleong to these semantic classes, or where the human
annotators were unsure, are labeled as unlabeled. Also,
regions which are further away than 30 meters from the rover
and the rover itself are annotated as unlabeled as well. Due to
semantic label ambiguity, the dataset contains large amounts
of areas, which are not labeled as a known class. Figure 2
shows example images from the dataset.

Figure 2. Example raw images and corresponding labels
from AI4Mars dataset. The different colors represent the

following semantic classes: green:soil; blue: bedrock;
yellow: sand; cyan: big rock; red: unlabeled.

4. TERRAIN SEGMENTATION WITH
UNCERTAINTY PREDICTION

In the following, we describe the three methods, which we
use to obtain an uncertainty measure of our network. For
all networks, we use the same DeepLabv3 backbone net-
work [23], which only differs with respect to the specific
technique used for obtaining the uncertainty measure. The
DeepLabv3 network has proven to be capable for semantic
segmentation tasks and belongs to one of the state of the art
networks in its field.

Deterministic Approach

The most straight-forward way to obtain an uncertainty mea-
sure from the used network is to make use of the classification
layer. Most networks will have a softmax layer at the very
end, which contains the information about the prediction
certainty. This method is often called deterministic approach,
since it does not rely on any sampling. The advantage of
this method is that the network does not have to be retrained
in order to get this measure. The disadvantage, however,
is that the outcome usually gives a rather poor estimate of
the uncertainty prediction, which is typically surpassed by
any other method which tries to approximate the posterior
distribution. Nevertheless, due to its simplicity and the
advantage that it is directly available for most networks, it
is often used. Therefore, we include it in our evaluation as
baseline. Figure 3 illustrates the schematic architecture of
this method.

Figure 3. Illustration of the deterministic approach: The
image is fed into the encoder stage of the segmentation
network. The encoder is downsampling the image and

pulling the semantic information from it, until it reaches
the bottleneck (after the third layer in this example).

After this, the semantic data is sent to the decoder part of
the network, which is retaining the spatial information of

the image. As the last layer, the network has a softmax
layer (here in orange), which gives each pixel a class

prediction and uncertainty value.

Entropy with Dropouts

Another option to get an uncertainty measure for the network
prediction is the use of dropouts [24]. Dropouts activate and
deactivate connections of a neural network randomly. With
that, dropouts are an effective methods to help regularizing
a neural network in the training phase. They force the
neural network to distribute learning over the entire network,
which makes it more robust and also helps it to generalize
better. However, they have also been shown to be useful
during inference for estimating the prediction uncertainty of
a network. For estimating the uncertainty with dropouts, the
dropouts are active in the training phase as well as in the
inference phase. Instead of only once, the image sample
is passed multiple times through the neural network to get
multiple predictions. One can then calculate the predictive
entropy as well as the mutual information in order to get a
measure of the underlying uncertainty. Eq. (1) is used to
calculate the predictive entropy according to [13].

Ĥ[y|x,Dtrain]] =

−
∑
c

( 1

T

∑
p(y = c|x, ŵt)

)
log
( 1

T

∑
p(y = c|x, ŵt)

)
(1)
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Eq. (2) represents the formula for the mutual information
according to [13].

Î[y, w|x,Dtrain]] = Ĥ[y|x,Dtrain]]

+
∑
c,t

1

T

∑
p(y = c|x, ŵt) log p(y = c|x, ŵt)

(2)

According to [13], predictive entropy represents the predic-
tive uncertainty and the mutual information the epistemic
uncertainty. The epistemic uncertainty is a measure for the
model uncertainty, whereas the predictive uncertainty is a
combination of epistemic and aleatoric uncertainty. The
aleatoric uncertainty represents the data uncertainty. Figure 4
illustrates the schematic architecture of a semantic segmenta-
tion network with dropouts.

Figure 4. Uncertainty with dropouts: Instead of passing
the sample only once trough the network as illustrated in
Figure 3, the sample is passed multiple times. For each

pass, the predictive output will be slightly different. The
uncertainty of the prediction can be calculated using the

predictive entropy and mutual information.

Contrastive Loss

When applying a contrastive loss, the semantic classes are
viewed as clusters in an embedding space. The aim of
the loss is to group samples as close as possible together,
which belong to the same semantic class and repel samples,
which are not. The method presented in [15] represents
such an approach. Such a framework is particular suitable
for detecting out-of-distribution samples. If a sample is
far away from all other clusters, then it can be argued that
it does not belong to any of the learned clusters and the
sample can be assigned as out-of-distribution (ood) sample.
The same principle can be used to measure how certain the
network is about its prediction. The authors of [15] derived
an uncertainty measure calculated from the embedding space,
which we use for the task of terrain segmentation. However,
we cannot use the proposed loss directly since it does not deal
with unlabeled regions. The loss proposed by [15] comprises
of two parts: discriminative cross entropy and variance loss.
In order to use this loss, we have to mask out the areas which
are unlabeled. Otherwise, the network would learn to directly
group and move the unlabeled regions in the origin of the
embbedding space. By doing so, the network would directly
learn the unlabeled regions as another class. To prevent this,
we mask the unlabeled areas and do not use them for the loss.

In order to get an uncertainty measure from this method,
the authors of [15] propose an anomalous probability, which
again comprises of two parts: metric-based maximum soft-
max probability and Euclidean distance sum.

Figure 5 illustrates the schematic architecture of a semantic
segmentation network with contrastive loss.

Figure 5. Uncertainty with semantic loss: The outcome
of this network is a vector in an embedding space.

Depending on the location of the sample in the
embedding space, the sample either belongs to one of the
known classes or is considered as an anomalous sample.

Due to the loss, the anomalous samples will be more
likely group around the origin of the embedding space.

Note, that they should do so without having direclty
learned the unlabeled regions.

5. EXPERIMENTS
We first evaluate the accuracy of the different presented
approaches. Here we are mainly concerned about the mean
Intersection over Unit (IoU) per class. In another experiment
we then compare the confidence prediction of the networks.
Last but not least, we have a qualitative look at the out of
distribution detection capability of the different approaches.

Prediction Accuracy

In this experiment, we evaluated how accurate the mentioned
method can predict the known semantic classes. For that, we
run the networks on the AI4Mars test data and apply the well
known IoU metric. The IoU does not take regions, which are
unlabeled, into consideration. Table 1 lists the class specific
IoUs for each method. The overall IoU for ’deterministic’,
’dropout’, ’contrastive’ are respectively: 0.80475, 0.81053,
0.77439. It can be seen that all approaches have a relative
high overall IoU. As reported before by other researchers [6],
the IoU for the class Big Rock is the weakest. This is due
to an unbalancing in the dataset, which we tried to reduce
with class weightings. However, it is also due to the fact
that the dataset having many images, where big rocks are
very similar to the class bedrock. Therefore, the networks
sometimes predict bedrock instead of big rock. That might
also be the reason why potential big rocks are often unlabeled
in the training and test images, since the human labelers
did not agree on the same semantic class. To increase the
performance in such areas, the use of the depth map might be
helpful as well as the prediction over multiple image frames.
Interestingly, the overall IoU is the highest when applying
dropouts. Since dropouts can also be used as regularization
during training, it might have had a positive effect as well.

Table 1. IoU per semantic class
Model Soil Bedrock Sand Big Rock

Deterministic 0.9352 0.8093 0.8696 0.6047
Dropout 0.9404 0.9285 0.8910 0.4820

Contrastive 0.9365 0.8925 0.8624 0.4060

Uncertainty Prediction

The network is supposed to be accurate if it is certain about
its prediction, whereas the network shall be uncertain in cases
where its predictions are inaccurate. The PAvPU metric [13]
is a metric to measure exactly this behavior.
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Figure 6. Example of the masked PAvPU metric. The
matrices from left to right represent the ground truth

labels, predictions and uncertainty map. The red pixels
in the labeled map are unlabeled entries. The window

size in the example is set to 2.

Since the PAvPU is not taking unlabeled regions in an image
into account, we cannot directly apply it in our case. There-
fore, we propose a masked version of the PAvPU metric. In
each window, only the regions are taken into account, which
have valid labels. If all regions in a window are unlabeled,
the values for the accuracy map and uncertainty map are set
to -1 and not further taken into account. Figure 6 illustrates
an example of the masked PAvPU metric.

Figure 7 shows the PAvPU curve for the three evaluated
methods. A window size of 2 was chosen.

It can be seen that the dropout approach provides the best per-
formance. Both the dropout and contrastive method surpass
the deterministic approach. The dropout method performs
better than the contrastive approach. One of the reasons might
be that the contrastive training and uncertainty map are more
tailored towards recognizing anomalous samples, meaning
samples that are not included in the training set.

Figure 7. The PAvPU curve for the three methods.

Out-of-distribution Prediction

As mentioned before, neither the IoU, nor the PAvPU tells
anything about the performance of the network in the unla-
beled regions. However, the prediction of such regions are
often most crucial in practice. They either represent areas,
where even the human experts were not able to assign a
class, or areas which are transition from one label to the
other. These areas can therefore be very dangerous for the
robot, since a network might predict the unlabeled regions
as traversable, although it is not. Looking at the predictions
in the unlabeled regions of the images, Figure 8, it becomes
clear that the predictions of the network looks almost arbi-
trary. As a result, it is of great value if a network can detect
areas, which are not part of the training dataset. This task
is known as out-of-distribution task. In this experiment, we
have a qualitative look at the out-of-distribution detection
capabilities of the different approaches.

Prediction results with the corresponding semantic and un-
certainty maps can be seen for ’deterministic’, ’dropout’, and
’contrastive’ respectively in Figures 8, 9, and 10. As can be
seen, all methods have usually a higher uncertainty in regions
where they have false predictions and a low uncertainty if
the prediction is correct. This shows that it is of advantage
to calculate any of the uncertainty maps for an actual robotic
mission. If a terrain region is unlabeled, the networks do their
best to predict any of the known classes. In areas, which
are out-of-distribution, like the robot class or the sky, the
performance is quite different. For the sky class, the networks
usually predict either sand or soil. This makes sense, since the
homogeneous texture of the sky is mainly represented by such
classes. However, it can be seen that the quality of uncertainty
prediction for the sky is quite different. In the first image,
the deterministic method is certain about its soil prediction.
The same applies for the dropout method, which in general
seems to be more responsive to the borders of two semantic
classes instead of entire areas. Only the contrastive method
shows high uncertainty values for the sky. Similar result can
be seen for the unknown class of the robot in image 6. Both
the deterministic and dropout method do not capture this out-
of-distribution area well. Instead, the contrastive method is
doing a much better prediction of the unknown area. From
these examples it can be seen that the contrastive method is
able to better detect out-of-distribution areas than the other
two methods.

6. CONCLUSION
In the publication, we demonstrated the necessity of uncer-
tainty estimation accompanied with the terrain segmentation
prediction for space rovers. We showed in this publications
several methods how to obtain such an uncertainty measure
and compared the different methods with each other. In
future work, it will be interesting to see how to further use
the uncertainty maps for other tasks as well. One of such
tasks might be to use it for pseudo labeles as some researchers
have already proposed, or to use it for perception aware path
planning and mapping.
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Figure 8. Qualitative results from the deterministic
method. Left to right: raw image, ground truth,

prediction, and uncertainty map. [color code: the
brighter the more uncertain]
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