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Abstract—The collection and analysis of extra-terrestrial matter
are two of the main motivations for space exploration missions.
Due to the inherent risks for participating astronauts during
space missions, autonomous robotic systems are often consid-
ered as a promising alternative. In recent years, many (in-
ter)national space missions containing rovers to explore celestial
bodies have been launched. Hereby, the communication delay as
well as limited bandwidth creates a need for highly self-governed
agents that require only infrequent interaction with scientists at
a ground station. Such a setting is explored in the ARCHES mis-
sion, which seeks to investigate different means of collaboration
between scientists and autonomous robots in extra-terrestrial
environments. The analogue mission focuses a team of hetero-
geneous agents (two Lightweight Rover Units and ARDEA, a
drone), which together perform various complex tasks under
strict communication constraints. In this paper, we highlight
three of these tasks that were successfully demonstrated during
a one-month test mission on Mt. Etna in Sicily, Italy, which was
chosen due to its similarity to the Moon in terms of geological
structure. All three tasks have in common, that they leverage an
instance segmentation approach deployed on the rovers to detect
rocks within camera imagery. The first application is a map-
ping scheme that incorporates semantically detected rocks into
its environment model to safely navigate to points of interest.
Secondly, we present a method for the collection and extraction
of in-situ samples with a rover, which uses rock detection to
localize relevant candidates to grasp. For the third task, we
show the usefulness of stone segmentation to autonomously
conduct a spectrometer measurement experiment. We perform
a throughout analysis of the presented methods and evaluate our
experimental results. The demonstrations on Mt. Etna show
that our approaches are well suited for navigation, geological
analysis, and sample extraction tasks within autonomous robotic
extra-terrestrial missions.
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Figure 1: Our INSTR based rock segmentation approach
was robustly run during the final demo mission of

ARCHES. It was an important module in three mission
critical applications: semantic mapping, in-situ LIBS

analyses, and sample collection.

1. INTRODUCTION
Rocks are one of the major features present on the surfaces
of celestial bodies that future space missions plan to explore
(e.g., Mars or Moon). Besides being the principal impedi-
ments for rover traversal and having the potential to endanger
rover safety, they can be important objects for both engineer-
ing and scientific activities. Firstly, the study of planetary
geology can benefit greatly from the abundant information
that rocks have to offer. The shape of rocks found on these
celestial bodies provide valuable information about climate
and erosion [1], [2]. Furthermore, as stated by Gor et al. [2],
detected rocks can help with image compression and data
priority as it is relayed to the Earth’s control center [3], [4].
The locations and distributions of rocks also help for other
autonomous capabilities such as site characterization[5] or
target selection [6].

Considering the limited bandwidth, an on-board image anal-
ysis module is important for future space rover missions [7].
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Further, the rising task complexity and operation distance of
space missions, in combination with communication delays,
requires modules to support rover autonomy in unknown,
extra-terrestrial environments.

In this work, we present a rock segmentation module based on
Instance Stereo Transformer (INSTR) [8], which is deployed
on a NVIDIA Jetson TX2 on each of our two Lightweight
Rover Units (LRUs). The detection of rocks is an especially
challenging task, due to the lack of a regular morphology
regarding shape and size. Furthermore, rocks share important
features, such as color and texture, with the surfaces they are
on (e.g., gravel, soil), which makes them more difficult to
detect. Thus, additional modalities such as depth sensing can
help to obtain a more robust performance. The authors in [9]
state, that 3D point clouds or range data are complementary
cues about image intensity. To this end, we employ INSTR,
which implicitly fuses RGB and disparity features without the
necessity of high-quality depth data. In comparison to off-
the-shelf solutions which have to be fine-tuned for a specific
task (e.g. Mask-RCNN [10]), INSTR does not require any
additional training data which makes it interesting in the
planetary context given the scarce annotated training data.
Additionally, the method showed empirically more robust
results during our preliminary lab tests, and, importantly, also
for the real mission demonstration - the latter being evaluated
in Section 6.

We further present how the rock information is used in three
crucial robotic applications for rover-based exploration of
celestial bodies (see Figure 1). In the first application, we
show that information about rock locations in the environ-
ment can be incorporated into the mapping process and used
for navigation. In combination with the geometrical detection
of non-traversable areas, this information enhances the safety
of autonomous exploration and is a first step towards semantic
navigation. Secondly, we highlight the important role of
rock segmentation in the sample analysis. Thereby, one
LRU, which is equipped with a robot arm, attaches a Laser
Induced Breakdown Spectroscopy (LIBS) device that can be
pointed towards rocks of interest to preform spectroscopic
measurements 1. This is an established technique to analyze
the elemental composition of rocks on Mars [12]. Thirdly, we
present the task of sample collection, which is of particularly
high interest given concurrent endeavours, like the Mars
Sample Return Mission [1]. Considering known problems
for space exploration robots, such as sporadic communica-
tion and missing data transmission, a skill to autonomously
sample rock or soil is important. Based on detected rock
instances, the LRU equipped with the robot arm is able to
fully autonomously collect rocks or soil within the current
scene.

In both the present and the future, space exploration activities
heavily rely on mobile robotics. Aside from the actual
development of the robotic systems, main challenges of these
missions are the various ways of commanding those systems,
using technologies ranging from teleoperation with human
in the loop [13], through shared autonomy [14], to highly
autonomous systems [15]. With lunar-analogue missions as
here in the context of the Autonomous Robotic Networks
to Help Modern Societies (ARCHES) project [16], [17], we
want to give an outlook on future space exploration possibili-
ties. Over the next decade, there will be a greater global com-
mitment to lunar exploration, with humans returning to the lu-

1In this work we highlight only those parts of the method that are relevant
from a perception standpoint. The complete approach is presented in [11]

nar surface, the ISS station reaching the end of its life, and its
successor, the Lunar Gateway, being established in lunar orbit
to pave the way for manned Mars exploration missions after
2030. Hence, the ARCHES demonstration missions serve to
test and validate scientifically relevant mission scenarios; in
particular, the validation and collection of valuable insights
into our hard- and software developments for the use of robots
in such challenging extraterrestrial environments is a central
element. Based on the gathered experience and results, we
aim to improve the modules’ robustness, enabling their usage
in future space missions. As an example, navigation compo-
nents tested in the last analogue mission within the context
of the predecessor project Robotic Exploration for extreme
environments (ROBEX) [15] are now deployed in the Martian
Moons eXploration (MMX), the first robotic space mission to
return samples from Mars’ largest moon Phobos [18].

Within the ARCHES project key challenges regarding the
cooperative task-execution of heterogeneous robotic teams
are the focus and current research. The agents autonomously
collaborate to explore, collect and analyze samples, as well
as deploy infrastructure and scientific instrumentations on the
planetary surface. The applied methods and technologies will
be relevant for robotic support and operation of permanent
installations (e.g., the lunar village concept, or long-term
scientific experiments). In this context, all three applications
presented in this work are deployed during the final demon-
stration mission on Mt. Etna, Sicily. As our experiments
show, we successfully demonstrated the robustness of the
rock segmentation module even in this extreme environment.
The stone segmentation for the semantic mapping was run-
ning during the complete mission, enhancing the safety of
the rovers. Furthermore, we were able to complete several
sample collection runs and multiple LIBS measurements.

The paper is organized as follows: in the next section, we
give an overview on published rock detection approaches
with a focus on planetary environments. Next, we introduce
hardware and software modules most relevant for this work.
In the following two sections, the applications containing
INSTR are presented. All three applications were part of the
final ARCHES demo mission on Mt. Etna, Sicily. We show
and discuss the performance in Section 6.

2. RELATED WORK
The task of rock detection is addressed by a variety of publi-
cations. Thompson and Castaño [19] compare seven methods
on four different rock datasets. During the Marsokhod rover
field tests rocks were detected given their shadows [20]. As
stated in [19], this seems to be one of the first rock detectors
for autonomous science applications. The method uses a
spherical lighting model to exploit the known sun angle.
Although the approach only identifies a point on the rock
instead of the complete rock outline, it can be directly used
for sample analysis like the LIBS measurement [11]. Another
approach tested in [19] is the Multiple Viola-Jones detector,
a template-based rock detection algorithm that utilizes the
template cascade proposed in [21]. The approach applies
a supervised training strategy to create a cascade of filters
to identify windows with rock candidates. Thus, instead
of an pixel-wise instance mask, the method produces an
approximate bound box for the rock.

A common idea is the application of a Support Vector Ma-
chines (SVMs) to obtain pixel-wise classification. These
methods do not reveal the contours of each rock instance.
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Nevertheless, one can obtain an estimate about the fractional
coverage of rocks within the scene. In [22], features gen-
erated by a Fuzzy-rough feature selection are forwarded to
a SVM. Similarly in [23], for each pixel a feature vector is
created based on Ant Colony Optimization (ACO) methods
and forwarded to a SVM that assigns one out of seven terrain
categories to each pixel.

The Rockfinder algorithm [6] and its successor the Rockster
method [24] rely on edge detectors (e.g., Canny or Sobel
algorithm). Both works are designed by the Jet Propulsion
Laboratory (JPL) and search for closed contours in the edge
fragments. The basic idea is that the majority of closed
edge shapes in extra-terrestrial environments are on top of the
surfaces representing rocks. Another approach proposed by
the JPL is the Smoothed Quick Uniform Intensity Detector
(SQUID). The method relies on the identification of contigu-
ous areas of constant pixel intensities.

In [25] the concept of superpixels is applied to segment rocks
in grayscale images from the Moon. Given the superpixel,
features like size, texture, and intensity are extracted and
processed in cut-graphs. A similar approach is proposed
by Xiao et al. [26]. Based on the variance and intensity of
those, a contrast value is computed which is compared to the
other superpixel regions. Finally, a segmentation of rocks and
background is produced.

Several rock detectors [2], [27], [5] use stereo range data as
input modality. Given depth data, the first step is to fit a
plane in the scene via RANSAC or Hough-Voting. Secondly,
the distance between each pixel and the planar surface is
computed to identify image regions above the plane. The
usage of 3D information is also proposed in [9]. The authors
propose a combination of the mean-shift algorithm and plane
fitting to detect small and large stones.

More recently, a gradient-region constrained level set method
is presented by Yang and Kang [28]. Grimm et al. [29]
present an interactive perception approach relying on depth
data. By pushing rock piles, the method generates sep-
arate clusters which represent rock instances. Besides
these methods one can observe the trend to deep-learning
based approaches [30]. In [31] a Mask R-CNN is fine-
tuned on manually annotated data recorded in the laboratory.
Furlán et al. [32] adapt the U-net architecture to separate
stones from the background in a Mars-like environment.
The network was trained with only 300 images and shows
promising results. In general, the current bottleneck of deep-
learning based methods is the limited existence of suitable
real-world data. Even though there are a few datasets from
planetary [33], [34], [35] and analog environments [36], [37],
[38], they lack the required annotations for instance segmen-
tation. Recently, to overcome this shortage, several simula-
tors [39], [40], [41], [42] are proposed. In [41] and [43] the
photo-realistic simulator called Outdoor Artificial Intelligent
Systems Simulator (OAISYS) is used to generate synthetic
data to fine-tune existing network architectures. In this work,
we follow another approach and apply an Unknown Object
Instance Segmentation (UOIS) approach to segment rocks.
As a consequence, we do not require any additional fine-
tuning on context-specific data, which makes it especially
valuable in the planetary context given the limited annotated
data.

Figure 2: Given a stereo image pair, the
transformer-based INSTR segments arbitrary objects,

here rocks, on generic horizontal surfaces.

3. SYSTEM OVERVIEW
Rock Segmentation Approach

As readily mentioned, rocks have a highly irregular geometric
structure. This makes conventional, model-based training of
object detectors infeasible, since every newly encountered
stone instance is unknown. Therefore, we tackle the problem
from the point of Unknown Object Instance Segmentation,
which aims at predicting instance masks of previously un-
encountered objects on dominant horizontal surfaces. While
usually applied in in-door domains, we observe that the fun-
damental concept of objects on table-top surfaces is very sim-
ilar to rock instances on (almost) flat terrain. We employ IN-
STR [8], a transformer-based architecture, which processes a
pair of stereo images to implicitly reason about geometry in
the scene. With this concept, INSTR outperforms other UOIS
methods in contexts with potentially noisy or incomplete
depth imagery, as quantitatively shown in [8]. After training
on a vast amount of different object instances on in-door
tables, the network can well estimate pixel-wise masks of
arbitrary instances. The thereby learned concept of object-
ness enables it to generalize to novel scenes, even including
particularly challenging ones such as lunar-like planetary
environments (see Figure 2). Hence, our approach can be
seen as learning-based successor of methods like [2], [27],
[5], with the difference that here the extraction of a planar
surface and the instance separation is simultaneously done
in an end-to-end manner. Similar to these and other early
methods [6], [24], [25], [26], we assume that all encountered
object instances on the extraterrestrial surface are rocks2.
By following this principle we cast the problem to a pure
instance segmentation. Please note, that if this assumption
does not hold any longer, one can easily extend this approach
with an additional classifier, as shown in [47], on-top to
distinguish between object classes. INSTR is employed onto
the rover’s onboard NVIDIA Jetson TX2, resulting on an
average inference time of approximately 1s. The predictions
are post-processed to filter out too small / big detections,
which we further elaborate in the upcoming Section 5.

Space Rovers

The Lightweight Rover Unit (LRU) is a prototype rover that
is designed for the application in extraterrestrial planetary
exploration. During ARCHES demo mission, we deployed
the INSTR network on two instances of the Lightweight
Rover Unit, LRU1 and LRU2. Both rovers are built upon
the same version of locomotion platform that consists of four
wheels. Each of them is able to be individually controlled and
allows the rover to maneuver through rough terrain [48], [49].
They are also equipped with similar computing hardware,
including an Intel NUC i7 as the main on-board computa-

2Artificial objects, such as payload boxes or the lander are detected via our
AprilTag [44] based method, that applies a multi-marker approach for a more
robust estimation [45], [46]. With the knowledge about their locations, we
can remove them from the scene leaving only rocks as possible objects.
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(a) Large pan-tilt unit of LRU
which includes a stereo camera
pair for depth perception as well
as spectral imaging cameras to
gather additional information

about the geological makeup of
potential samples found in the

environment

(b) View of the back side of
LRU2 showing the Jaco2 arm

with a robotic hand attachment
preforming a stone collection

task. The rc-visard camera
attached to the back provides

visual feedback during
manipulation.

Figure 3: Perception sensors on rovers used in ARCHES
demo-mission.

tion device, an Intel Atom and BeagleBoneBlack board for
motor control, and a Jetson board for deploying software
that requires graphic card acceleration. The environment
perception capabilities of the robots is purely vision based,
provided by a pan-tilt camera unit. It is able to rotate with
two degrees of freedom and includes a stereo camera pair
for depth perception. Due to a filtered lens attached to
these cameras the color is striped from RGB images that are
used primarily for navigation tasks. However, there are also
distinct differences between the two rovers that enable each of
them to perform specific tasks which the other can not. These
differences are mainly seen in the sensory stack as well as in
the actuators on the robots.

The LRU1 is equipped with an extra large pan-tilt camera
unit as shown in Figure 3a. In addition to the stereo camera
pair, present in both rovers, this pan-tilt unit houses cameras
for spectral imaging. It allows the rover to safely traverse
the environment in search of scientifically interesting rock
samples that are to be collected during the mission. The
pan-tilt unit is able to perform a full 360 degree rotation
which enables it to take round-view scans of the surrounding
environment. Since LRU1 does not possess the means to
collect samples by itself, it serves the purpose of a scouting
robot in ARCHES and requires the assistance of a second
rover for manipulation tasks.

LRU2 is able to manipulate objects in the environment using
its Jaco2 arm that is mounted to the back of the robotic
platform. Depending on the task at hand, the rover is able to
change the attached device at the end-effector autonomously.
For collecting small rocks, a robotic hand is attached to the
arm, while for sampling sand a shovel is used. Since the
rover must turn with its rear side towards the objects it is
supposed to manipulate , the pan-tilt unit is unable to capture
images of the manipulation due to the rovers body being in
the way. Thus, an additional rc visard 65 stereo camera3 is
placed towards the back of the LRU2 as seen in Figure 3b.
This camera module provides high resolution RGB images
and corresponding depth images [50] of the scene.

LIBS Box

As stated in [19], rocks are ideal for conducting a spectrom-
eter compositional analysis. The resulting information about
the elemental composition is of high geological value. To this
end, we conduct a LIBS analysis during the ARCHES mis-

3https://roboception.com/en/rc visard-en/

Figure 4: The LIBS payload box with nozzle for constant
distance between rock and spectrometer.

(a) Depth image recorded by the
pan-tilt cameras used during

navigation.

(b) Overlay of INSTR generated
segmentation mask and the

respective RGB image.

Figure 5: Depth image and segmented image recorded by
pan-tilt unit

sion. As presented in [11], the LIBS instrument is integrated
into one of the payload boxes, which can be manipulated and
transported by LRU2. In general, the idea of the modular
payload box design is to separate the rover and measurement
instruments. Hence, the rover docks a specific box module
only if required, which reduces the general weight of the
rover and enables easy replacement or update of instruments.
Figure 4 depicts the modular LIBS payload box. During
measurement the module is picked by the arm mounted on
LRU2 and placed on the object of interest. To ensure a
constant distance between material and laser, the blue nozzle
is mounted onto the hole of the laser.

4. SEMANTIC MAPPING
The first practical application of INSTR within the ARCHES
project leverages the semantic terrain information extracted
from segmented images to improve the robots behavior dur-
ing navigation. To be more precise, it mitigates issues where
a rover drives onto larger rocks in the environment while
maneuvering towards a goal location. This is important since
the wheels of the LRUs tend to get stuck in the creases of
these stones, especially when performing in-place rotations.
Applying high torque forces to the wheels while stuck may
cause damage to the rovers hardware. Thus, the avoidance of
such rocks is crucial for a safe navigation.

Traditional mapping approaches use depth sensing capabili-
ties (cf. Figure 5a), to create a geometric representation of the
environment. While these methods are able to detect larger
obstacles geometrically, they cannot distinguish between a
pile of gravel, over which the rover can drive with ease, and
a narrow stone, which causes the aforementioned issues. To
mitigate this, we build upon the purely geometric mapping
approach [48] by adding a semantic layer to the local maps
used for obstacle avoidance.

Figure 6 illustrates the full data processing pipeline used
for the semantic mapping. The semantic layer is created
by processing the image stream captured by the navigation
stereo camera located in the pan-tilt unit of the LRU. Since
the segmentation using INSTR is significantly slower than
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Figure 6: Diagram showing the data-flow used in the
semantic mapping system. Dashed lines represent future

work.

the camera frequency we sub-sample the image pairs to
about 0.6Hz. The mapping system is designed to be able
to handle the asynchronous integration of semantic data into
the geometric map, even with the additional time delay, that
the segmentation algorithm introduces. After the instance
segmentation masks are computed, a response is sent back to
the main On-Board Computer (OBC) for additional compu-
tations. This post-processing consists of filtering out objects
that are too small to be considered obstacles worth avoiding.
The size estimation is based on the obstacles 3D size which is
computed by combining the segmented data with the respec-
tive depth image that is generated by Semi-Global Matching
(SGM) [50], using the stereo data of navigation cameras.

For our application scenario of navigating in moon-like en-
vironments, we only distinguish between rocks and gravel as
terrain types. Hence, we are able to use the output of INSTR
directly by assuming that detected objects are always going to
be rocks. However, this approach could be adapted by adding
a classifier into the processing pipeline to allow for different
treatment of distinct semantic classes. Since the instance
information is not relevant for this navigation use-case, we
combine all of the masks into a single image that includes all
obstacles. An example image of the camera image overlayed
with the mask is shown in Figure 5b.

The semantically segmented images are then combined with
the depth images to create point-clouds that include the
terrain information as labels. Note that this is a simple
arithmetic operation, where depth artifacts do not cause
immediate problems. For Deep Neural Networks, partially
incomplete inputs are usually more difficult to be processed,
which is stated as a main motivation for the stereo imagery
for INSTR [8]. Furthermore, points that are farther away
from the camera than a threshold distance are filtered out,
since the accuracy of both the semantic and geometric infor-
mation decreases with increasing distance. Simultaneously,
we employ a Visual Inertial System (VIS) that fuses Inertial
Measurement Unit (IMU) and Visual Odometry (VO) data
to give us a relative pose estimate from the starting location.
This localization is used to register the point-clouds to each
other over time. Finally, the points are aggregated into cells
of a grid map. This map has a separate cost layer which
describes the costs of traversing each grid cell. Thereby,
the cost is high if the geometric makeup of the terrain is
considered too steep, as well as when the semantic label
shows the terrain to be a rock. Thus, the rovers are able to
plan paths around the objects that are determined to be rocks.
A projection of the costmap into the camera frame during
buildup of the map is shown in Figure 7a. The final map
is shown in a top-down view in Figure 7b, where areas with

geometrically or semantically detected obstacles are marked.
Including the semantic data gathered in these local maps into
a global mapping scheme is future work that we plan to
integrate for the next mission.

5. SAMPLE COLLECTION AND ANALYSIS
In addition to the semantic mapping, INSTR is further uti-
lized for rock sample collection and in-situ LIBS analyses. In
comparison to the semantic mapping, the additional technical
challenge for these tasks is that the rover needs to plan
collision-free motions of the robotic arm and to manipulate
the rock in a suitable manner. Therefore, the perception
components are required to estimate geometry of rocks and
to reason feasible approaches for the gripper or contact points
for the LIBS instrument. For these tasks, different processes
centered around INSTR need to coordinate with each other
as shown in Figure 8. The gripper approach point estimation
process is utilized for collecting the rock samples, while the
Octomap generation and the LIBS contact point sampling is
specifically employed for the spectrometer measurements.

The world model is as a central knowledge representation
of the physical, real world, and serves also for managing
the model of the rocks. It helps to avoid duplicated data
representation and processing. Furthermore, it allows for
simple synchronization of the rock model with the motion
planner [51] or any other software components.

The sample selection interface is employed to include the
scientific operators into the decision-making activities of
which rock to collect or apply the LIBS measurements. The
graphical user interface (GUI), shown in Figure 9, provides
a drop-down menu for selecting a camera system and input
forms to specify parameters. Once the segmentation process
is triggered, the GUI overlays the received segmentation
mask over the camera stream. The operators can intuitively
click on the image to select a rock for scientific activities. The
“Send sample info” button at the bottom generates an object
into the world model. A unique ID is given to the object,
which is provided for the modelling processes to recognize
the rock of interest.

Sample Collection

The highly distinct nature of a rock’s shape makes model-
based pose prediction for designated grasp estimation impos-
sible. To this end, we present a top-down grasping approach
that can adapt to the varied geometric nature of rocks, and is
solely based on the readily available stereo imagery. Together
with predictions from INSTR, unsuitable candidates are ex-
cluded (too small/big) based on their estimated size. Then, an
approach point ai is calculated for every valid stone instance i
in 3D space, from which the arm moves vertically downward
until contact is reached and the grasp is executed.

Approach Pose—The estimation of both size and an approach
point requires knowledge about the object’s 3D shape. Ide-
ally, one would calculate a 3D bounding box from which
size (e.g., the diagonal of the bounding box) and an approach
point (the horizontal center of the box plus an upward offset)
can be deduced. Yet, shape irregularities such as bulges are
invisible to the camera when located on the back side of
the stone, and thus they render a precise 3D bounding box
estimation impossible. To this end, we propose to derive
the approach point merely from the 2D bounding box of
the segmented rock in the image plane, and all depth values
within the predicted INSTR mask. Formally, let ai denote
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(a) Overlay of semantically annotated local map over
camera image during buildup of map.

(b) Top-down view of the local map created in one
run using the semantic mapping approach during the
ARCHES mission. Several areas are highlighted,
including the starting point at the lander, purely se-
mantically detected smaller rocks, a sloping area with
gravel, as well as larger stones detected semantically
and geometrically.

Figure 7: Semantic grid map during buildup and top-down view. Hereby, green points are traversable terrain. Shades of
yellow → orange → red denote progressively more difficult to traverse terrain purely determined on basis of geometric
data. Shades of purple are used to illustrate objects that are additionally detected as semantic obstacles. Blue regions
are detected only semantically and would not be considered obstacles geometrically.

Figure 8: Diagram showing the data-flow used in the
rock sample collection and the LIBS measurements

a 3D approach point from which a robotic arm can move
vertically downward to grasp a stone - that is, the x and y
coordinates of ai are the horizontal center of the stone’s 3D
bounding box. Let further ci,x, ci,y denote the center of the
2D bounding box in the image plane of the detected stone.
With the help of the traditional pinhole model, a relationship
between the 2D and 3D information can be derived:

ai = K−1

(
ci,x
ci,y
1

)
di + s

(
0
0
1

)
, (1)

where K is the intrinsic camera matrix, di is the distance from
camera to ai, and s is a scalar factor to move the approach
point atop the object. In other words, ai is the intersection
of the ray through the 2D bounding box center, and the
3D approach direction. Since ai is thus located somewhere
inside the stone, di cannot be calculated directly. Hence, we
estimate the position âi by selecting a pre-defined percentile
at the depth values di belonging to the detected stone - that
is, all depth values on the INSTR mask:

di ≈ d̂i = f(di, p), (2)

Figure 9: Screenshot of the sample selection interface.
The red dot on the rock segmented with a yellow mask

indicates the clicked point by the operators.

with f(di, p) returning the p-th percentile of the masked
depth values di. For a visualization, see Figure 10. To
estimate the stone’s size we take the diagonal of the projected
2D bounding box.

Percentile Derivation— The selection of p is crucial for a
good approximation of the stone’s location and primarily
depends on the camera angle, the stone’s shape, and its
position relative to the robot arm. To derive an intuition
for a suitable p and quantitatively evaluate the resulting
accuracy, a synthetic scene is re-created in BlenderProc [40],
mimicking the camera intrinsics and extrinsics of the LRU2’s
rc visard 65 (see Figure 11). To realistically emulate the
presence of stones, we explore different settings of object
types, size and placement and refer the reader to Table 1 for
further details.

For each possible combination the object is placed on the
floor in front of the rover and a depth map is rendered.
Finally, approach points are calculated for different percentile
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Figure 10: 2D sketch of the approach pose derivation via
percentiles from a stone’s depth values (best viewed

magnified and in color). Bright colors in the depth bars
denote closer distance values to the camera.

Table 1: Object placement settings. Three different
primitives are used (cube, icosahedron, cylinder). The

object z-location refers to the offset applied to the object’s
center relative to the ground plane. The distance to

camera is chosen such that the robot can well reach the
object for grasping.

Setting Values
Primitive / rotation , , , , ,
Object size [cm] 6, 8, 10
Object z-location [cm] -2, 0, 2
Distance to camera [cm] 70, 75, 80, 85, 90, 95, 100

values and the absolute error between the estimated point
and the actual bounding box center, both in the xy-plane, is
calculated. As can be seen in Table 2, a percentile of p = 85
results in the overall best approximation across three different
shape primitives.

To test our primitive-based hypothesis we perform the same
analysis on site with a set of 36 real rock samples collected
from the volcanic environment [52]. Based on the respective
results listed in Table 3, a depth-selection percentile of 85
indeed results in lowest error for rock sample grasping.

Up to now, the primarily focus of this section was rock
detection, pose estimation and extraction. Yet, the pipeline
can equally well be used for sand sample collection, which
is triggered upon a user click on any part of the image but
the stone predictions. Now, instead of the gripper, a shovel
is mounted, and the approach point is calculated in similar
fashion as in (1), with the only difference being that ci,x, ci,y
are the clicked point instead of the bounding box’s center.

Figure 11: Modeling different primitives in Blender for
the LRU2’s rc visard 65 sensor, here with an exemplary
stone. The location of the stone is selected such that it is

reachable with the robotic arm.

Table 2: L1 distance [cm] between predicted horizontal
approach point and original value for given percentiles
across various primitives. The 85th percentile results in

the lowest error overall.

Primitive
Percentiles

75 80 85 90 95
6.04 4.44 4.40 7.95 15.59
9.11 6.64 7.27 12.16 18.47
26.39 23.72 20.72 16.68 8.41
23.12 15.08 8.09 9.4 23.85
42.21 37.69 31.88 24.31 14.11
21.10 12.56 11.09 21.12 35.68

Mean 21.36 16.69 13.91 15.27 19.36

LIBS Measurement

Similar to the sample collection, the rock to be analyzed
with the LIBS instrument is selected via the Graphical User
Interface (GUI). Figure 12 depicts the perception pipeline to
determine the sample spot. To determine a suitable location
on the rock of interest, we first compute a 3D representation
of the rock instance. Given one or multiple depth images,
we generate a so-called Octomap [53]. This representation
describes the world by occupied voxels, with a certain reso-
lution (here 1cm). The occupancy probability of each of these
voxels is computed from the depth measurements by taking
prior probability and the sensor model into account. Since we
only regard contact locations on the stone, the area covered by
the Octomap is defined by the 2D segmentation mask of the
stone predicted by INSTR. Hence, we only consider pixels of
the depth map which are inside the instance mask. A positive
side-effect is the reduced computation speed due to the low
amount of relevant voxels.

To ensure reliability during the measurement, we define two
criteria for the sampling spot. First, the nozzle of the LIBS
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Table 3: L1 distance [cm] between predicted horizontal approach point and original value for given percentiles across
various real-world rock samples (best viewed magnified). The mean values for the given percentiles are 10.8, 9.8, 9.3,

9.6 and 11.6 cm; the 85th percentile results in the lowest error overall.

Stone
Percentiles

Stone
Percentiles

Stone
Percentiles

75 80 85 90 95 75 80 85 90 95 75 80 85 90 95
11.8 11.2 10.9 11.5 13.3 10.9 9.2 7.9 7.6 8.9 10.9 9.9 9.4 9.5 11.8
10.1 9.9 10.3 11.4 14.4 9.8 8.9 8.4 8.2 9.6 13.0 13.3 13.4 14.3 16.0
10.2 9.0 8.1 8.0 9.4 11.3 9.9 8.8 8.5 9.7 9.7 8.9 8.3 8.0 9.8
9.1 8.5 8.4 9.3 11.9 11.4 10.5 9.9 10.0 11.6 9.4 8.2 8.1 8.8 11.1
12.6 12.0 11.7 12.1 14.2 10.1 9.2 8.7 8.8 10.8 9.9 9.1 9.0 9.9 12.7
10.1 9.0 8.3 8.6 10.9 10.7 11.0 11.6 12.9 15.7 13.1 11.9 11.2 11.4 12.9
12.0 11.2 10.7 10.9 12.0 9.4 7.4 5.7 5.1 7.1 10.4 9.5 9.3 9.6 11.2
9.7 7.9 6.2 5.6 7.1 10.1 8.8 8.4 9.2 11.8 11.9 10.0 8.1 6.6 7.0
11.4 10.5 10.3 11.3 13.9 9.3 7.3 6.2 6.1 8.1 12.4 11.7 11.4 12.0 13.8
8.3 7.2 7.2 8.5 11.6 13.5 12.0 10.3 9.3 9.9 10.9 10.6 10.9 11.6 13.5
9.3 7.8 6.9 7.4 9.9 10.8 10.2 9.8 10.7 13.7 11.5 10.7 10.6 11.4 13.8
13.0 12.7 12.7 13.3 14.9 8.7 7.4 6.6 6.3 8.0 9.9 9.3 9.3 10.0 13.0

box should approach the sampling point from above. Due to
the high weight of the measurement box, the robot arm oper-
ates on its upper limit. In combination with the extreme sun
radiation on Mt. Etna, the arm runs the risk of overheating. To
counteract this, we aim to rest the major weight of the box on
the stone via the nozzle (see Figure 4) during measurement.
Additionally, this also reduces the power consumption which
is an important aspect for mobile rovers.

We express this criteria by a score value su for the candidate
point v. Therefore, we consider the normal vector n ∈ R3.
In general, this vector describes the normalized sum of the
direction to every free neighboring voxel. Please note that
unobserved voxels (e.g., inside the stone) do not count as free.
Ideally, the normal vector should point upwards, which leads
to the following score equation:

su = 1−min(
2

π
arccos(n ·

(
0
0
1

)
), 1). (3)

The value is in the range [0, 1] with 1 being the best. It is to be
noted, with this criteria we constrain ourselves to rocks which
are on a planar surface with respect to the robot. However,
given a stronger robot arm, we could soften or even ignore
this criteria.

The second criteria is a flat surface around the sampling
spot. This ensures a stable rest position of the instrument’s
nozzle on the stone. Similar to the first constraint we also
compute a score for this one. We compute the maximum
distance between a plane defined by the candidate point v
and every occupied voxel p within the radius rs. Let P =
{p | dist(p,v) < rs} define the set of voxels within the radius
to the candidate point v. Then we can compute the maximum
surface distance for v by

dmax = max
p∈P

|n · (p− v)|. (4)

With this we define the flatness score for the candidate voxel
v as

sf = min(1− dmax

2rs
, 1). (5)

The final score for each voxel is the minimum of both scores:

sv = min(su, sf ). (6)

The voxel with the highest score is the preferred location
to take a measurement. Since various other factors are not
considered by the presented score function (e.g., reachability
of sample spot), we consider the 10 highest locations.

6. EXPERIMENTS
The peak of the ARCHES project was a 4 week mission
on Mt. Etna, Sicily. The location was chosen because of
its lunar-like environment in terms of geological structure.
During the mission, we executed all three applications several
times, demonstrating the robustness of all involved hard- and
software components. In the following, the findings of the
results within the final demo mission are discussed.

Mission Set-Up

Before we elaborate on the experiments, a short overview
of the conducted ARCHES demo mission is given. Gener-
ally, the basic idea is, that a scientifically related geological
mission should be executed as precursor, without the lunar
gateway and robots are operated from earth (Mission I -
Geological Mission I (GEO-I)), followed by a second mission
(Mission II - GEO-II) which collects the samples from the
prior missions with already explored sites and positions [54].
Mission III deals with the task of establishing a permanent
scientific installation, here a Low Frequencey Array (LoFar)
telescope on the far side of the moon [55].

Although the navigation ran during all missions related to
the LRU systems, we here focus on Mission I - GEO-
I, since there all three applications are used. There both
rovers, LRU1 and LRU2, operated semi-autonomously to
reach, inspect, and collect targets of scientific relevance. The
geological interesting locations were situated a maximum of
50 meters away from the Lander.

LRU1, equipped with a range of scientific visual sensors in its
pan-tilt unit (cf. Figure 3a), autonomously navigated towards
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Figure 12: Perception pipeline to determine LIBS sampling spots on the rock of interest. The rock mask is fused with
the depth map. The masked depth map is forwarded to the Octomap generator. Finally, the sample points are

determined based on two criteria.

3 different locations to generate panoramic scans. Given the
presence of isolated stones or regions with bedrocks, each of
the three goals was positioned in hazardous and difficult-to-
reach areas. However, during the whole mission we achieved
safe navigation.

For the LRU2 rover, GEO-I started with picking the sample
box from the Lander, followed by navigating to the relevant
sample sites. At each sample site, the operator decided via a
GUI whether a specific rock or a soil sample was collected.
Based on the decision, the rover attached a robotic hand or a
shovel and executed the sample collection.

In the second part of GEO-I a geochemical in-situ analysis
was conducted. Therefore, LRU2 replaced the sample box
with the LIBS payload module from the Lander and drove to
one of the three the relevant location. After reaching the tar-
get position, the operator selected a stone of interest. Next the
rover docked the LIBS device, placed it on a suitable surface
on the selected stone and performed the LIBS measurement.

A complete demonstration of the mission had a total duration
of 3 hours. In the final demo, both rovers autonomously
navigated and manipulated without interruptions, demon-
strating outstanding robustness for all software and hardware
components involved in the process.

Experimental Results

In the following, the performance of INSTR during the
demonstration week is evaluated. In total, we report results on
62 images for autonomous sample extraction and 17 images
for LIBS measurement. For the navigation part, we evaluate
a subset of 49 samples. To provide accurate ground truth
masks, we manually annotate every stone instance in the RGB
frame. Rock masks that are outside the desired grasping
size are discarded (see Section 5). Note that for the stone
segmentation during LIBS measurement, we only consider
the biggest rock and mask out other rocks.

After matching every detected instance with its correspond-
ing ground truth, we compute the binary True Positives (TPs),
False Positives (FPs), and False Negatives (FNs) for all pixels
labeled as object in an image. Remaining ground truth or
prediction instances are matched with a zero mask. The
precision and recall for a matched pair (gi, pi) can then be

computed via:

precision(gi, pi) =
TP

TP + FP
,

recall(gi, pi) =
TP

TP + FN
.

(7)

We follow [8] and calculate the Intersection over Union (IoU)
in a size-sensitive, way, i.e. we summarize TP, FP and FN
scores for all objects in a scene:

IoU(g, p) =

∑
i gi ∩ pi∑
i gi ∪ pi

=

∑
i TPi∑

i TPi + FPi + FNi
(8)

We also compute the F1 score by:

F1(g, p) =
∑

i 2TPi∑
i 2TPi + FPi + FNi

. (9)

It can be shown, that the IoU and the F1 score are positively
correlated, meaning that if method I is better than method II
in one metric, it is also better in the other one. The main
difference is the larger penalization of a single instance in the
IoU, leading to possibly deviating results taking the average
score over a set of inferences. The final scores are computed
by averaging across all scenes.

Since the above definitions of IoU and F1 can be interpreted
in a semantic way, we additionally list the Panoptic Quality
(PQ) [56] that instead computes the mean across detected
instances that are matched with a valid, non-zero ground
truth:

PQ =

∑
(gi,pi)∈TP IoU(gi, pi)

|TP|+ 1
2 |FP|+ 1

2 |FN|
. (10)

Again, the final scores are computed by averaging across all
scenes.

The mean values for each task are depicted in Table 4, where
we also list the performance of a Mask-RCNN [10] trained
on synthetic OAISYS data generated with assets provided by
the authors4. Figure 13 depicts exemplary qualitative results.

For a more intuitive understanding, we depict the absolute
number of correctly identified stones for a particular IoU
threshold in Figure 14.

4https://github.com/DLR-RM/oaisys
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Table 4: Quantitative evaluation of INSTR during the demonstration week for the tasks of navigation, autonomous
sample collection and LIBS measurement.

Task No. Images Method IoU [%] Precision [%] Recall [%] F1 [%] PQ [%]

Navigation 49
Mask-RCNN 22.23 48.08 28.48 31.89 20.90

INSTR 51.87 95.31 53.42 63.82 46.60

Autonomous Sample Collection 62
Mask-RCNN 70.61 95.25 73.19 82.20 72.07

INSTR 70.24 94.87 72.84 81.30 71.53

LIBS Measurement 17
Mask-RCNN 85.59 92.63 92.28 92.11 84.48

INSTR 94.16 98.06 95.95 96.95 88.93

Mean (per task)
Mask-RCNN 59.48 78.65 64.65 68.73 59.15

INSTR 72.09 96.08 74.07 80.69 69.02

Figure 13: Qualitative results of INSTR employed during
sample extraction (top), navigation (middle) and LIBS

measurement (bottom). Left images depict ground truth
annotations, while right images show INSTR predictions.

Colors are assigned randomly. Bounding boxes are
added for enhanced visual experience.

In total, the network was triggered more than 1,000 times
during the main demonstration week; a major part stemming
from navigation requests. It demonstrates good performance
across all tasks, and particularly excels during the LIBS
measurement, where stone sizes are considerably larger. An
interesting observation from Table 4 is the overall high pre-
cision, indicating few background pixels labeled as stones.
For navigation imagery, the mean IoU and Panoptic Qual-
ity is substantially worse; a fact which potentially can be
contributed to the filters on the LRU1’s camera. While of
great benefit for geological examination, INSTR has not been
exposed to such altered data during training, thus potentially
being less accurate on the respective images. Undetected
instances, as depicted in Figure 15, are often due to smaller
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Figure 14: Absolute number of correctly detected stones
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Figure 15: Failure cases of INSTR during deployment on
Mt. Etna.

size or because of rock instances being embedded into the
gravel. Overall, the Mask-RCNN performs en par with
INSTR except for the LIBS scenes, where multiple times
stones are not detected due to their unexpected large size
compared to the training data. While such aspects can be
very well modeled with OAISYS, they have to be known
beforehand. This underlines the beneficial usage of INSTR
for the task at hand, where generalization onto novel scenes
is considerably less constrained on the training data.
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Semantic Mapping—In Table 5 the percentages of semanti-
cally detected obstacles in the gridmap aggregated according
to the geometric cost values found at the same positions are
shown. The geometric costs are split into three categories
according to the percentage of the maximum cost: low (50%-
30%), medium (70%-50%), high (≥ 70%). In almost half
of the semantically predicted rocks, the geometric obstacle
detection did not consider this as a rock. This indicates the
significant amount of additional, non redundant information
provided by the semantic annotations to the geometric map.

Table 5: Geometric cost at points in the environment
which are detected to be semantic obstacles. The

geometric cost is binned into four categories which are
defined in relation to the maximum cost that is

considered. High cost is defined to be higher than 70% of
the maximum cost, medium cost is in the range of

70%-50% and low cost is between 50%-30%. Parts of
the environment which are below 30% of maximum cost
are considered to be negligible in terms of traversability.

Geometric Cost at Semantic Obstacles
negligible low medium high

47.5% 24.6 % 14.8% 13.1%

Rock Grasping—Besides the vision related metrics, a crucial
performance indicator is the mask prediction quality with
respect to grasping. Given the assumption, that the method’s
input stereo images are the only source of information, we
compute the absolute error between the estimated grasping
approach point âi (see Equation (1)) obtained via the ground
truth mask and the INSTR predicted one. We evaluated
a subset of 202 rock samples from the sample collection
use-case5 As illustrated in Figure 16, most of the samples
(150) result in an error of 2 cm or even smaller (116 samples
≤ 1 cm). With rocks of interest roughly in the range of 8
to 12 cm of size and the robot hand with a maximal spread
of around 15 cm, this error was small enough to successfully
grasp – during our final demonstration (at the 29th of June)
we were able to successfully collect all three rocks without
a failure case. For larger errors the robustness of the grasp
dramatically decreased, leading to rocks falling out of the
hand or even not being grasped at all. Such errors are mainly
caused by oversegmentation as can be exemplary seen in the
upper right image in Figure 13.

7. SUMMARY
In this work we presented three autonomous robotic capabil-
ities leveraging a rock instance segmentation approach. The
discussed applications highlighted the necessity of a robust
and precise rock detector for planetary exploration missions.
The learning-based approach, which exploits stereo imagery,
was deployed on a Jetson TX2 on our two prototype rovers
running at a speed of ∼1Hz. We conducted experiments at
a Moon analog site on Mt. Etna and successfully showed
the suitability of our applied components. The final eval-
uation of our rock segmentation method on the challenging
lunar-analogue Etna data shows promising results. It should
demonstrate the ability to detect, analyze and collect rocks
in the context of a field test. Nevertheless, it also showed
shortcomings and gave valuable insights for future missions.

5Please note, that not all of these stone samples were actually picked during
the mission. They should only give a general impression of the mask quality.

0 1 2 3 4 5 6 7 8 9 10
Absolute grasping point offset [cm]

0

25

50

75

100

125

150

175

200

Nu
m

be
r o

f d
et

ec
tio

ns

116
116

34
150

14
164

7
171
2

173

8
181
1

182
4

186

5
191
1

>10

10

192

Samples in a specific
bin
Total samples up to 
the respective offset
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We will address current weaknesses such as the partial mis-
detection of bedrocks, improved detection within the nav-
igation context and further increase the robustness of the
presented components. This includes the fusion of several
frames over time, and a more extensive post-processing to
reduce implausible detection cases.
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M. J. Schuster, A. Dammann, and A. Wedler, “Radio-
Localization and Multi-Robot Technologies for Low-
Frequency Radio Arrays: Results from a Space Ana-
logue Campaign on Mt. Etna,” in Proceedings of the
International Astronautical Congress, IAC. Paris,
France: International Astronautical Federation, IAF,
Sep. 2022.

[56] A. Kirillov, K. He, R. Girshick, C. Rother, and P. Dollar,
“Panoptic Segmentation,” in Proceedings of the 2019
IEEE Computer Society Conference on Computer Vi-
sion and Pattern Recognition. CVPR 2019. IEEE
Comput. Soc, 2019, pp. 9404–9413.

BIOGRAPHY[

Maximilian Durner received his B.Sc.
and M.Sc. degree in Electrical Engi-
neering from the Technical University
of Munich in 2014 and 2016, partially
studying at the Politecnico di Torino,
Italy and the Universidad Nacional de
Bogota, Colombia. Since then he is a
researcher at the Institute of Robotics
and Mechatronics, German Aerospace
Center (DLR). He is the leader of the

research group on semantic scene analysis, where he focuses
on object-centric perception for mobile manipulation.

Wout Boerdijk is a PhD student at
the Technical University of Munich and
a research scientist at the German
Aerospace Center, where he is part of the
Perception and Cognition department in
the Institute of Robotics and Mechatron-
ics. His research interests include com-
puter vision methods for learning of and
interacting with objects.

Yunis Fanger works at the Institute for
Robotics and Mechatronics at the Ger-
man Aerospace Center (DLR) as a scien-
tific researcher since 2020. He received
his M.Sc. degree in electrical engineer-
ing from the Technical University of Mu-
nich in 2019 with the specialization on
robotics and automation. His research
focuses on the topic of semantic mapping
in distributed robotic systems.

Ryo Sakagami is a researcher at the
Department of Cognitive Robotics at the
Institute of Robotics and Mechatronics,
German Aerospace Center (DLR) since
2020. His research focus is on the
world model for autonomous, intelligent
robotic systems, especially with mobile
manipulation capabilities. He received
his master’s degree in engineering from
the University of Tokyo in 2020.

David Lennart Risch completed his
B.Sc. as part of a dual studies program
at the German Aerospace Center (DLR)
in 2021. He has continued working in
the department of Perception and Cog-
nition at the Institute of Robotics and
Mechatronics and is currently studying
for his M.Sc. in Robotics, Cognition,
Intelligence at the Technical University
of Munich (TUM). His research interests

include online modeling of the environment to improve the
robustness of manipulation tasks.

Rudolph Triebel leads the department
of Perception and Cognition at the DLR
Institute of Robotics and Mechatronics.
He received his PhD in computer sci-
ence in 2007 from the University of
Freiburg, Germany and the habilitation
in 2015 from Technical University of
Munich (TUM). Before working at DLR,
he was a postdoctoral researcher at ETH
Zurich and at the University of Oxford,

UK. From 2013 to 2021, he was also appointed as a lecturer
in computer science at TU Munich. Since the beginning of
2022, he is appointed as a guest professor in the TUM School
of Engineering and Design.

Armin Wedler received his Diploma in
Mechanical Engineering and Bachelor
in Robotics from Leibniz University of
Hanover in 2004 and his PhD in 2010.
Starting in 2006, he worked for Leibniz
University of Hanover until he joined
the Institute of Robotics and Mechatron-
ics, German Aerospace Center (DLR), in
2008. Since then, he has been focus-
ing on the design and development of

advanced space robotics, planetary exploration and mobile
systems. He has worked as project manager, technical man-
ager and member of project teams for numerous industrial
and scientific robotic projects and is coordinator of the DLR
groups for mobile robots (since 2015) and for the planetary
exploration group (since 2014).

14


	Introduction
	Related Work
	System Overview
	Semantic Mapping
	Sample Collection and Analysis
	Experiments
	Summary
	Acknowledgments
	References
	Biography

