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Driving force and nonequilibrium vibronic dynamics
in charge separation of strongly bound
electron–hole pairs
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Electron-hole pairs in organic photovoltaics efficiently dissociate although their Coulomb-

binding energy exceeds thermal energy at room temperature. The vibronic coupling of

electronic states to structured vibrational environments containing multiple underdamped

modes is thought to assist charge separation. However, non-perturbative simulations of such

large, spatially extended, electronic-vibrational (vibronic) systems remain an unmet challenge

which current methods bypass by considering effective one-dimensional Coulomb potentials

or unstructured environments where the effect of underdamped modes is ignored. Here we

address this challenge with a non-perturbative simulation tool and investigate the charge

separation dynamics in one, two and three-dimensional donor-acceptor networks to identify

under what conditions underdamped vibrational motion induces efficient long-range charge

separation. The resulting comprehensive picture of ultrafast charge separation differentiates

electronic or vibronic couplings mechanisms for a wide range of driving forces and identifies

the role of entropic effects in extended systems. This provides a toolbox for the design of

efficient charge separation pathways in artificial nanostructures.
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When a solar cell made out of an inorganic semi-
conductor like silicon is exposed to light, electrons can
be readily extracted from the valence band to the

conduction band and then captured at the electrodes. If, however,
light is absorbed by carbon-based materials, photons produce
strongly bound electron–hole pairs called excitons, which are
collective optical excitations that may be delocalized across sev-
eral molecular units1. In a Frenkel exciton, electron and hole
belong, respectively, to the lowest unoccupied molecular orbital
(LUMO) and the highest occupied one (HOMO) of the same
molecule. In contrast, Wannier-Mott excitons have a charge-
transfer (CT) character and the electron and hole pair are sepa-
rated across several molecular units. The dissociation of excitons
is required in order to produce a current2, and thus the transition
between Frenkel excitons and CT states is necessary to describe
the dynamics of electron transfer in molecular systems3. In
photosynthetic organisms excitons are split in pigment-protein
complexes called reaction centers4,5. In organic photovoltaics
(OPV), blends of materials with different electron affinities are
used to provide an energetic landscape that is favorable to charge
separation at the interface6. These devices exhibit ultrafast, long-
range charge separation with high quantum efficiencies7–9. This
means that a large proportion of the absorbed photons produces
excitons or strongly bound CT states that are successfully dis-
sociated. Some of these electron–hole pairs however thermalize
towards the lowest-energy CT state localized at the interface,
which is for this reason considered an energetic trap that leads to
non-radiative electron–hole recombination10–13, as schematically
shown in Fig. 1a. This localization process is predominantly
mediated by high-frequency vibrational modes that can bridge
the energy gap between high-lying exciton/CT states and the
lowest-energy interfacial CT state. The energy loss associated with
this process is typically larger than 0.6 eV per photon14–16,
leading to a low power conversion efficiency in OPV with respect
to their inorganic counterparts that results in a small open circuit
voltage17. Although energetically costly, dissociation of strongly
bound electron–hole pairs8,9 takes place despite the much lower
thermal energy at room temperature. The energy of bound CT
states is largely dependent on the offset between the LUMO of the
acceptor and the HOMO of the donor18,19. Fixing the acceptor
and employing different donor materials (or vice versa) is a
popular strategy to investigate the energetics at the interface and

achieve a high voltage, small energy losses and sufficient photo-
current density17,20–23. Surprisingly, some of these blends show
ultrafast and efficient exciton dissociation despite having small or
no apparent driving force13,16,24–30. The driving force is a crucial
parameter in charge separation and refers to the energy difference
between exciton and interfacial CT state (see Δ in Fig. 1a).
Hybridization between exciton and CT states has been thought to
be behind the successful ultrafast charge separation of these
promising materials, which are often based on small molecules
(oligomers) with acceptor-donor–acceptor structures that have
reached power conversion efficiencies of up to 17%13,26,31,32. This
represents an astonishing 50% increase in the state-of-the-art
performance of organic photovoltaics in less than a decade.

From finite molecular clusters to periodic molecular solids,
ultrafast long-range charge separation has appeared across a wide
variety of photovoltaic platforms, but the underlying mechanism
has not been understood fully, leading some to advocate for a
deeper analysis of charge separation processes33,34. Some
experimental studies rule out thermal activation as an important
mechanism for charge separation in a large number of photo-
voltaic devices35–37. In contrast, the vibronic coupling to under-
damped vibrational modes is presumed to enable coherent charge
separation38–43, which requires non-perturbative simulation tools
for a reliable description of the vibronic interaction between
exciton/CT states and molecular vibrations. These long-lived
intramolecular high-frequency modes typically correspond to
carbon-carbon stretch bonds with a period of ~20 fs and may
have vibrational lifetimes on a picosecond scale38,39,44. However,
in many theoretical studies on the charge separation in extended
systems, a broad and unstructured environmental spectral density
has been considered45–47 to reduce simulation costs, neglecting
the ubiquitous presence of underdamped vibrational modes in
organic molecules and their role in charge separation. In addition,
the non-Markovian vibronic effects proposed to suppress the
localization of electron–hole pairs at the interfaces, e.g. suggested
in ref. 47, are found to be well described by a Markovian quantum
master equation, as shown in Supplementary Note 1, due to weak
vibronic coupling strength and no underdamped modes con-
sidered in simulations. This indicates that a vibronic mechanism
inferred solely on the basis of non-perturbative numerical results
without the subsequent formulation of an accurate physical
mechanism may lead to ambiguities in the interpretation of the

Fig. 1 Coulomb potential and vibrational environments. a Schematic representation of a one-dimensional chain consisting of a donor and (N−1) acceptors.
The Coulomb binding energy of electron and hole is modeled by Ωk=−V/k with V= 0.3 eV for k≥ 1. The energy gap between exciton and interfacial CT
states is defined as driving force Δ=Ω0−Ω1. b Vibrational environments consist of low-frequency phonon baths with room temperature energy scales
(kBT≈ 200 cm−1) and high-frequency vibrational modes. In this work, the low-frequency phonons are modeled by an Ohmic spectral density J lðωÞ with an
exponential cutoff, while the high-frequency modes are described by Lorentzian spectral densities J hðωÞ centered at vibrational frequency ωh= 1200 cm−1

(or 1500 cm−1). The vibrational damping rate of the high-frequency modes is taken to be γ= (50 fs)−1 or (500 fs)−1, as shown in red and blue,
respectively, to investigate the role of non-equilbrium vibrational motion in long-range charge separation.
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underlying mechanism. Some first-principles numerical methods
have been employed to simulate vibronic charge separation48–55,
where underdamped vibrational modes are considered. However,
the interpretation of simulated results is a non-trivial issue here.
For instance, in ref. 48, an effective one-dimensional Coulomb
potential is considered where electron–hole binding energy is
assumed to be reduced by instantaneous electron delocalization in
three-dimensional acceptor aggregates and as a result the elec-
tronic coupling being responsible for a hole transfer becomes
larger in magnitude than the detunings in energy levels of the
effective potential. In Supplementary Note 2, we show how, in
this case, deactivating completely the vibrational environment has
little impact on charge separation dynamics. This leads us to
conclude that the ultrafast long-range charge separation observed
in ref. 48 is not necessarily enhanced by vibronic couplings, but
merely induced by the weak Coulomb binding energy. Other
theoretical studies have focused on intermolecular modes as the
relevant vibrations behind charge separation56, while sometimes,
intramolecular modes are attributed a hampering role57. This is,
as we will demonstrate, in sharp contrast to our findings, as
intramolecular modes can induce both effects.

In the present work, we discern the underlying mechanisms of
charge separation dynamics as a function of the driving force or
the structure of vibrational environments and determine under
which conditions underdamped vibrational motion induces effi-
cient long-range charge separation in the presence of strong
Coulomb binding energy V ~ 0.3 eV. To this end we consider one,
two and three-dimensional donor–acceptor networks, instead of
effective one-dimensional Coulomb potentials, by using our non-
perturbative simulation method called dissipation-assisted matrix
product factorization (DAMPF)58–61, to investigate how coherent
vibronic couplings promote long-range charge separation in high-
dimensional multi-site systems. We show that there are two
available mechanisms for ultrafast long-range charge separation
in donor–acceptor interfaces. For low driving forces Δ ~ 0.15 eV,
the transitions between near-resonant exciton and delocalized CT
states occur on a sub-ps time scale even if vibronic couplings are
not considered. For high driving forces Δ ~ 0.3 eV, the vibronic
coupling of underdamped high-frequency vibrational modes with
frequencies ωh ~ 0.15 eV induces the transitions between exciton
and CT states delocalized over multiple acceptors. Here a vibra-
tionally cold exciton can interact resonantly with vibrationally hot
lower-energy CT states and, subsequently, also with vibrationally
cold high-energy CT states. The charge separation process
becomes significantly inefficient in this case when vibronic cou-
plings are ignored in simulations, hinting the genuine vibronic
effects induced by underdamped vibrational modes. Similar
conclusions can be drawn from a vibronic model of pentacene
with two electronic states that have been recently put forth62,
where the quantum coherence between local excitons and CT
states is shown to strongly depend on specific pathways of
vibrational relaxation. For both low and high driving forces, we
demonstrate that the time scale of the charge localization towards
the donor–acceptor interfaces is determined by the lifetime of the
high-frequency vibrational modes, as strongly damped modes
promote the transitions to the lowest-energy interfacial CT state.
These results demonstrate that experimentally measured long-
lived vibrational and vibronic coherences in OPV38–43 may have
a functional relevance in charge separation processes.

Results and discussion
Model. To investigate the influence of underdamped vibrational
motion on the charge separation of strongly bound electron–hole
pairs, we consider a one-dimensional chain consisting of N sites,
composed of an electron donor in contact with a chain of (N−1)

electron acceptors, as schematically shown in Fig. 1a. Two and
three-dimensional donor–acceptor networks will be considered
later. The electronic Hamiltonian is modeled by

He ¼ ∑
N�1

k¼0
Ωk kj i kh j þ ∑

N�2

k¼0
Jk;kþ1ð kj i kþ 1h j þ h:c:Þ; ð1Þ

where h.c. denotes the Hermitian conjugate. Here 0j i denotes an
exciton state localized at the donor, while kj i with k ≥ 1 is a CT
state with an electron localized at the kth acceptor. For simplicity,
we assume that the hole is fixed at the donor within the time scale
of our simulations due to its lower mobility with respect to the
electron45,47,63. The energy levels of CT states take into account
the Coulomb attraction between electron and hole, given by
Ωk=−V/k for k ≥ 1. We choose a value of V= 0.3 eV in accor-
dance with numerous estimates of the Coulomb binding energy
in the OPV literature63–66. We take Jk,k+1= 500 cm−1 ≈ 0.06 eV
for the electronic coupling being responsible for an electron
transfer, a common value found in acceptor aggregates such as
fullerene derivatives48,49,67. The exciton energy Ω0 depends on
the molecular properties of the donor8,18,19, which will be con-
sidered a free variable parametrized by the driving force Δ=
Ω0−Ω1, as shown in Fig. 1a.

For simplicity, we assume that each electronic state kj i is
coupled to an independent vibrational environment that is
initially in a thermal state at room temperature. The vibrational
Hamiltonian is written as

Hv ¼ ∑
N�1

k¼0
∑
q
ωqb

y
k;qbk;q; ð2Þ

with bk,q (b
y
k;q) describing the annihilation (creation) operator of a

vibrational mode with frequency ωq that is locally coupled to the
electronic state kj i. The vibronic interaction is modeled by

He�v ¼ ∑
N�1

k¼0
kj i kh j∑

q
ωq

ffiffiffiffi
sq

p ðbk;q þ byk;qÞ; ð3Þ

where the vibronic coupling strength is quantified by the Huang-
Rhys (HR) factors sq. The vibrational environments are fully
characterized by a phonon spectral density J ðωÞ ¼ ∑qω

2
qsqδðω�

ωqÞ with δ(ω) denoting the Dirac delta function. According to
first-principles calculations of functionalized fullerene electron
acceptors31,68–70, the vibrational environment consists of multiple
low-frequency modes, with vibrational frequencies smaller than
the thermal energy at room temperature (kBT ≈ 200 cm−1

≈ 0.025 eV), and a few discrete modes with high vibrational
frequencies of the order of ~ 1000 cm−1 and HR factors≲ 0.1.
Motivated by these observations, we consider a phonon spectral
density J ðωÞ ¼ J lðωÞ þ J hðωÞ where J lðωÞ ¼ λl

ωl
ωe�ω=ωl , with

ωl= 80 cm−1 and λl= 50 cm−1, describes a low-frequency phonon
spectrum (see gray curve in Fig. 1b). The high-frequency

vibrational modes are modeled by a Lorentzian function J hðωÞ ¼
4ωhshγðω2

hþγ2Þ
π ωððωþ ωhÞ2 þ γ2Þ�1ððω� ωhÞ2 þ γ2Þ�1

with vibra-
tional frequency ωh= 1200 cm−1 ≈V/2= 0.15 eV, HR factor
sh= 0.1 and damping rate γ. Molecular crystals are thought to
exhibit important anharmonicities in some strongly coupled low-
frequency modes that may not be properly described by our choice
of linear vibronic coupling in the Hamiltonian69,71,72. This
corresponds to the breakdown of the assumption of Gaussian
environments where second moments of creation and annihilation
operators completely determine the nature of vibronic interactions.
Consequently, we have avoided the use of strongly coupled low-
frequency vibrations of frequency≲ 100 cm−1, where the anhar-
monic behavior is more pronounced. Instead, we employ a
continuous spectral density of the Ohmic type to model the
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dissipative effects of a low-frequency vibrational environment at
room temperature and focus on the influence that intramolecular,
high-frequency modes have on charge separation.

In order to tackle the problem of simulating large vibronic
systems, we have extended DAMPF59, where a continuous
vibrational environment is described by a finite number of
oscillators undergoing Markovian dissipation (pseudomodes) and
a tensor network formalism is used. With DAMPF the reduced
electronic system dynamics can be simulated in a numerically
accurate manner for highly structured phonon spectral densities
by fitting the corresponding bath correlation functions via an
optimal set of parameters of either coupled or uncoupled
pseudomodes58–61. The extended DAMPF method opens the
door to non-perturbative simulations of many body systems
consisting of several tens of sites coupled to structured
environments in one, two- and three spatial dimensions, as will
be demonstrated in this work. More details about the method and
the explicit equation of motion in terms of pseudomodes can be
found in the “Methods” section below.

Driving Force and Vibrational Environments. Here we inves-
tigate the charge separation dynamics on a sub-ps time scale
simulated by DAMPF. For simplicity, we consider a linear chain
consisting of a donor and nine acceptors (N= 10). Longer one-
dimensional chains and higher-dimensional donor/acceptor net-
works will be considered later. We assume that an exciton state
0j i localized at the donor site is created at the initial time t= 0
and then an electron transfer through the acceptors induces the
transitions from the exciton to the CT states kj i with k ≥ 1. The
mean distance between electron and hole is considered a figure of
merit for charge separation, defined by hxðtÞi ¼ ∑N�1

k¼0 kPkðtÞ with
Pk(t) representing the populations of the exciton and CT states kj i
at time t, with the assumption that the distance between nearby
sites is uniform. To investigate how the initial charge separation
dynamics depends on the exciton energy Ω0 and the structure of
vibrational environments, we analyze in Fig. 2 the time-averaged
electron–hole distance, defined by hxit ≤T ¼ 1

T

R T
0 dthxðtÞi with

T= 400 fs, as a function of the driving force Δ=Ω0+ V for
various environmental structures. As evidenced by the dynamics
of the populations in Figs. 3 and 4, an integration interval of
T= 400 fs is sufficient to differentiate between various rates of
vibrational relaxation and their influence on charge separation.
Nonetheless, the duration of nonequilibrium dynamics can
extend up to the picosecond scale for sufficiently long-lived
vibrational modes. The role of high-frequency vibrational modes
and their nonequilibrium motion in charge separation processes
is identified by considering (i) no environments (J ðωÞ ¼ 0), (ii)
low-frequency phonon baths (J ðωÞ ¼ J lðωÞ, see gray curve in
Fig. 1b), (iii) high-frequency vibrational modes with controlled
damping rates γ∈ {(50 fs)−1, (500 fs)−1} (J ðωÞ ¼ J hðωÞ, see red
and blue curves in Fig. 1b), and (iv) the total vibrational envir-
onments including both low-frequency phonon baths and high-
frequency vibrational modes (J ðωÞ ¼ J lðωÞ þ J hðωÞ).

In Fig. 2a, the time-averaged electron–hole distance is shown as a
function of the driving force Δ when vibrational environments are
not considered (J ðωÞ ¼ 0). In this case, the charge separation
dynamics is purely electronic and the mean electron–hole distance
shows multiple peaks for Δ≲ 0.3 eV. When electronic states are only
coupled to low-frequency phonon baths (J ðωÞ ¼ J lðωÞ), these
peaks are smeared out, resulting in a smooth, broad single peak
centered around Δe ≈ 0.15 eV. The origin and structure of these
electronic resonances will be explained in detail in the next section.
In Fig. 2b where the electronic states are coupled to high-frequency
vibrational modes (J ðωÞ ¼ J hðωÞ), the time-averaged
electron–hole distance is displayed for different vibrational damping

rates γ= (50 fs)−1 and γ= (500 fs)−1, shown in red and blue,
respectively. With ωh denoting the vibrational frequency of the high-
frequency modes, the electron–hole distance is maximized at
Δe ≈ 0.15 eV,Δe+
ωh ≈ 0.3 eV,Δe+ 2ωh ≈ 0.45 eV, making the charge separation
process efficient for a broader range of the driving force Δ when
compared to the cases that the high-frequency modes are ignored
(see Fig. 2a). It is notable that the electron–hole distance is larger for
the lower damping rate γ= (500 fs)−1 of the high-frequency
vibrational modes than for the higher damping rate γ= (50 fs)−1.
These results imply that nonequilibrium vibrational dynamics can
promote long-range charge separation. This observation still holds
even if the low-frequency phonon baths are considered in addition
to the high-frequency vibrational modes (J ðωÞ ¼ J lðωÞ þ J hðωÞ),
as shown in Fig. 2c, where the electron–hole distance is maximized
at Δe ≈ 0.15 eV and Δv=Δe+ωh≈ 0.3 eV. We note that the
electron–hole distance at low driving forces Δ ~Δe is insensitive to
the presence of vibrational environments, while at high driving
forces Δ ~Δv, the charge separation process becomes significantly
inefficient when the high-frequency vibrational modes are ignored.
These results suggest that vibrational environments may play an
essential role in the long-range charge separation at high driving
forces, while the exciton dissociation at low driving forces may be
governed by electronic interactions.

So far the time-averaged mean electron–hole distance has been
considered to identify under what conditions the charge separation
on a sub-ps time scale becomes efficient. However, it does not show
how much populations of the CT states with well-separated
electron–hole pairs are generated and how quickly the long-range
electron–hole separation takes place. In Fig. 3, we show the
population dynamics of the CT states where electron and hole are
separated more than four molecular units, defined by∑9

k¼5 PkðtÞ, for
the case that electronic states are coupled to the total vibrational
environments (J ðωÞ ¼ J lðωÞ þ J hðωÞ). When the high-frequency
vibrational modes are weakly damped with γ= (500 fs)−1, the
electron is transferred to the second half of the acceptor chain within
100 fs and then the long-range electron–hole separation is sustained
on a sub-ps time scale for a wide range of the driving forces Δ, as
shown in Fig. 3a. When the high-frequency modes are strongly
damped with γ= (50 fs)−1, for low driving forces around Δe ≈ 0.15
eV the long-range charge separation occurs within 100 fs, but the
electron is quickly transferred back to the donor–acceptor interface,
as shown in Fig. 3b. For high driving forces around Δv ≈ 0.3 eV, the
long-range charge separation and subsequent localization towards
the interface take place on a slower time scale when compared to the
case of the low driving forces. These results demonstrate that
underdamped vibrational motion can promote long-range charge
separation when the excess energy Δ−V, defined by the energy
difference between exciton state and fully separated free charge
carriers, is negative or close to zero28–30,73,74.

Electronic mixing at low driving forces. The long-range charge
separation observed in DAMPF simulations can be rationalized
by analyzing the energy levels and delocalization lengths of the
exciton and CT states. In Fig. 2d, we consider the eigenstates
EðCTÞ
α

�� �
of the electronic Hamiltonian where the exciton state 0j i

and its coupling J0,1 to the CT states are ignored, namely
HCT ¼ ∑N�1

k¼1 Ωk kj i kh j þ∑N�2
k¼1 Jk;kþ1ð kj i kþ 1h j þ h:c:Þ. With a

hole fixed at the donor site, the probability distributions
jhkjEðCTÞ

α ij2 for finding an electron at the kth acceptor site is
displayed, which are vertically shifted by EðCTÞ

α þ V with EðCTÞ
α

representing the eigenvalues of HCT. The lowest-energy CT
eigenstate is mainly localized at the interface due to the strong
Coulomb binding energy considered in simulations (Ω2−Ω1=
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V/2= 0.15 eV > J1,2 ≈ 0.06 eV). The other higher energy CT
eigenstates are significantly delocalized in the acceptor domain
with smaller populations jh1jEðCTÞ

α ij2 at the interface for higher
energies EðCTÞ

α , as highlighted in red.

We consider the full electronic Hamiltonian He, including now
an exciton in the donor with an energy Ω0=Ω2 that is equal to
that of the second acceptor site. This corresponds to a driving
force Δe=V/2= 0.15 eV, that is half the value of the Coulomb

Fig. 2 Charge separation under different vibrational environments and electronic eigenstate structures. a Time-averaged mean electron–hole distance
〈x〉t≤400 fs is displayed as a function of driving force Δ when vibrational environments are absent (J ðωÞ ¼ 0) or only low-frequency phonon baths are
present (J ðωÞ ¼ J lðωÞ), shown in yellow and gray, respectively. Here we consider a linear chain consisting of a donor and nine acceptors (N= 10 sites).
b, c Time-averaged mean electron–hole distance when electronic states are coupled to b high-frequency vibrational modes only (J ðωÞ ¼ J hðωÞ) or to c the
total vibrational environments (J ðωÞ ¼ J lðωÞ þ J hðωÞ). Here the vibrational damping rate of the high-frequency modes with frequency ωh= 1200 cm−1 is
taken to be γ= (50 fs)−1 or (500 fs)−1, shown in red and blue, respectively. d Electronic eigenstates of the acceptor when the exciton 0j i is electronically
decoupled from acceptor sites kj i with k > 0. The probability distributions for finding an electron at the kth acceptor are vertically shifted depending on
electronic energy levels Eα. e, f Electronic eigenstates of the electronically coupled donor–acceptor system where the driving force is taken to be e Δe= 0.15
eV or f Δv= 0.3 eV. We employ the notation EXT

�� � � 0j i to refer to eigenstates with an excitonic character, ECT
�� �

is a charge-transfer (CT) state
delocalized over the acceptor and EICT

�� � � 1j i is another CT state localized at the interface. In (e), hybrid exciton-CT states contributing to initial charge
separation dynamics are colored in blue/green. In f, the exciton and delocalized CT states, governing initial charge separation via a vibronic mixing, are
highlighted in blue and green, respectively. In (d–f), the probabilities for finding an electron at donor/acceptor interface are shown in red.

Fig. 3 Long-range charge separation dynamics. a, b Total probability for separating an electron–hole pair more than four molecular units,∑9
k¼5 PkðtÞ, is shown

as a function of time t and driving force Δ. The colorbar quantifies the sum of probabilities ∑9
k¼5 PkðtÞ and can be thought as a measure of the probability of

successful charge separation. Here a linear chain consisting of N= 10 sites is considered where electronic states are coupled to total vibrational environments
(J ðωÞ ¼ J lðωÞ þ J hðωÞ). The damping rate of the high-frequency vibrational modes with ωh= 1200 cm−1 is taken to be (a) γ= (500 fs)−1 or (b) γ= (50 fs)−1.
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binding energy. In Fig. 2a, we observe how efficient long-range
charge separation can take place even in the absence of
vibrational environments, with a driving force that is far lower
than the binding energy of the electron–hole pair. The exciton
state 0j i is coupled to the eigenstates EðCTÞ

α

�� �
of HCT via the

electronic coupling Hi ¼ J0;1ð 0j i 1h j þ h:c:Þ at the interface,
leading to the exciton-CT couplings in the form
0h jHi E

ðCTÞ
α

�� � ¼ J0;1h1jEðCTÞ
α i. This implies that the transition

between exciton and CT state EðCTÞ
α

�� �
is enhanced when the

exciton energy Ω0 is near-resonant with the CT energy EðCTÞ
α and

the CT state has sufficiently high population j 1h jEðCTÞ
α j2 at the

interface (see red bars in Fig. 2b). For Δe=Ω0+ V= 0.15 eV, the
exciton state can be strongly mixed with a near-resonant CT state
delocalized over multiple acceptor sites (see Fig. 2d), leading to
two hybrid exciton-CT eigenstates of the total electronic
Hamiltonian He, described by the superpositions of 0j i and
multiple kj i with k ≥ 1 (see Fig. 2e). This indicates that the
multiple peaks in the time-averaged electron–hole distance
〈x〉t≤400 fs shown in Fig. 2a originate from the resonances between
exciton and CT states EðCTÞ

α

�� �
. Here the high-lying CT states with

energies EðCTÞ
α þ V ≳ 0:3 eV do not show long-range

electron–hole separation, as the interfacial electronic couplings
J0;1h1jEðCTÞ

α i are not strong enough to induce notable transitions
between exciton and CT states within the time scale T= 400 fs
considered in Fig. 2a. These high-energy CT states can be
populated via a near-resonant exciton state, but the correspond-
ing purely electronic charge separation occurs on a slower ps time

scale, as shown in Supplementary Note 3, and therefore this
process can be significantly affected by low-frequency phonon
baths. This is contrary to the charge separation at the low driving
force Δe ≈ 0.15 eV, which takes place within 100 fs and therefore
the early electronic dynamics is weakly affected by vibrational
environments. We note that when this analysis is applied to the
charge separation model in ref. 48, it can be shown that an exciton
state is strongly mixed with near-resonant CT states delocalized
in an effective one-dimensional Coulomb potential and as a result
the ultrafast long-range charge separation reported in ref. 48 can
be well described by a purely electronic model where vibrational
environments are ignored (see Supplementary Note 2).

Vibronic mixing at high driving forces. Contrary to the case of
Δe= 0.15 eV, the eigenstates of the full electronic Hamiltonian He

with Δv= 0.3 eV show a weak mixing between exciton and CT
states, as displayed in Fig. 2f, where the eigenstate EXT

�� �
with the

most excitonic character ∣〈0∣EXT〉∣ ≈ 1 and marked in blue, has
negligible amplitudes ∣〈k∣EXT〉∣≪ 1 at the acceptor sites with k > 0.
Here the energy gaps between the exciton state EXT

�� �
, shown in

blue, and lower-energy eigenstates ECT

�� �
with strong CT characters,

shown in green, are near-resonant with the vibrational frequency of
the high-frequency modes, EXT− ECT ≈ωh. Therefore, the vibra-
tionally cold exciton state EXT; 0v

�� �
can resonantly interact with

vibrationally hot CT states ECT; 1v
�� �

where one of the high-
frequency modes is singly excited. Here the CT states are delocalized
in the acceptor domain, but have non-negligible amplitudes around

Fig. 4 Vibration-assisted exciton dissociation and charge localization towards donor/acceptor interfaces. a With a hole fixed at donor, the probability
distribution for finding an electron at the donor (k= 0, corresponding to exciton) or at the kth acceptor (k≥ 1) is displayed as a function of time t, with
mean electron–hole distance 〈x(t)〉 shown in red (the colorbar quantifies these probabilities). We remark that k∈ [0, N− 1] is a discrete variable, and the
continuous nature of the contour plot emerges when displaying curves of equal populations that are extracted from the time-series data. With high driving
force Δv= 0.3 eV, here we consider a linear chain consisting of N= 10 sites and total vibrational environments (J ðωÞ ¼ J lðωÞ þ J hðωÞ) including strongly
damped high-frequency modes with ωh= 1200 cm−1 and γ= (50 fs)−1. b Charge separation dynamics when the high-frequency vibrational modes are
weakly damped with γ= (500 fs)−1. c Population dynamics of the first acceptor site at the interface, i.e. charge-transfer (CT) state 1j i. d Probability for
separating an electron–hole pair more than four molecular units,∑9

k¼5 PkðtÞ, shown as a function of time t. In both (c, d), the strongly (weakly) damped case
with γ= (50 fs)−1 (γ= (500 fs)−1 is shown in red (blue).
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the interface, leading to a moderate vibronic coupling to the exciton
state, EXT

� ��He�v ECT

�� � ¼ ∑N�1
k¼0 hEXTjkihkjECTiωh

ffiffiffiffi
sh

p ðbk;h þ byk;hÞ
with bk,h (b

y
k;h) denoting the annihilation (creation) operator of the

high-frequency vibrational mode locally coupled to electronic state
kj i. The other high-lying CT states E0

CT

�� �
near-resonant with the

exciton state, E0
CT � EXT, may have relatively small amplitudes

around the interface, so the direct vibronic coupling to the exciton
state could be small. However, the transitions from the exciton
EXT; 0v
�� �

to the vibrationally hot low-lying CT states ECT; 1v
�� �

can
allow subsequent transitions to vibrationally cold high-lying CT
states E0

CT; 0v
�� �

, as the delocalized CT states ECT

�� �
and E0

CT

�� �
are

spatially overlapped. Such consecutive transitions are mediated by
vibrational excitations and can delay the process of charge locali-
zation at donor–acceptor interfaces if the damping rate of the high-
frequency vibrational modes is sufficiently lower than the transition
rates amongst exciton and CT states. This picture is in line with the
vibronic eigenstate analysis where the high-frequency modes are
included as a part of system Hamiltonian in addition to the elec-
tronic states, as summarized in Supplementary Note 4.

Functional relevance of long-lived vibrational motion. So far
we have discussed the underlying mechanisms behind long-range
charge separation on a sub-ps time scale. We now investigate how
subsequent charge localization towards the donor–acceptor
interface depends on the lifetimes of high-frequency vibrational
modes to demonstrate that nonequilibrium vibrational dynamics
can maintain long-range electron–hole separation.

In Fig. 4a, b, where the high-frequency modes are strongly and
weakly damped, respectively, with γ= (50 fs)−1 and
γ= (500 fs)−1, the population dynamics Pk(t) of the exciton 0j i
and CT states kj i with k ≥ 1 is shown as a function of time t up to
1.5 ps in addition to the mean electron–hole distance 〈x(t)〉. Here
we consider the high driving force Δv= 0.3 eV where the vibronic
transition from exciton EXT; 0v

�� �
to delocalized CT states

ECT; 1v
�� �

takes place. When the high-frequency modes are
strongly damped, the vibrationally hot CT states ECT; 1v

�� �
quickly

dissipate to ECT; 0v
�� �

, leading to subsequent vibronic transitions
to vibrationally hot interfacial CT states EICT; 1v

�� �
(see Fig. 2f).

After that, the vibrational damping of the high-frequency modes
generates the population of the lowest-energy interfacial CT state
EICT; 0v
�� �

and makes the electron–hole pair trapped at the
interface, as shown in Fig. 4a. When the high-frequency
vibrational modes are weakly damped, the mean electron–hole
distance is maximized at ~700 fs, as shown in Fig. 4b, and then
the population P1(t) of the CT state 1j i localized around the
interface starts to be increased. This localized interfacial state 1j i
has been considered an energetic trap that leads to non-radiative
losses17. In Fig. 4c, the population dynamics of P1(t) is shown in
red and blue, respectively, for γ= (50 fs)−1 and γ= (500 fs)−1. In
the strongly damped case, P1(t) reaches 0.5 in 500 fs and grows up
to ~0.8 at 1.5 ps. This is contrary to the weakly damped case
where P1(t) is quickly saturated at ~ 0.1 within 100 fs and then
does not increase until ~500 fs, demonstrating that the charge
localization towards the interface can be delayed by the under-
damped nature of the high-frequency vibrational modes. The
delayed charge localization makes long-range electron–hole
separation to be maintained on a picosecond time scale, as
shown in Fig. 4d where ∑9

k¼5 PkðtÞ is plotted. These results
suggest that long-lived vibrational and vibronic coherences
observed in nonlinear optical spectra of organic solar cells39,41,43

may have a functional relevance in long-range charge separation.

Large vibronic systems. So far we have considered a one-
dimensional chain consisting of N= 10 sites. Here we investigate
the charge separation dynamics in larger multi-site systems,
including longer linear chains, and donor–acceptor networks in
two and three spatial dimensions.

For the linear chains consisting of a donor and (N− 1)
acceptors, we consider the total vibrational environments
including low-frequency phonon baths and high-frequency
vibrational modes with γ= (500 fs)−1 (J ðωÞ ¼ J lðωÞ þ J hðωÞ).
The driving force is taken to be Δv= 0.3 eV, for which long-range
charge separation occurs mediated by vibronic couplings in the
case of N= 10 sites. In Fig. 5a, a longer linear chain is considered
with N= 20 and the population dynamics Pk(t) of the exciton and
CT states kj i is shown. It is notable that an electron–hole pair is
separated more than ten molecular units within ~200 fs.
Interestingly, with a hole fixed at the donor site, the probability
distributions Pk(t) for finding an electron at the kth acceptor are
strongly delocalized over the entire acceptor chain, which are
maximized at k ≈ 6 and locally minimized at k ≈ 3. This implies
that an exciton state is vibronically mixed with strongly
delocalized CT states, as the detunings Ωk+1−Ωk= V(k(k
+1))−1 in the energy levels of the Coulomb potential become
smaller in magnitude than the electronic coupling Jk,k
+1= 500 cm−1 being responsible for an electron transfer when
V= 0.3 eV and k > 1. This is in line with the dynamics of the
mean electron–hole distance 〈x(t)〉 of the linear chains consisting
of N∈ {10, 15, 20} sites, shown in solid lines in Fig. 5b, where the
exciton dissociation becomes more efficient for longer acceptor
chains. The mean electron–hole distance is decreased when the
energy levels Ωk of the Coulomb potential are randomly
generated based on independent Gaussian distributions, as the
delocalization lengths of the CT states are reduced on average (see
Supplementary Note 5). Importantly, for the high driving force
Δv= 0.3 eV, the charge separation process becomes significantly
less efficient when vibrational environments are not considered
(J ðωÞ ¼ 0), as shown in dashed lines in Fig. 5b. These results
suggest that nonequilibrium vibrational dynamics in ordered
donor/acceptor aggregates can promote long-range charge
separation.

From the perspective of the microcanonical ensemble, the
number of charge-separated states becomes much larger than that
of interfacial CT states as the dimension of donor–acceptor
aggregates is increased75. The statistical advantage results in an
entropic drive that further promotes charge separation76 and is
relevant in two- and three-dimensional donor–acceptor networks
in the thermodynamic limit. To corroborate these ideas, we
consider a variety of donor–acceptor networks with different sizes
and dimensions. In Fig. 5c, the schematic representations of one-,
two- and three-dimensional donor–acceptor networks considered
in our simulations are displayed where the size of each network is
quantified by the number L of acceptor layers. In the one-
dimensional chains, the number of acceptors in each layer is
unity, while in the two-dimensional triangular (three-dimensional
pyramidal) structures, the number of acceptors in each layer
increases linearly (quadratically) as a function of the minimum
distance to the donor site. We assume that the distances between
nearby sites are uniform and the corresponding nearest-neighbor
electron-transfer couplings are taken to be 500 cm−1. The
electronic Hamiltonian is described by the exciton and CT states
kj i where a hole is fixed at the donor while an electron is localized
at the kth acceptor. The corresponding CT energy is modeled by
Ωk=−V/∣r0− rk∣ with V= 0.3 eV where r0 and rk denote,
respectively, the positions of the donor and kth acceptor with the
distance between nearby sites taken to be unity and dimensionless.
To increase the size of the donor–acceptor networks that can be
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considered in simulations, we only consider the high-frequency
vibrational modes (J ðωÞ ¼ J hðωÞ) with ωh= 1500 cm−1, sh= 0.1
and γ= (500 fs)−1.

In Fig. 5d, the time-averaged electron–hole distance 〈x〉t≤400 fs
simulated by DAMPF is shown as a function of the driving force
Δ for one- and two-dimensional networks with L= 4. Here we
consider the minimum distance between donor and each acceptor
layer in the computation of the mean electron–hole distance,
instead of the distances between donor and individual acceptors.
We compare the case that the high-frequency vibrational modes
are coupled to electronic states (J ðωÞ ¼ J hðωÞ), shown in blue
and red for the one-, two-dimensional models respectively, with
that of no vibrational environments (J ðωÞ ¼ 0), shown in a
lighter tone. Note that vibronic couplings make charge separation
efficient for a broader range of the driving force Δ in both one-

and two-dimensional networks, and that long-range charge
separation is further enhanced in the higher-dimensional net-
work. To simulate larger vibronic systems, in Fig. 5e, we consider
a reduced vibronic model constructed within vibrational
subspaces describing up to four vibrational excitations distributed
amongst the high-frequency vibrational modes in the polaron
basis (see Supplementary Note 4 for more details). For L= 4, the
simulated results obtained by the reduced models of one- and
two-dimensional networks are qualitatively similar to the
numerically exact DAMPF results shown in Fig. 5d. The reduced
model results demonstrate that long-range charge separation can
be enhanced by considering a three-dimensional donor–acceptor
network with L= 4, or by increasing the number of layers to
L= 9 in the one- and two-dimensional cases. In Fig. 5f, the
dynamics of the mean electron–hole distance 〈x(t)〉 of the one-,

Fig. 5 Charge separation in large vibronic systems in one, two and three spatial dimensions. a With a hole fixed at donor, the probability distribution for
finding an electron at the donor (k= 0) or at the kth acceptor (k≥ 1) is shown as a function of time t for a linear chain consisting of N= 20 sites (the
colorbar quantifies these probabilities). Here electronic states are coupled to total vibrational environments (J ðωÞ ¼ J lðωÞ þ J hðωÞ) including weakly
damped high-frequqency modes with ωh= 1500 cm−1 and γ= (500 fs)−1. b Mean electron–hole distances 〈x(t)〉 of linear chains composed of
N∈ {10, 20, 30} sites, shown in {red, blue, black}, respectively. Here we compare the case of the full environments, shown in solid lines, with that of no
vibrational environments (J ðωÞ ¼ 0), shown in dashed lines. c Schematic representation of one-, two- and three-dimensional donor–acceptor networks
where a donor is coupled to acceptor aggregates. d Time-averaged mean electron–hole distances 〈x〉t≤400 fs of one- and two-dimensional networks
consisting of L= 4 acceptor layers, displayed as a function of driving force Δ and computed by the Dissipation-Assisted Matrix Product Factorization
method (DAMPF)59. Here the case with vibronic coupling to high-frequency modes is shown in blue, red and green for the one-, two- and three
dimensional models respectively. The case with no environments is shown in a lighter tone. Note that the overlapped regions indicate that the case without
environments is well covered by the vibronic case. e Time-averaged mean electron–hole distances of one-, two- and three-dimensional networks consisting
of L= 4 or L= 9 acceptor layers, simulated by a reduced vibronic model (see Supplementary Note 4 for more details). For the three-dimensional network
with L= 4, 〈x〉t≤400 fs is maximized at high driving forces Δ≈ 0.35 eV. f For Δ= 0.35 eV, time evolution of mean electron–hole distance 〈x(t)〉 is shown for
one-, two- and three-dimensional networks with L= 4, computed by DAMPF.
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two- and three-dimensional systems with L= 4, computed by
DAMPF, is shown for a high driving force Δ= 0.35 eV where the
time-averaged electron–hole distance of the three-dimensional
system shown in Fig. 5e is maximized. These results demonstrate
that long-range charge separation can be enhanced by consider-
ing higher-dimensional multi-site systems with vibronic
couplings.

Conclusions
We have extended the non-perturbative simulation method DAMPF
to provide access to charge separation dynamics of a strongly bound
electron–hole pair in one-, two- and three-dimensional
donor–acceptor networks where a donor is coupled to acceptor
aggregates. By controlling the driving force and the structure of
vibrational environments, we identified two distinct mechanisms for
long-range charge separation. The first mechanism, activated at low
driving forces, is characterized by hybrid exciton-CT states where
long-range exciton dissociation takes place on a sub-100 fs time scale,
which is not assisted by underdamped high-frequency vibrational
modes. In the second mechanism, dominating charge separation at
high driving forces, the exciton-CT hybridization occurs and it is
mediated by vibronic interaction with underdamped high-frequency
vibrational modes, leading to efficient charge separation for a broad
range of driving forces. For both mechanisms, we have demonstrated
that long-range charge separation is significantly suppressed when
the high-frequency vibrational modes are strongly damped or delo-
calization lengths of the CT states are reduced by static disorder in
the energy levels of Coulomb potentials. These results suggest that
nonequilibrium vibrational motion can promote long-range charge
separation in ordered donor–acceptor aggregates.

In some numerical studies, the transition between a Frenkel
exciton and a CT state at higher energy is only possible if the
vibrational environment is initially excited62. In our simulations,
all modes start always at equilibrium with their own local and
independent environments. The extended nature of our model
with a multiplicity of CT states allows us to witness successful
charge separation even in the absence of excess vibrational
energy. The local exciton in the donor is already energetically
close to several CT states that are excited vibrationally. These
states lie at the lower part of a band of states that are relatively
delocalized over the acceptor and has width of ~ 2J. Moreover, no
off-diagonal vibronic coupling is necessary to produce these
transitions. In the literature on charge separation in OPVs, the
term “excess energy” is commonly employed to refer to the
energy difference between the LUMO levels of the donor and
acceptor (Eexc= Δ− V in our model)36,65,77. From our simula-
tions, we conclude that vibrationally hot CT states are important
for charge separation in blends with a driving force that is similar
in magnitude to the Coulomb binding energy of the electron–hole
pair (Δ ~ V). In contrast, charge separation in blends with half the
driving force or lower (Δ≲V/2) will be mediated predominantly
by purely electronic resonances whose coherence is strongly
sensitive to some vibrational relaxation pathways.

The formulation and analysis of a reduced model whose validity
became accessible to numerical corroboration thanks to the exten-
sion of the numerically exact simulation tool DAMPF allows us to
identify unambiguously the mechanisms that underlie charge
separation dynamics. The methods employed here can be applied to
more realistic models where multiple donors are coupled to acceptor
aggregates, without introducing effective one-dimensional Coulomb
potentials, and vibrational environments that are highly structured,
which deserves a separate investigation. We expect our findings to
help open up the engineering of vibrational environments for effi-
cient long-range charge separation in organic solar cells and the

identification of charge separation processes in other systems such as
photosynthetic reaction centers and other biological processes dri-
ven by electron transfer.

Methods
In this work, non-perturbative simulations of charge separation dynamics have
been carried out by using dissipation-assisted matrix product factorization
(DAMPF) method59 to take into account non-Markovian effects induced by a
continuous spectrum of vibrational environments. The DAMPF method relies on a
tensor network formalism and pseudomode theory58,61, which enables one to
consider a finite number of oscillators under Markovian noise (pseudomodes) to
mimic in a numerically accurate way the action of the original continuous vibra-
tional environments on reduced electronic system dynamics. In this work, vibra-
tional environments consist of low-frequency phonon baths and high-frequency
vibrational modes. The low-frequency phonon bath, modeled by an Ohmic spectral
density with an exponential cutoff function, has been described by five pseudo-
modes coupled to each other. On the contrary, every high-frequency vibrational
mode has been described by an independent pseudomode, which can well describe
a narrow Lorentzian spectral density. In this case, the vibrational Hamiltonians of
the coupled and uncoupled pseudomodes, respectively, are described by

HðlÞ
v ¼ ∑

N�1

k¼0
∑
5

q¼1
ðωqa

y
k;qak;q þ gqak;qa

y
k;qþ1 þ h:c:Þ; ð4Þ

HðhÞ
v ¼ ∑

N�1

k¼0
ωhb

y
k;hbk;h; ð5Þ

where ak,q and bk,h represent pseudomodes coupled to an electronic state kj i, and gq
is the coupling between pseudomodes ak,q and ak,q+1 with q+ 1 reduced to 1 when
q= 5. The vibronic couplings to the pseudomodes are described by

He�v ¼ ∑
N�1

k¼0
kj i kh j ∑

5

q¼1
ðcqak;q þ c�qa

y
k;qÞ ð6Þ

þ ∑
N�1

k¼0
kj i kh jωh

ffiffiffiffi
sh

p ðbk;h þ byk;hÞ: ð7Þ

The time evolution of a vibronic density matrix ρ is governed by a Lindblad
equation in the form

_ρ ¼� i He þ HðlÞ
v þHðhÞ

v þ He�v; ρ
� �

þ ∑
N�1

k¼0
∑
5

q¼1

�
γqðnðωqÞ þ 1Þ

	
ak;qρa

y
k;q �

1
2



ayk;qak;q; ρ

��

þ γqnðωqÞ
	
ayk;qρak;q �

1
2



ak;qa

y
k;q; ρ

��

þ ∑
N�1

k¼0
γhðnðωhÞ þ 1Þ bk;hρb

y
k;h �

1
2
fbyk;hbk;h; ρg

	 �
þ γhnðωhÞ byk;hρbk;h �

1
2
fbk;hbyk;h; ρg

	 �� 
;

ð8Þ
with nðωÞ ¼ ðexpð_ω=kBTÞ � 1Þ�1. The parameters ωq, gq, cq and γq of the coupled
pseudomodes can be found in Table IV of ref. 61 with a center frequency ωl= 80
cm−1. The vibrational frequency ωh of the high-frequency modes is approximately
an order of magnitude larger than the thermal energy kBT at room temperature, for
which n(ωh)≪ 1 and γh is reduced to the vibrational damping rate
γ∈ {(50 fs)−1, (500 fs)−1} considered in the main text.

In DAMPF, where the number of uncoupled (coupled) pseudomodes is denoted by
Qu=N (Qc= 5N), we consider a vibronic density matrix ρ represented in the form

ρ ¼ ∑
N�1

k;k0¼0
kj i k0
� ���∑

i1
∑
i2
� � �∑

iQc

∑
iQu

Aðk;k0 Þ
ð1;i1ÞA

ðk;k0 Þ
ð2;i2Þ ¼Aðk;k0 Þ

ðQc ;iQc Þ
Aðk;k0 Þ
ðQu ;iQu Þ

xi1 � � � � � xiQu ;

ð9Þ
describing a collection of N2 matrix product states (MPSs), via a vectorization of the
density matrix, conditional to the populations kj i kh j or coherences kj i k0

� �� with k≠ k0

of electronic states kj i. This representation retains thus all quantum correlations that
have a clear electronic origin, restricting the factorization at the level of different
vibrational environments. We found that the simulation costs of DAMPF required to
achieve convergence in reduced electronic dynamics are significantly higher for genuine
vibronic dynamics occurring at high driving forces Δv≈ 0.3 eV than for electronic
dynamics taking place at low driving forces Δe≈ 0.15 eV. This implies that strong
correlations between electronic states and vibrational modes, quantified by bond
dimensions, occur when a vibronic mixing induces long-range charge separation.

Data availability
The data that support the findings of this study are available from the corresponding
author upon reasonable request.
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The codes used in this work are available from the authors upon reasonable request.
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