An Approach for Assessing Industrial IoT Data Sources to Determine their
Data Trustworthiness

Abstract

Trustworthy data in the Industrial Internet of Things are paramount to ensure correct strategic decision-
making and accurate actions on the shop floor. However, the enormous amount of industrial data generated
by a variety of different sources (e.g. machines, sensors) is often of poor quality (e.g. unreliable sensor
readings). Research suggests that certain characteristics of data sources (e.g. battery-powered power supply,
wireless communication) contribute to this poor data quality. Nonetheless, to date, much of the research on
data trustworthiness only focused on the data values to determine the trustworthiness. Consequently, we
propose to pay more attention to the characteristics of data sources in the context of data trustworthiness.
Thus, this article presents an approach to assess Industrial Internet of Things data sources to determine their
data trustworthiness. The approach is based on a meta-model decomposing data sources into data stores
(e.g. databases) and providers (e.g. sensors). Further, the approach provides a quality model comprising
quality-related characteristics of data stores to determine their data trustworthiness. Moreover, a catalog
containing properties of data providers is presented to infer the trustworthiness of their provided data. An
industrial case study revealed a moderate correlation between the data source assessments of the proposed
approach and experts.
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1. Introduction

First presented by General Electric in 2012 [I], the general concept of the Industrial Internet of Things
(ITIoT) has become an essential component of current efforts (e.g. [2 B]) to digitally transform various
industries around the world. The general concept of the IloT refers to integrating and connecting all
physical devices (e.g. machines, sensors, actuators) and industrial control systems (ICSs) with traditional
information systems and business processes [4]. To enable this integration of diverse industrial assets, the
IToT uses several modern technologies such as cloud computing, radio frequency identification (RFID),
cyber-physical systems (CPSs), wireless sensor networks (WSNs) and mobile technologies (e.g. 5G) [5]. The
resulting system of interconnected industrial assets generates a large amount of industrial data which can
be used in several ways to optimise industrial operations or to generate new innovative business models
[5]. Reduced resource consumption, minimized costs, improved product quality or increased productivity
are just some of the many benefits the IToT offers [6] [7]. To realize these profits, the IIoT is used across
several industries, such as transportation, energy, telecommunications, agriculture and manufacturing [6].
Together, these industries will generate a global IToT market size of more than $900 billion by 2025 [§].

At the heart of the IIoT are advanced analytical systems that provide valuable insights and enable
intelligent operations based on the gathered data [9]. Classical examples are predictive maintenance tech-
niques where machine data are analyzed to predict component failures in order to avoid machine downtime
[10]. More complex examples are self-organizing networks of devices that use compound machine learning
algorithms to adjust themselves completely without human intervention [4].

However, these analytical systems rely heavily on the quality of the data provided. Thus, low quality data
(e.g. dropped or unreliable sensor readings) can lead to wrong decisions or even cause misleading actions on
the shop floor that harm humans. As a proxy measure for data quality [11}[12], data trustworthiness therefore
gained significant interest in the IToT in the last few years [13, [I4]. In broad terms, data trustworthiness
refers to the probability that the data provided by data sources are correct [15, [16]. To determine this
probability, research to date (e.g. [I7, [I8] [19]) has tended to focus on the extension of the data (i.e data
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values) rather than on the sources which provide these data. The few studies that take data sources into
account, in turn, only assess them on the basis of data values (e.g. [20] [15]), completely ignoring their
intrinsic characteristics (e.g. data schema, hardware/resource constraints, environmental influences).

Nonetheless, it is precisely these characteristics that are proven to be a significant factor influencing the
quality of the data provided by data sources [15] 21}, 20} [16] 22]. In fact, data quality in IIoT systems is often
influenced by common intrinsic technical limitations of IIoT devices such as energy, memory and computing
constraints [23, 24]. Further, environmental factors such as harsh conditions or damage can influence the
quality of industrial data transmitted from sources. In addition, the widespread wireless communication
used by various IToT devices tends to be more error-prone than traditional wired communication [25] [26], 27].
Accordingly, we argue that it is a necessity to consider the characteristics of IToT data sources to determine
their data trustworthiness.

To address this need, this paper deals with assessing IToT data sources based on their characteristics to
infer the trustworthiness of their provided data. In particular, a data source assessment approach is presented
that determines the probability that IIoT data sources provide correct data in terms of data accuracy, data
completeness, data consistency, data credibility and data currentness. The presented approach consists of
a meta-model, a quality model and a catalogue. In more detail, the contributions of this work are the
following:

o A meta-model that enables the representation of IIoT data sources by means of data stores (e.g.
databases, data lakes) and data providers (e.g. sensors, scanners).

e A quality model comprising characteristics related to the intrinsic quality of data stores (e.g. avail-
ability, metadata quality) to determine their data trustworthiness.

o A catalogue based on properties of data providers (e.g. battery-powered, mobility) to infer the trust-
worthiness of their provided data.

e An evaluation of the data source assessment approach in the context of an industrial case study. The
results of the evaluation indicate that the assessments conducted with the approach can be treated as
valid.

The remaining article specifically focuses on the manufacturing sector of the IIoT and is structured as
following. Section [2|first provides relevant background information on the IToT and data quality. Afterwards
related work on data trustworthiness and assessing data sources is described. In Section [3] the developed
data source assessment approach is presented. Following, Section [4] describes the empirical validation of the
developed approach. Limitations and implications of the results are discussed in Section[5] Finally, Section
[6] concludes the paper and outlines future work.

2. Background and Related Work

This section introduces necessary background information on the IIoT (Section [2.1) and data quality
(Section [2.2)). Afterwards, a brief overview about related work in the context of data trustworthiness and
assessing data sources is given in Section [2.3]

2.1. Industrial Internet of Things

In contrast to the general IoT which is human centered, focusing on rather low-priced, up-to-date smart
consumer electronic devices, the IToT aims to connect all industrial assets such as sensors, machinery and
ICSs with each other and beyond with back-end information systems and the Internet [4]. Through the
usage of modern technology and complex software stacks, the IIoT enables harvesting an enormous amount
of data that was previously often impossible or unprofitable to collect [28]. For example, wireless sensors
attached to physical devices or placed at any location at the shop floor generate valuable new data that
can be send directly to the cloud [29]. Thus, a lot of heterogeneous physical devices (e.g. machines, robots,
pumps, engines) and their corresponding tooling equipment (e.g. cutting equipment, gauges, dies) are acting
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as data sources within the IToT. In addition, manufacturing information systems (e.g. MES, ERP, SCM),
products or further devices (e.g. RFID readers, video cameras) often serve as sources for the data collected.

The tremendous amount of available data can be used for various innovative and intelligent applications.
Possible applications span from rather simple monitoring scenarios that provide increased knowledge about
the physical process to very complex scenarios in which physical devices build self-organizing systems (e.g.
CPSs) that are driven by complex algorithms (e.g. machine learning) [30} B1]. Two of the currently most
prominent application scenarios [32] are predictive maintenance and product quality assurance. The aim
of predictive maintenance is to predict when the next failure of a machine would take place and conduct
maintenance before this event actually happens [33], B4]. Product quality assurance applications generally
alm to increase the quality of the product to be manufactured or to improve the quality of the entire
production process. Through processing a variety of different data (e.g. historical data, machine condition
data, process-related or product-specific data), machine learning techniques are able to predict a product’s
final quality [35], detect root causes of defects as well as to detect abnormal states of a machine or the onset
of machine components degradation.

Before the data can actually be used for such applications, it has to pass through different networks with
varying protocols. Following, a widely accepted architectural pattern is used to describe the typical data
flow within an IIoT system. Namely, the three-tier architecture pattern, is a simplified and abstracted view
of an IToT system and comprises the edge, platform and enterprise tier [36]. Each tier plays a specific role
in processing the data flow as shown by Figure [I] Unless otherwise stated, the following description of each
tier is mainly based on [36] [4 [37].

Edge tier. The edge tier is responsible for collecting data from all ICSs and field devices (e.g. sensors,
actuators, controllers, machines) via local types of networks (e.g. Bluetooth, Wi-Fi, Fieldbus). These
networks form the so-called proximity network which enables the connectivity between all industrial assets
and connects to the IIoT edge gateway. In detail, the concrete flow of the data within the proximity
network depends on whether the industrial data producer at the shop floor has smart characteristics (i.e.
computational and IP network capabilities) or not.

The data flow of smart devices is outlined at the right-hand side of the edge tier in Figure [l Such
devices are able to send their generated data directly to the platform tier by using Internet application
protocols such as Message Queuing Telemetry Transport (MQTT) or Hypertext Transfer Protocol Secure
(HTTPS). More frequently, they exchange data with the IToT edge gateway by implementing Open Platform
Communications Unified Architecture (OPC UA) functionality.

In contrast to smart devices, the data flow of the conventional industrial equipment (left-hand side of
the edge tier in Figure [1)) starts with sensors which generate massive industrial data. These sensors are
typically installed within or attached to physical equipment. The generated data, typically measurements
(e.g. temperatures, pressure), are then transmitted directly via fieldbus networks (e.g. CAN bus, Profibus)
to control devices (e.g. DCS, PLC).

In a next step, ICS store the incoming data (e.g. in Historians) and provide user interfaces to monitor and
steer the production processes. Moreover, these systems forward the data often to on-premise information
systems (e.g. ERP, MES) for further action (e.g. order management, production planning). The data
transmission between the ICS and the control devices can either be executed through native industrial
control bus protocols (e.g. PROFINET, Modbus) or, more common, using some middleware software.

To enable the IloT, the IIoT edge gateway forwards the data to the platform tier using the access
network. This network is usually implemented as a virtual privacy network or mobile network and uses
protocols such as MQTT or HTTPS.

Platform Tier. At the platform tier, basic transformations, storage and analysis services for the receiving
data are offered. Consequently, the platform tier provides functions to monitor and optimize the systems at
the edge tier. Furthermore, this tier also offers management and provisioning functions on industrial devices
located at the shop floor. In detail, an IIoT hub is responsible for dispatching the incoming data to the
different services or storage systems. The services and the data storage are usually hosted in the cloud or in
a remote data center. Moreover, the platform tier also processes and forwards control messages sent from
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Figure 1: Industrial internet of things data flow.

the enterprise tier to the edge tier. All services of the platform tier are connected to the upper enterprise
tier through the service network (e.g. virtual privacy network, Internet). The service network can be a
virtual privacy network or the public Internet.

Enterprise Tier. The enterprise tier finally receives the processed data from the lower tiers. At this tier,
domain-specific applications such as ERP or MES and decision support systems are hosted. Therefore,
application and high-level business logic are implemented by the enterprise tier. Based on these logics,
control commands are sent to the platform and edge tiers. Further, the enterprise tier provides graphical
user interfaces (GUIs) or application programming interfaces (APIs) to end users.

2.2. Data Quality

The constantly increasing amount of generated data and the resulting possibility to make data-driven
decisions makes data quality an increasingly important aspect to consider. However, research on data quality
already started decades ago [38,[39]. Based on its context-dependence and the different possible perspectives
under which data quality can be considered, various data quality frameworks [40], models (e.g. for Web
Portals [41], Linked Data [42], Big Data [43]) and assessment methodologies [44] [45] have been proposed.
In addition, a considerable number of characteristics (often also named dimensions or attributes) have been
proposed that aim to describe desirable aspects of data quality.
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Over time, also different definitions of data quality emerged. The most basic and prominent definitions
are based on the concept of ”fitness for use” [39]. In simple terms, this concept emphasizes the importance of
the intended usage of the data. Thus, the quality of data should be considered from a consumer perspective
because only the data consumer can judge whether the data are fit for use or not. Based on this concept,
Wang & Strong [39] define data quality as ” data that are fit for use by data consumers”.

Throughout this article, we adopt ISO/IEC’s [46] understanding of data quality which is close to the
concept of ”fitness for use”. On an abstract level, the standard defines data quality as the degree to which
data satisfy defined requirements. The standard further classifies data quality characteristics into two main
categories, namely system-dependent data quality and inherent data quality. The latter category comprises
quality characteristics that refer to the data itself (i.e. to their values) such as accuracy, completeness, consis-
tency, credibility and currentness. On the other hand, the system-dependent category describes data quality
as degree to which it is reached and preserved within computer systems, thus considering the technological
domain in which data are used. Characteristics related to this category are awvailability, portability and
recoverability. The standard also proposes characteristics that are assigned to both categories, namely: ac-
cessibility, compliance, confidentiality, efficiency, precision, traceability and understandability. An overview
about all quality characteristics including their definitions is provided in Appendix

Although research on data quality is quite mature and extensive, the emergence of the IoT paradigm
created new substantial data quality challenges (e.g. diversity of data sources, increasing data volume and
generation speed). Moreover, also modern data-intensive software systems [47] pose several challenges on
ensuring data quality due to their incorporated machine learning algorithms (e.g. entanglement of model,
parameters and data sets). For a detailed overview about current data quality challenges see [48] [49] [50, [23].

2.8. Related Work

Data trustworthiness can broadly be described as the probability that the data provided by data sources
are correct. According to Rahman et al. [I3], ’correct’ in this sense refers to the freedom of errors and the
up-to-dateness of the data as well as to the fact that the data sources providing the data are reputable.
Based on this description of data trustworthiness, there are a variety of related research areas trying to
actively contribute to ensuring the correctness of data such as research on data quality in general including
data quality assessment and assurance as well as data validation, data filtering or data provenance. The
remaining section, however, is limited to related work on data trustworthiness and data source assessment.

2.3.1. Data Trustworthiness

As was pointed out in the introduction to this article, the existing literature on data trustworthiness pays
particular attention to the data items themselves rather than on the sources which provide these data. In
the following, we describe two articles that take the data source into account in their approaches. However,
the computation of the trustworthiness of the data provided by the data source is again based on data values
and not on data source characteristics.

The first article was published by Dai et al. [20] in 2008. In their work, the authors present a data
provenance framework to determine the trustworthiness of data and data providers. Their trust model
considers the aspects data similarity, data conflict, path similarity and data deduction to determine the
trustworthiness. Although the approach initially use unspecified criteria of data providers to determine
their trustworthiness, it is recomputed based on the average trustworthiness of the data provided.

The second approach was proposed by Tang et al. [15]. They present a framework to identify trustworthy
sensor alarms within CPS. To improve their proposed trustworthiness inference, the authors use the reliability
of a sensor. This sensor reliability is close to our understanding of the data trustworthiness of a data source.
However, the computation of the sensor reliability is done on data items only. A comprehensive overview
about further data trustworthiness approaches is provided by Bertino [21].

It is worth noting that the interest in the trustworthiness of data within the field of IToT has grown
significantly in recent years. Possible explanations for this may be the widespread use of the IIoT, the high
data dependency of IToT systems or the high demands of industrial environments on such systems (e.g. high
fault tolerance, high robustness and safety). A rough overview about current developments and research



trends in this area is provided by Rahman et al. [I3]. Further studies that make contributions towards data
trustworthiness in IToT environments are [19] [51] I8]. Nevertheless, these publications again focus only on
the data and not on the characteristics of the sources they come from to determine the trustworthiness.

2.3.2. Data Source Assessment

In addition to research on data trustworthiness itself, there are some studies available that deal directly
with the assessment of data sources based on their intrinsic characteristics. These studies tend to focus on
the domain of administrative (i.e. statistical) or open data and are therefore only applicable to the IToT to
a limited extend. Following, we briefly describe some related work within this context.

Daas et al. [52] developed a framework to assess administrative data sources. In their work, the authors
use various intrinsic characteristics of data sources (e.g. punctuality, format, security) to describe the source
hyperdimension of their framework. Later, Dufty et al. [53] extended this framework to encompass big data
quality using several intrinsic data source characteristics (e.g. complexity, reliability).

A further work to be mentioned is that of Milosevié et al. [54] who describe a methodology to assess
data sources from different perspectives. In addition to inherent data quality characteristics, the proposed
methodology also includes characteristics related to intrinsic characteristics of data sources (e.g. durability,
access, complexity).

Further, important characteristics of data sources (e.g. data availability, data format, existence of
metadata) are incorporated within the technological perspective of the open data maturity model proposed
by Solar et al. [55]. In their article, the authors outline a maturity model as reference for public agencies in
implementing open data principles.

3. IIoT Data Source Assessment Approach

In this section, we present an approach to assess IIoT data sources regarding their probability of providing
correct data (i.e. their data trustworthiness). The key idea of the approach is to represent data sources
in terms of two concepts, namely data stores and data providers. Basically, data providers are assumed
to generate data and send them to data stores for storage. However, to assess data sources in terms of
their data trustworthiness, criteria for both data stores and data providers are required. Therefore, the
approach utilizes quality characteristics of data stores and properties of data providers to determine the
trustworthiness of the data they provide.

The remaining section is structured as follows. First, Section [3.1] introduces the underlying meta-model
of the approach and details the relationship of the different concepts. Afterwards, a data store quality model
tailored to infer the trustworthiness of data stored in data stores is presented in Section Subsequently,
Section [3.3] outlines a catalogue comprising properties of data providers to determine their probability of
providing correct data. Section elaborates on the calculation of the data trustworthiness. In Section
a procedure for applying the assessment approach is outlined. Finally, an exemplary application of the
approach is presented in Section [3.6]

3.1. Meta-Model of the Approach

To enable a consistent description of diverse IToT data sources, we introduce the meta-model (based on
UML notation) shown in Figure[2l As reported above, the key concepts of our approach are data stores and
data providers. They are each represented by the corresponding meta-class Data Store and Data Provider.
A data provider is defined as a physical entity that generates data, is located at the shop floor and typically
does not provide extensive data storage capabilities. Examples of data providers are sensors, scanners,
conventional production machinery or industrial equipment. In contrast, a data store can be described as
a typical data storage entity that provides comprehensive capabilities of storing and managing data. Data
store elements can be flat files, databases or data lakes.
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Figure 2: Data source meta-model (UML notation).

The basic idea in our approach is that a data provider delivers its generated data to a data store. This
is represented by the association delivers data between the data store and data provider classes. In certain
cases (e.g. data streaming), however, data providers may deliver data for immediate use without prior
storage (e.g. real-time analytics). Further, it is worth noting that a data provider cannot deliver data to
another data provider. In contrast, data stores may deliver data to other data stores (recursive association
receives data/delivers data on meta-class data store).

However, industrial ecosystems usually contain a huge number of different data providers and data stores.
For example, production machinery can integrate hundredths of sensors and IToT networks can include plenty
of different data stores. Depending on the concrete scenario (e.g. WSN with thousands of sensor nodes) it
would be impossible to consider each single sensor (i.e. data provider) or data store within an industrial
ecosystem. Moreover, beside using several sensors, smart machines can either compromise local data stores
or are seamlessly connected to networked data storage systems. Resulting, it would be very difficult or
time-consuming to consider the individual data stores and data providers of already one smart machine.

To address this issue, we further introduce the concept of a data source (meta-class Data Source). The
concept of a data source allows to aggregate several individual data stores and data providers. Therefore, a
data source can contain several data providers and data stores (represented by two aggregation relationships).
In detail, a data source can either contain at least one data store and one data provider or at least two data
stores or data providers. As long as data stores are part of data sources, data sources may deliver data to
other data sources (recursive association receives data/delivers data on meta-class data source).

A concrete instantiation of the meta-model is shown in Figure [3] The upper part of the figure shows
three possibilities to model a scenario where two robot arms deliver data to a database. The first possibility
(1) is to model the two robot arms as independent data providers and the database as data store. In case the
two robot arms are identical, they can be modeled as one instance of a data source (2). As a last possibility,
the database and both robot arms are combined and modeled as data source (3). The lower part of the
figure shows a robot arm including an embedded database and some equipped sensors. This setting can be
modeled in two ways. First, all sensors are modeled as data providers while the database is modeled as a
data store (4). In contrast, the lower right side of the figure illustrates the possibility to model this setting
as a single data source (5). However, which option is chosen depends on the concrete application scenario.
For example, how many different data sources need to be considered in total or what the concrete objective
is.

So far, we introduced the main concepts (i.e. data store, data provider and data source) and its relation-
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ships (i.e. delivers/receives data and aggregation). To determine their corresponding data trustworthiness,
further concepts need to be introduced. Therefore, the approach introduces both the concept of quality
characteristics of data stores and the concept of properties of data providers.

In detail, we propose to determine the probability that a data store provides correct data (i.e. its data
trustworthiness) by considering its intrinsic quality characteristics (attribute Quality Characteristics). Based
on our previous work [56] and further literature (e.g. [22]), we assume that a data store delivers data of high
quality when certain of its quality-related characteristics (e.g. availability, data schema completeness) are
high and vice versa. To assess these characteristics, we introduce the concept of a quality model (operation
Quality Model). Thus, the data trustworthiness of a data store (comment notation Data Trustworthiness)
is determined by assessing its intrinsic quality-related characteristics based on a quality model.

1 2 1 1
ey

| _!'Data Source

Figure 3: Meta-model instances.

The probability that a data provider delivers correct data is determined by using certain of its intrinsic
properties (attribute Properties). This idea is based on literature (e.g. [23]) which claims that specific
properties of data providers (e.g. mobility, hardware constraints) are likely to influence the quality of the
data provided. To assess these properties, we introduce the concept of a catalogue (operation Catalogue).
Hence, the data trustworthiness of a data provider (comment notation Data Trustworthiness) is determined
by assessing its intrinsic properties based on a catalogue.

Due to the fact that a data source can contain both data stores and data providers, its data trust-
worthiness is determined by assessing both quality characteristics and properties. More details on the
trustworthiness determination are given in Section [3.4] The next two sections present the development of
the data store quality model and the data provider property catalogue.

3.2. Data Store Quality Model

The different steps of the quality model development process are outlined in Figure @] To determine the
quality characteristics of data stores, our first intention was to consider the ISO/TEC 25012 data quality
model (see Section as it introduces characteristics related to the quality of data stores in its category
system-dependent data quality. However, this category only provides three characteristics (i.e. availability,
portability, recoverability) without any further sub-characteristics. Thus, they were not sufficient for de-
veloping the quality model. Therefore, our first step was to conduct a systematic literature review to get
a comprehensive initial overview about quality characteristics of data stores. Afterwards, we determined
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which of those characteristics are relevant for further consideration (i.e. may influence the quality of the
data provided). Hence, each characteristic was assessed in terms of its influence on the five most common
inherent data quality characteristics (see Section and on typical data engineering activities. The result-
ing set of characteristics was then subdivided into further sub-quality characteristics and properties. Lastly,
a checklist was developed to operationalize the quality model. The following sections (given in Figure [4] in
parenthesis) describe each step in more detail.

Systematic Literature Selection of relevant
Review on Data Store Data Store Qualit Development of Data Store Operatlonahzatlon
Quality Characteristics ot Y Quality Model (3.2.3) (3.2.4)

Characteristics (3.2.2)

(3.2.1)

Figure 4: Data store quality model development process.

3.2.1. Literature Review

We followed the guidelines presented by Kitchenham & Charters [57] and Wohlin [58] for conducting
our review. As depicted in Figure [5] the process of conducting the review consisted of three main stages
compromising different steps which are described below.

Search Process and Source Selection. The review was performed in November and December 2019. As a
first step, we conducted a trial search in Google Scholar to identify relevant key words and to determine
an appropriate search strategy. Based on this trial search, we identified a set of key words which we
combined into nine search string (enclosed in square brackets) as follows: [(’data source’” OR ’data store’
OR ’information source’) AND ’quality model’] OR [(’data quality’ OR ’schema quality’” OR ’data source
quality” OR ’information source quality’) AND ’intensional’] OR [(’data’ OR ’information’) AND ’source
quality’] OR ['intensional data quality’ OR ’system-dependent data quality’] OR ['data service quality’ OR
"data provision quality’] OR [*data source assessment’] OR ['schema quality’] OR [*data source quality’] OR
[Vinformation source quality’].

Table 1: Inclusion and Exclusion Criteria

Inclusion Criteria Exclusion Criteria

Accessible in full text Non-english articles

Published between 1995 and 2019 Grey and white literature

Addressing quality characteristics Addressing only inherent data quality
related to data stores No quality characteristic

definitions/descriptions provided
Too specific (e.g. focus only on
administration/linked data sources)

These search strings were then used to perform an initial search on Google Scholar’s database. Based
on scanning the title, abstract and conclusion of each hit we selected a first set of potential relevant sources.
However, due to their generic nature, some key words (i.e. data, data source) returned a very large number
of hits, many of which were not relevant to our study. To reduce the number of hits to a manageable size,
we restricted the search space by utilizing Google Scholar’s Ranking Algorithm. In fact, we assumed that
the most relevant articles usually appear at the first few pages. Thus, we only checked the first three result
pages of each search string’s results (i.e. 30 hits) and only continued if a relevant hit was found at the last
page. In total, we excluded 383 articles from an initial pool of 460 scanned sources resulting in a remaining
pool of 77 potential relevant sources.
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Figure 5: Systematic literature review process.

As a next step we conducted forward and backward snowballing [58] on the 77 identified papers to ensure
finding all relevant sources. By examining the reference list of a paper (backward snowballing) and citations
to a paper (forward snowballing), we identified 5 additional papers and added them to our set of candidate
papers. Thus, we got a final set of 82 candidate papers.

Afterwards, we reviewed each of the 82 papers in detail based on defined inclusion and exclusion criteria
shown in Table [II As a result, we excluded 63 papers and got a final pool of 19 sources for further
consideration.

Data Extraction. In the next stage, we extracted relevant quality characteristics from the final pool of papers.
Therefore, we used a spreadsheet of Google Sheetsﬂ and extracted the data store quality characteristics, its
definition as well as corresponding grouping or classification schemes (i.e. design & administration quality -
schema and data quality - minimality [59]) from the papers. Additionally, we summarized the main content
of each quality characteristic’s definition in a few key words in a separate column.

Quality characteristics that were explicitly classified as related to inherent data quality (i.e. to data
values) in the source papers were not extracted. Moreover, characteristics which were related to the schema
of data stores were marked as schema specific. Finally, we got a list of 102 data store quality characteristics
(21 of them related to schema) and their definitions. Appendix lists the extracted quality
characteristics together with the number how often they were extracted. It is worth noting that although
characteristics were named identical across sources, they were often defined differently.

Data Synthesis. In the data synthesis stage, we sorted the quality characteristics according to their main
stated content. We chose this approach because semantically identical characteristics were often worded

Thttps://cutt.ly/4jalZN4
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differently across the sources (e.g. reputation, trustworthiness, verifiability). Through extracting the main
content of each characteristic in the data extraction phase and the sorting based on it we ensured that
similar characteristics were listed together which kept the further process manageable. In principle, the next
step would have been the further synthesis of the characteristics. However, we did not do this at this point
in order to be able to assess each of the 102 characteristics individually in the next step with regard to their
influence on the inherent data quality.

3.2.2. Relevant Quality Characteristics

As previously stated, not all extracted quality characteristics of data stores have an influence on the
quality of their provided data. To identify which characteristics may influence the data quality, we decided
to assess their influence on the five most common inherent data quality characteristics and on established
data engineering activities.

Table 2: Data Store Quality Characteristics (sorted alphabetically)

Characteristic Description

Accessibility The degree to which data are easily and quickly retrievable.

Availability The degree to which data are available from a data store.

Completeness The degree to which a data store is able to represent every meaningful state of the real

world.

Contactability The degree to which a data store provides contact information for further inquiries.

Representational The degree to which a data store presents data in a concise and organized way.
Adequacy

Representational The degree to which a data store presents data always in the same format and compatible
Consistency with previous data.

Security The degree to which access to data for unauthorized persons is restricted by a data store.

Timeliness The degree to which a data store provides up-to-date data in a timely manner.

Trustworthiness The degree to which a data store can be trusted.

Understandability The degree to which users can understand the data provided by a data store.

For determining the inherent data quality characteristics, we relied on five characteristics provided by
the ISO/IEC 25012 data quality model [46] which relate specifically to the extension of data (i.e. accuracy,
completeness, consistency, credibility and currentness). Although sometimes named under different terms
(e.g. timeliness instead currentness), these data quality characteristics are widely used in prominent studies
on data quality (e.g. [39, 45]) and are therefore well suited to represent the quality of the data provided by
data stores.

With regard to the data engineering activities, data ingestion (i.e. obtaining and importing data from
sources), data integration (i.e. combining data from multiple sources), data storage (i.e. storing data in
repositories), data cleaning (i.e. resolving missing data, correcting anomalies) and data preparation (i.e.
transforming, normalizing or compressing data) were selected as representative data engineering activities.
These were selected based on reviewing corresponding literature (e.g. [60, 611 [62]). The idea to assess data
store quality characteristics regarding their influence on data engineering activities is based on the following
consideration. We assume that data engineers who want to acquire or process data from a data store are
more likely to make mistakes when certain quality characteristics of the data store are low. This in turn
can lead to a decrease in the quality of the processed data. For example, if metadata or documentation is
only available in a limited way, data engineers may introduce errors into the data processing logic which in
turn reduces the quality of the processed data.

For the influence assessment, we examined each of the 102 identified data store quality characteristics
regarding its potential influence on the inherent data quality or data engineering activities. In detail, we
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considered a data store characteristic to be relevant if it either influences at least one of the five inherent
data quality characteristics or a data engineering activity. The assessment was done independently by
two researchers. In case of different assessments, the corresponding data store quality characteristics were
discussed again together and a final assignment was made. An excerpt of the assessment is described in

Appendix
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Figure 6: Data store quality model.

In total, we eliminated 17 characteristics resulting in 85 remaining data quality store characteristics (21
of them related to schema) which were assumed to have an influence on the inherent quality of the data
provided by a data store. It is worth mentioning that all characteristics that were assumed to influence data
engineering activities were also assessed to influence at least one inherent data quality characteristic.
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Since the characteristics were already sorted based on their extracted core statement, we now continued
by further synthesizing them. In detail, we divided the characteristics into groups based on their core
statements. In addition, we assigned each group a quality characteristic name that best represented the
main content of the group. An example of the group ’timeliness’ is shown in Appendix We
further derived a definition for each group based on the quality characteristics assigned to it. By doing so, we
consolidated the 21 schema-related characteristics into six characteristics. Nevertheless, these characteristics
represent only a specific aspect of the quality of a data store (i.e. the schema quality). Therefore, we did not
consider them as single quality characteristics, but will take them into account when developing the data
store quality model in the next section. Finally, we consolidated the remaining 64 quality characteristics
into ten data store quality characteristics which are listed in Table

3.2.8. Quality Model

Our approach to develop the quality model consisted of two steps. First, we grouped the ten identified
quality characteristics into superordinate categories. Afterwards, we subdivided the characteristics into
further sub-characteristics and properties.

We introduced three parent categories, namely representational, dynamical and statical data store qual-
ity. This categorization is partly based on Alvaro et al. [63] who suggest to classify quality characteristics
depending whether they are observable at runtime (i.e. dynamic) or during the product life-cycle (i.e.
static). Beside considering the dynamic and static dimensions of the data store quality, we further intro-
duced a category dealing with its representational quality dimension. Based on the definition of the ten
identified quality characteristics, we assigned each of them to one parent category.

To further subdivide the quality characteristics, we first reviewed the extracted core statements of all
characteristics which were assigned to this quality characteristic in Section [3.2.2l Then we used these
core statements as properties and sub-characteristics and derived appropriate names and descriptions for
each based on literature (e.g. [63l 64, [65]). Additionally, we assigned the six identified schema-related
characteristics in Section [3.2:1] as sub-characteristic to a quality characteristic depending on their definition.
The final data store quality model is depicted in Figure [6] while the exact descriptions and definitions can
be looked up in Appendix [Appendix B.4|and [Appendix B.5|

3.2.4. Operationalization and Quality Assessment

Based on the work of Punter [66], a checklist was developed to operationalize the developed quality model.
The checklist comprises the ten data store quality characteristics and provides a five-point Likert scale (i.e.
strongly disagree, disagree, neutral, agree, strongly agree) for assessing each characteristics. Quality-related
statements were defined to represent each characteristic on the checklist. By specifying the agreement to
a statement, the level of quality is determined while a high agreement indicates a high level of quality.
Through highlighting the main criteria to be considered for each characteristic, the checklist enables a
compact assessment. The checklist can be looked up in Appendix [Appendix B.6]

To determine the quality of a data store, we assigned points from 0 (i.e. strongly disagree) to 4 (i.e.
strongly agree) to each option on the Likert scale. The quality score of a data store (QS(DataStore))
can then be computed by summing up all points awarded which can result in a maximum of 40 points
(maxQS(DataStore)). In the rarely case one quality statement can not be specified, the maximum possible
score must be reduced accordingly (i.e. 4 points for each statement not applicable).

We suggest a scale based on Lourengo et al. [67] to interpret the quality scores. The scale subdivides the
quality score into five groups (i.e. great, good, average, mediocre, bad), with each group spanning a range
of 8 points (i.e. 0-8 bad, 9-16 mediocre, 17-24 medium, 25-32 good, 33-40 great). This quality score is used
to determine the data trustworthiness of data stores in Section [3.4l

3.3. Data Provider Property Catalogue

Figure [7] outlines the different steps of the catalogue development process. In a first step, we conducted
an informal literature review to identify factors known to influence the data quality in the IIoT. In addition,
we gathered properties of data providers from the literature that are likely to influence the quality of the
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data they provide. Following the review, we synthesized the identified factors and assessed the identified
properties regarding their influence on the (inherent) data quality. The remaining properties together with
the synthesized factors were then used to develop the data provider property catalogue. Lastly, we developed
a checklist to operationalize the catalogue. The following sections (given in Figure|7|in parenthesis) describe
each step in more detail.

Literature Review
Factors influencing
> the data quality in lloT data quality
i lloT environments (3.3.2)

_,: D g ’ Development of
Ve . Data Provider Property Operationalization
: H Selection of relevant C?;azliog;Je (83.5)
Data Provider Properties —

(3.3.3)

Factors influencing

Figure 7: Data provider property catalogue development process.

3.83.1. Literature Review

We conducted the review (corresponding spreadsheets available onlineﬂ) in an informal way for the
following reasons. First, a preliminary search revealed that there are already a number of studies reporting
on factors that influence the data quality within the IoT. Thus, we decided that it is sufficient to synthesize
these contributions. Second, the level of detail of properties of IIoT data providers can be very high.
However, such a fine-grained list of properties would only be applicable to a specific type of data provider.
Thus, we decided to focus on generic properties that are applicable to a broader range of data providers.

As a first step in the review, we conducted an exploratory search to identify relevant papers. Afterwards,
the snowballing technique [58] was applied on this set of papers. As a result, we ended up with 25 candidate
papers. In a next step, we reviewed each paper in detail and excluded five papers because their focus was
too different (e.g. cloud or big data systems) for our purpose. The remaining 20 sources were then used for
the data extraction task.

We extracted both, factors that endanger the IToT data quality as well as properties of [ToT data providers
from eight papers. Six articles each provided only factors or properties. Once all data were extracted, we
reviewed all factors as well as properties and eliminated those that were either too abstract (e.g. difficulties
of managing data flows) or too detailed (e.g. transmission protocol specific properties). Finally, we got a
list of 73 factors and 46 properties.

3.3.2. Factors Influencing IloT Data Quality

To synthesize and harmonize the 73 identified factors, we relied on the work of Karkouch et al. [23] and
Zubair et al. [68]. Based on their classifications, we came up with six main categories compromising 18
factors that influence the IIoT data quality. The six main categories are: physical environment, resource
constraints, network, hardware, data processing and heterogeneity. In the following, we briefly describe each
category.

Physical Environment. This category refers to the influence of the physical environment on IToT devices.
Extreme environmental conditions (e.g. heat, moisture, dirt) or their dynamic changes (e.g. from very hot
to cold) can cause instability of the devices and thus influence the quality of the data provided. Furthermore,
damage to the devices due to hostile environments or vandalism can also cause data quality problems.

Network. Networks are an integral part of any IIoT system and can significantly influence the quality of
data transmitted. Unreliable network connection (e.g. bandwidth bottlenecks) or latency (e.g. delayed

%https://cutt.ly/6jaZWfT
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transmission) can endanger the currentness of the data provided by IToT devices. Another common cause
of data quality problems are intermittent loss of network connections which can lead to packet loss.
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Figure 8: Factors that cause poor inherent IIoT data quality.

Data Processing. Operations on the data or on attributes that describe them (metadata) can have a direct
influence on their quality. Since data are commonly processed by IIoT devices to reduce their volume or to
preserve privacy, such data-reducing operations (e.g. aggregations, filtering) can influence the data quality
through loss of information or metadata. In addition, distributed data processing can cause the inability of
deriving the origin of the data (i.e. data provenance) and thus reduce the credibility in the data.

Resource Constraints. 11oT devices often suffer from a lack of resources (e.g. memory, storage, power,
computation). Such resource limitations often result in battery outages, bounded processing rates or limited
buffers which can affect the quality of the data directly at its origin. In addition, IIoT devices often have
limited functionality (e.g. restricted configuration, no updates possible). This lack of functionality may
degrade the completeness or accuracy of the data provided.

Hardware. There are several hardware-related factors that definitely have an influence on the quality of
the data provided. The commodity nature of many IIoT devices often result in using low-cost hardware.
This can result in inaccurate measurements that reduce the accuracy of the data transmitted. Furthermore,
such IIoT devices often do not use encryption or other security-relevant protection mechanisms, which
makes them vulnerable to attack. This in turn can considerably endanger the quality of the data provided.
Moreover, hardware-related failures (e.g. mechanical failures, lost calibration) are often causing massive
data quality related issues (e.g. due to erroneous sensor readings). In addition, unmaintained hardware is
another potential source of deterioration in the accuracy and credibility of the data provided.

Heterogeneity. The I1oT is characterised by a huge heterogeneity in terms of devices, networks and software
stacks. This heterogeneity makes the interaction of devices and software stacks very difficult. Moreover, the
lack of standards and the global scale of IToT implementations often lead to ambiguous contexts and make
the enforcement of data quality standards challenging. Therefore, data quality is likely to be negatively
influenced due to various problems caused by the heterogeneity of IToT ecosystems.

If necessary, we renamed the 18 factors in a way that they describe causes of poor data quality. For
example, regular maintenance of industrial equipment is a critical factor in ensuring the correctness of the
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data they provide. Hence, instead of naming the factor "regular maintenance”, we have renamed the factor
to "lack of maintenance”. This naming enabled us to depict the six main categories as causes and their
18 factors as sub-causes in an Ishikawa (Fishbone) diagram. Figure [8| shows the diagram including further
sub-sub-causes (in italics) as concrete examples for most factors.

3.3.83. Relevant Properties

To ensure that only properties are further considered that influence the inherent data quality, we con-
ducted the same assessment procedure as in Section with one exception. Instead of assessing the
properties in terms of their influence on both the inherent data quality and common data engineering ac-
tivities, we only evaluated them according to the former. This decision was based on the consideration that
properties of data providers such as their physical location or kind of power supply are not assumed to have
any influence on data engineering activities. However, the assessment resulted in no additional elimination
of a property. Thus, all extracted 46 properties were assumed as influencing the quality of the data provided
by data providers.

Following the assessment, we consolidated the 46 properties into 12 properties: age, type of data
provider, environment, mobility, power source, power usage, interface mechanism, hardware quality, mainte-
nance/calibration, ease of replacement/repair, hardware constraints and data preprocessing.

3.8.4. Catalogue

The catalogue was developed based on the 12 identified properties of data providers and the 18 factors
endangering the IToT data quality. Further, the IToT analysis framework presented by Boyes et al. [6] was
used for structuring the catalogue as it provides categories to characterise IIoT devices.

In detail, we first derived five main categories (i.e. general, location, energy, connectivity and hardware)
based on the categories provided by Boyes et al. and the factors influencing the IIoT data quality. Second,
we defined each of the 12 properties in a meaningful way and assigned them to exactly one category. We used
the term sensor/device/machine as a representative term for data provider in the definitions. To ensure the
coherence of the properties and their corresponding category, we renamed some of the properties accordingly
(i.e. connectivity mechanism instead interface mechanism). However, the property data preprocessing could
not be assigned to a category. Due to its potential influence on the quality of provided data (e.g. compressing
data, filtering data or imputing missing data) we decided to add it as the sixth main category. Following,
the 12 properties with their definitions and superordinate categories are presented.

o General:
— Age. Describes the deterioration of the sensor/device/machine; this includes aspects such as the
battery condition, the sensor age and the technology used.
— Provider type. Describes whether the data provided are partly based on human input or were
created entirely by the sensor/device/machine itself.

e Location:

— Environment. Describes the physical environment in which the sensor/device/machine operates
(e.g. temperature range, humidity range, vibration); it also takes into account how often these
aspects change (e.g. from extremely hot to cold each day); it further takes into account the level
of physical vulnerability (e.g. theft, damage).

— Mobility. Describes whether the sensor/device/machine physically moves during operation.
e Fnergy:

— Power source. Describes the type of power supply of the sensor/device/machine.

— Usage. Describes the power consumption behavior of the sensor/device/machine.

e Connectivity:
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— Mechanism. Describes the physical mechanism used to convey any data from the sensor/device/
machine.

o Hardware:

Quality. Describes various quality-related hardware characteristics of the sensor/device/
machine; this includes aspects such as the precision, accuracy and sensitivity of the hardware.

— Maintenance/calibration. Describes the frequency of maintenance activities to be carried out on
the sensor/device/machine.

— Ease of replacement/repair. Describes how easy it is to repair or replace the sensor/device/
machine in the event of faulty or malfunctioning behavior; this includes aspects such as the
physical accessibility and the difficulty of repair, as well as the availability of spare parts.

— Constraints. Describes the extent of resource constraints the sensor/device/machine suffers from:;
this includes aspects such as power, storage and computation limitations; it also takes into account
the availability of backup power supply.

e Data preprocessing: Describes the level of data preprocessing that is carried out on the sensor/device
/machine; this includes aspects such as data aggregation or data modification.

As a next step in developing the catalogue, we defined options for each of the 12 properties. These options
provide a means to specify each property. For example, we defined the options battery and hardwired to
specify the power source of a data provider. Further, the connectivity mechanism of a data provider can be
specified by wireless, physical or wired. The final developed catalogue including a detailed description for

each option is provided in Appendix

3.8.5. Operationalization

To operationalize the catalogue, we developed a checklist similar as for the data store quality model.
The checklist comprises all properties of the catalogue together with their options. For conducting the
assessment of a data provider, each property has to be specified by one of its options. Through providing a
brief description for each option, the checklist enables an intuitive assessment. The checklist can be looked

up in the appendix (Appendix C.2).

3.4. Data Trustworthiness Determination

This section describes the determination of the data trustworthiness of data stores, data providers and
data sources. The computation is based on the assessments conducted with the developed checklists pre-
sented in the Sections [3.2.4] and

We introduce a trust score 7 as a numerical representation of the data trustworthiness. The trust score
is defined as a positive number within the range of 0 and 1 and indicates the trust levels as shown in Table
The trust score can be computed for data stores, data providers and data sources as outlined in the
following.

Table 3: Possible Trust Scores and Their Corresponding Trust Levels

Trust Score 7 Trust Level Trust Category

1 most trust
0.9 to 0.99 very high trust
0.8 to 0.89 high trust
0.4 to 0.79 moderate trust
0.2 to 0.39 low trust

0.1 to 0.19 very low trust
0 distrust
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Data Store. The data trustworthiness of a data store is computed based on its calculated quality score (see
Section . In detail, the trust score is the quotient of the calculated quality score by the maximum
possible quality score as defined in equation[I} This equation reflects our assumption that a data store with
high quality (i.e. quality score) has also a high data trustworthiness.

QS(DataStore)
max QS (DataStore)

7(DataStore) = (1)
Data Provider. The data trustworthiness of a data provider is computed based on the data provider property
checklist presented in Sectionm Therefore, points (i.e. 0, 3 or 5) are assigned to every option with which a
property can be specified on the checklist. The number 5 is assigned to options that are assumed to represent
the highest probability of causing poor inherent data quality. In contrast, the number 0 is assigned to options
that indicate the lowest probability of causing poor inherent data quality and thus represent the highest
data trustworthiness. Finally, the trust score 7 can be computed as one minus the sum of the points of the
selected options divided by the mazimal score possible n (i.e. 60) as shown in equation The index ¢ in
the equation denotes the number of properties available on the checklist.

> selected_option_score;

7(DataProvider) = 1 — (2)

n
Data Source. As outlined in Section [3.1] data sources are used as a concept to aggregate several data stores,
data providers or any combination of both. To determine the data trustworthiness of a data source, we thus
propose to use an averaging trust score 7 of the corresponding data stores or data providers. This score
represents a holistic assessment of several data stores or several data providers at once, thus with only one
checklist. In case that a data source contains both data stores and data providers, we suggest a holistic
assessment for each. The trust score 7 for a data source can therefore be computed as following:

T(DataStore) + 7(DataProvider) 3)
J

The divisor j in equation [3]is set to 1 when a data source contains only data stores or only data providers.
In the case that data stores and data providers are combined, j is set to 2.

7(DataSource) =

3.5. Assessment Procedure

To apply the approach presented, we propose the procedure shown in Figure[9] The procedure is loosely
based on the ISO 8000-61 data quality process reference model [69] and consists of five steps, namely plan,
model, assess, determine and act.

Plan. In the first step, the purpose of the assessment is defined. Therefore, consideration should be given
to why a data source assessment is being carried out (e.g. identify sources that deliver data of poor quality)
or what it is intended to achieve (e.g. reduce the amount of missing data from sensors on the shop floor).

Model. This step deals with modeling the data flow by using the elements (i.e. data store, data provider,
data source) and relationships (i.e. delivers/receives data and aggregation) provided by the meta-model.
Modeling decisions (e.g. aggregations) should be made based on the defined purpose of the assessment.

Assess. In this step, the modeled elements are assessed based on the defined quality model (data stores,
data source), the property catalog (data providers, data source) or both (data source). To conduct the
assessments, the presented checklists can be applied.

Determine. This step encompasses the determination of the data trustworthiness for each modeled element
by computing a trust score for each. Further, data stores, providers and sources can be assigned to trust
levels or categories depending on their calculated trust scores. As the intrinsic properties of data sources
can change, a cyclic repetition of the 'assess’ and ’determine’ step can be defined based on the purpose of
the assessment.
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Act. In the last step, the determined data trustworthiness of each modeled element can be used based on
the defined purpose. For example, data providers on the shop floor can be equipped with a fixed power
supply to avoid data loss due to frequently empty batteries.

)

Pla,n * Plan the purpose of the assessment.

—

* Model the data flow based on the defined
Model

purpose and according to the meta-model.

* Assess data stores, providers and sources using
Assess

the quality model and/or the property catalogue.

Define cyclic
repetition.
* Determine the data trustworthiness (i.e. trust

Determine scores) of data stores, providers and sources.

* Use the results of the assessment based on the
defined purpose.

Figure 9: Assessment procedure.

3.6. Application Example

In this section, we theoretically apply the proposed approach to an exemplary industrial use case. The
aim of this application example is to illustrate how the proposed approach can be applied.

The presented example is settled within a typical IIoT manufacturing environment consisting of common
industrial equipment, machines and sensors. In the concrete use case, a massive amount of data is used to
detect product-related failures as early as possible in real-time during production. To achieve this, a machine
learning algorithm (e.g. Random Forest) is used to predict the final quality of a product. Depending on
the prediction, the products either take different paths through the manufacturing process or are stopped
to avoid scrap or rework.

The algorithm is periodically fed with a huge number of data signals coming from the manufacturing
environment. Such signals are for example technological parameters provided by machine settings, sensor-
measured values of diverse environmental and process-related characteristics or technical parameters of the
products measured during in-line quality inspections. In addition, the algorithm uses historical quality in-
formation and design parameters of products coming from ERP and MES systems. However, the algorithm
suffers from noisy data which leads to a decrease of the prediction accuracy and hence to costly misclassi-
fications. To address this problem, the proposed data source assessment approach is applied based on the
previously described assessment procedure (corresponding steps are given in italics in parentheses).

The purpose of the assessment is to identify data sources that are most likely to deliver poor data quality
and to evaluate whether the quality of their data can be increased. Alternatively, it should be evaluated
whether these data sources can be omitted in the prediction (plan).

Figure [10| shows a modeled excerpt of the corresponding manufacturing environment (model). For the
sake of comprehensibility, only essential components of the data flow are illustrated. As depicted in the
figure, databases, the ERP system as well as the MES are modeled as data stores. The machines at the
edge tier are modeled either as data providers or data sources.

The next step is to assess the modeled elements, for example with the proposed checklists (assess).
Afterwards, the data trustworthiness (i.e. trust score) is computed for each modeled data provider, store
and source (determine). Based on the purpose of use case, a cyclic repetition of the assessment is not needed.
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Figure 10: Product quality prediction application example.

The assessment showed (trust score in italics in Figure that two sensors, a machine as well as an
automated guided vehicle were assessed as providing data with poor quality. Data engineers can thus
examine the data quality from these providers more closely and initiate appropriate measures. For example,
data cleaning techniques can be implemented, additional wireless signal repeaters can be installed or the
model of the algorithm can be retrained without the data signals of these providers (act).

4. Empirical Validation

This section presents an evaluation regarding the validity of the assessments conducted with the presented
data source assessment approach. Therefore, we pose the following research question. Does the approach
provide valid assessment results regarding the data trustworthiness of data sources? To address this research
question, we applied a similar research design as Wagner et al. [70] used to evaluate their developed software
quality model QuaMoCo. In detail, we first applied the approach to industrial data sources and conducted
an assessment with the developed checklists. Afterwards, experts were asked to assess the quality of the data
provided by these data sources. Finally, the results were compared and analyzed regarding their consistency.
Following, we describe the setting of the validation, its execution and then the results.

4.1. Setting

We applied the developed approach to ten randomly selected data sources of an Austrian electronic
manufacturing services company as listed in Table @] The selected data sources are directly related to
the company’s production environment where complex electronic modules, components and systems are
manufactured. In detail, we selected the following five machines from three Surface Mount Technology
(SMT) manufacturing lines: a solder stencil printer, two fully automated SMT assembly machines of different
generations, an automatic optical inspection machine and a solder reflow oven. SMT manufacturing describes
a process where electronic components are assembled on printed circuit boards. In addition to the five
machines, we selected three IT systems as data sources: an IT system for quality and inspection data
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acquisition, an ERP system and a software for managing SMT component shapes. The final two selected
data sources were a wearable barcode scanner combined with a smartphone and a nitrogen sensor. The left
side of Figure [11| shows a part of the company’s manufacturing lines with a solder reflow oven, an assembly
machine and a solder stencil printer highlighted with arrows. On the right side of the figure, three data
sources used for the assessment are shown.

Table 4: Overview of Data Sources Table 5: Overview of Experts
# Description # Role
1 Solder stencil printer 1 IT technician
2 SMT assembly machine 2 IT system administrator
3 SMT assembly machine 3 Software/data engineer
4 Automatic optical inspection machine 4 Technical production leader
5 Solder reflow oven 5 Process engineer
6 ERP system
7 Quality & inspection data system
8 SMT component shape library software
9 Wearable barcode scanner & smartphone
10 Nitrogen sensor

4.2. Ezecution
To assess the ten selected data sources, they were first modeled as data stores, data providers or data

sources according to the developed approach. Based on the modeling, each real-world data source was
assessed with the corresponding checklist(s). As an illustration, the data provider assessment of the wearable

barcode scanner combined with a smartphone can be looked up in Appendix
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Figure 11: Picture of a part of the company’s manufacturing lines and three assessed data sources.

Five experts with at least five years of experience in the company were then asked to assess the quality of
the data provided by each data source. The experts were selected based on their background and practical
experience regarding the data sources as shown in Table [5| In fact, we selected three experts based on their
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IT-related experience with the data sources (e.g. data engineering activities). The two remaining experts
were selected because they frequently use the data from the data sources in their daily work and are therefore
well informed about their quality.

The assessment of the experts was then carried out using Google Forms. Each expert had to assess the
data quality of each data source based on an ordinal scale (i.e. excellent data quality, good data quality,
low data quality, poor data quality and can not state).

4.3. Results

Before we started analysing the results, we first measured the agreement among the experts regarding
their assessments. Therefore, we calculated Krippendorff’s alpha « [T} [72]. We used this coefficient instead
of others (e.g. Cohens’s kappa, Fleiss’ kappa) for the following reasons. First, there were missing quality
assessments (i.e. ’can not state’ ratings). Second, there were multiple raters (i.e. five experts) and third, their
composition remained the same during the whole assessment. The latter is an often overlooked requirement
of Fleiss’ kappa. We calculated a value of 0.79 for a. Krippendorff [73] suggest o > 0.667 for tentative
conclusions and « > 0.8 as an acceptable level of agreement. Thus, we assumed that the experts’ assessments
were consistent. A visualization of the consistency of the assessments by the experts is shown in Figure

In total, 44 valid quality assessments were given whereas six times experts chose the option ’can not
state’. A detailed overview about the assessments per expert as well as per data source can be looked up
in the appendix (Appendix D.2|and |[Appendix D.3|). Because the experts used an ordinal scale for their
assessment, we decided to analyse the consistency between the assessments of the experts and the developed
approach based on the absolute ranking provided by each. Therefore, we calculated the Spearman’s rho
correlation coefficient which gave a value of 0.69 with a p-value of 0.04. According to Taylor [74], these
values indicate a significant moderate correlation between the ranking of the data sources provided by the
experts and the ranking of the data sources provided by the developed approach. Descriptive statistics of
the expert assessments and details of the conducted calculations are provided onlineﬂ The trust scores
calculated with the data source assessment approach are depicted in Appendix

—@— Data Source A
—@0— Data Source B
Data Source C
Data Source D
—@— Data Source E
—@— Data Source F
—@— Data Source G
—@— Data Source H
—@— Data Source I
—@— Data Source J

Experts

Approach

Rank

Figure 12: Comparison of data source rankings based on expert assessments and the developed approach.

Figure [[2]illustrates the rankings of the ten data sources based on both assessments. Due to confidential-
ity reasons, brand names and descriptions were omitted and the data sources were numbered alphabetically
(i.e. Data Source A, Data Source B and so forth). The majority of the data sources were either ranked
equally by the approach or ranked one rank different compared to the ranking provided by the experts.
Interestingly, one data source (Data Source E) was rated by the approach with the lowest data trustwor-
thiness, whereas the experts rated it as one of the half of the data sources providing better data quality

Shttps://cutt.ly/jjakK4oyY
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(rank 4). This discrepancy could be partially attributed to the fact that the computed trust score 7 of
the approach for data source E is close to the 7 of the data sources ranked nearby. Further, it has to be
attributed that data source E was the data source with the highest disagreement among the experts (see

Figure [13| and Appendix |Appendix D.3|).

Excellent ‘

E Good . Data ’ Data

Cg Source D Source H

& Data Data

< Source B oW Source E

= Low Data Data

A Source A Source C ‘ ‘
Poor . ' Data Data

Data Data Source I Source J
Source I Source G

Figure 13: Consistency of the experts on the quality of the data provided by each data source. The larger the bubble diameter,
the more the experts agreed on the data quality of a source (the bubble of Data Source D represents a full agreement). The
depicted data quality of a source (y-axis) is the average data quality resulting from all expert assessments of a source.

Taken together, the found moderate correlation suggest that the assessments conducted with the data
source assessment approach can be treated as valid.

5. Discussion

The main objective of this article was to develop an approach to determine the probability that IToT data
sources provide correct data (i.e. data trustworthiness). In the case study, it was found that assessments
conducted using the developed approach correlated moderately with assessments conducted by experts.
Following, Section briefly discusses the approach in connection with the previously mentioned related
work (see Section. Afterwards, we interpret the result of the case study (Section and then discuss
threats to validity in Section [5.3

5.1. Related Work

The developed data source assessment approach is based on the idea to use assessments of data sources to
infer their data trustworthiness. Therefore, the approach puts its emphasis on the intrinsic characteristics
of data sources to reason about the quality of their data provided. This is in contrast to previous work
on data trustworthiness (e.g. [I7, 15, 5T]), which mainly assess the trustworthiness on the basis of data
values. Since data values typically change dynamically, these approaches are usually based on an ongoing
cyclical determination of the trustworthiness of the data. As the intrinsic characteristics of data sources
do not change as dynamically as data values, our approach does not require an ongoing trustworthiness
determination. However, repetition cycles (i.e. reassessments of data sources) can be defined depending on
the specific application scenario.

In addition, the presented approach differs from work related to data source assessment (e.g. [562, [64])
in following ways. First, it provides a concise way to distinguish between data stores and data providers.
Second, to the best of our knowledge, it is the first approach that focuses on IToT data sources.
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5.2. Interpretation

The finding of the case study confirms that the intrinsic characteristics and properties of data sources
may influence their provided data quality. This is in line with previous work, which describes the influence
of various factors on data quality in the IoT context (e.g. [23][68]). Additionally, the results are consistent
with literature claiming that characteristics associated with the quality of data stores (e.g. [22][75]) are able
to influence the quality of the data stored.

Additionally, the case study revealed that the meta-model developed is practicable in modeling data
sources within real-world manufacturing environments. A note of caution is due here since it is difficult to
provide specific criteria when to model a real-world data source as data store or data provider. The provided
abstraction of a data source in the meta-model, containing characteristics of data stores as well as properties
of data providers, therefore enables the combined use of both concepts. Nonetheless, as the focus of the case
study was to validate the assessments results and not the meta-model, we cannot guarantee that the data
source abstraction element and its data trustworthiness calculation is appropriate for large-scale data flows.

With regard to the generalization of the meta-model, it can be assumed that its key concepts (i.e.
data provider, data store) and relationships (i.e. delivers/receives data) are domain-agnostic. In fact, the
concept of a data store and the proposed quality model can be applied to a wide range of domains. As
typical entities in information technology, data stores have the same properties regardless of the domain
used. However, although the concept of a data provider can be generalized to other domains, the presented
property catalogue of data providers is limited in terms of its application to the industrial domain. This
is because the properties of data providers are domain-dependent. For example, a sensor has different
properties than a statistical agency acting as a data provider.

5.3. Threats to Validity

To avoid common threats to validity, we developed the approach in a documented and systematic way
based on existing literature. We further provide all intermediate results of the development (e.g. details on
the literature review, data quality characteristic assessments) online to ensure transparency and traceability.
The case study presented in this article was conducted to empirically validate the approach. However,
according to Runeson and Host [76], case study research involves some threats to validity. Following, we
describe threats to construct validity, internal validity, reliability, external validity [76] as well as conclusion
validity [77] and our applied countermeasures.

To minimize threats to construct validity, the assessment forms used by the experts provided a definition
of data quality based on five inherent data quality characteristics. The experts were instructed to contact
us if anything was unclear or if they had any questions during the assessment. Further, the checklists
used to apply the approach contained definitions of all data store quality characteristics as well as all data
provider properties. Internal validity was addressed by calculating Krippendorff’s alpha. The calculated
value of alpha suggests that the expert-based assessments of the data sources are consistent. Thus, we
safely assume that the expert assessments adequately represent the data trustworthiness of these sources.
Another threat to internal validity is that some data store characteristics and data provider properties that
have a significant influence on data quality may not be included in the approach. To mitigate this threat,
we applied the snowballing technique in addition to the keyword search during the literature review. To
ensure reliability of the case study, the forms used for the assessment, the checklists as well as all data
processing tasks were well documented and are provided online. In terms of external validity, the results
need to be interpreted with caution because the empirical validation was limited in terms of the number
of data sources and the specific case context. Following, we cannot conclude that the developed approach
would also provide valid results in other domains (e.g. finance) or larger industrial scales. Finally, to inhibit
threats to conclusion validity we calculated the p-value of the correlation coefficient and set the significance
level to 5 % to minimize the probability that the results occurred by chance. A further threat to conclusion
validity is the usage of an ordinal ranking scheme in the case study. Thus, conclusions drawn based on the
absolute distances between the trust scores of data sources should be treated with caution.
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6. Conclusions

In this article, we presented an approach to assess IIoT data sources to infer the trustworthiness of
their provided data. First, we introduced a meta-model which enables a decomposition of data sources into
data stores and data providers. Subsequently, a quality model was proposed that comprises characteristics
related to the intrinsic quality of data stores (e.g. availability, metadata quality) to determine their data
trustworthiness. Further, a catalogue based on properties of data providers was presented to infer the
trustworthiness of their provided data. To operationalize the quality model and the catalogue, checklists
were proposed. We then presented the concrete calculation of the data trustworthiness for data sources
based on these checklists. A conducted industrial case revealed that developed approach is able to provide a
valid ranking of data sources regarding their data trustworthiness compared to an expert-based assessment
(Spearman’s rho correlation coefficient of 0.69 with a p-value of 0.04).

Overall, this article strengthens the idea that the intrinsic characteristics of data sources play a significant
role in determining the trustworthiness of the data they provide. The presented approach contributes to the
field of data trustworthiness and data source assessment in following ways. First, the proposed characteristics
and properties to reason about the data trustworthiness of data sources are valuable for other approaches in
the field of data trustworthiness. In fact, existing data trustworthiness techniques can apply the proposed
characteristics and properties to take data sources into more account within their computations. Second,
the proposed meta-model is a suitable means for developing data source assessment approaches in other
areas. Further, other researchers are able to apply the data store quality model within their area of research
based on its domain-independence.

This article further contributes to existing knowledge of data trustworthiness in IloT environments by
several ways. First, the comprehensive overview about factors influencing the data quality within the IToT
will be of interest by researchers investigating industrial data quality problems. Second, the proposed data
provider property catalogue is a valuable and easy to use tool for practitioners to assess industrial data
sources.

The presented approach will further prove useful in steering data validation activities (e.g. [56]). Thereby,
data validation can be focused on data coming from data sources with low data trustworthiness. Nevertheless,
the approach also can be used for data quality improvement programs or for risk management initiatives.

We intent to focus our future research on the development of a tool support which enables the modeling
and assessment of data sources in a more comprehensible way. Further, we aim to target further work on
validating the meta-model as well as to apply the approach in another, larger industrial setting. In addition,
further research should be carried out to investigate the extent to which each data source characteristic
influences the data quality. On this basis, weights can be assigned to all characteristics within the approach,
which would improve the validity of the assessment results. Future work is further needed to investigate the
applicability of the meta-model to large-scale data flows. Especially, the data trustworthiness calculation
for data sources receiving data from a lot of data providers should be examined.
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Appendix A. ISO/IEC 25012 Data Quality Model

Table A.6: ISO/IEC 25012 Data Quality Model [46]

Characteristic

Description

Categ.*

Accuracy

Completeness

Consistency

Credibility

Currentness

Accessibility

Compliance

Confidentiality

Efficiency

Precision

Traceability

Understandability

Availability

Portability

Recoverability

The degree to which data has attributes that correctly represent the true value of
the intended attribute of a concept or event in a specific context of use.

The degree to which subject data associated with an entity has values for all
expected attributes and related entity instances in a specific context of use.

The degree to which data has attributes that are free from contradiction and are
coherent with other data in a specific context of use.

The degree to which data has attributes that are regarded as true and believable
by users in a specific context of use.

The degree to which data has attributes that are of the right age in a specific
context of use.

The degree to which data can be accessed in a specific context of use, particularly
by people who need supporting technology or special configuration because of
some disability.

The degree to which data has attributes that adhere to standards, conventions or
regulations in force and similar rules relating to data quality in a specific context
of use.

The degree to which data has attributes that ensure that it is only accessible and
interpretable by authorized users in a specific context of use.

The degree to which data has attributes that can be processed and provide the
expected levels of performance by using the appropriate amounts and types of
resources in a specific context of use.

The degree to which data has attributes that are exact or that provide discrimi-
nation in a specific context of use.

The degree to which data has attributes that provide an audit trail of access to
the data and of any changes made to the data in a specific context of use.

The degree to which data has attributes that enable it to be read and interpreted
by users, and are expressed in appropriate languages, symbols and units in a
specific context of use.

The degree to which data has attributes that can be processed and provide the
expected levels of performance by using the appropriate amounts and types of
resources in a specific context of use.

The degree to which data has attributes that enable it to be installed, replaced
or moved from one system to another preserving the existing quality in a specific
context of use.

The degree to which data has attributes that enable it to maintain and preserve a
specified level of operations and quality, even in the event of failure, in a specific
context of use.

Inherent

Inherent

Inherent

Inherent

Inherent

In.&Sys.

In.&Sys.

In.&Sys.

In.&Sys.

In.&Sys.

In.&Sys.

In.&Sys.

System

System

System.

4Data Quality Category (Categ.): System-Dependent (System), Inherent and System-Dependent (In.&Sys.)
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Appendix B. Data Store Quality Model

Appendiz B.1. FEatracted Quality Characteristics

Table B.7: Extracted Quality Characteristics - Schema-related Characteristics shown in Italics

Characteristic # Characteristic # Characteristic +#
Accessibility 8 Data Governance 1 Timeless 1
Security 5 Data Specifications 1  Timeliness 1
Reliability 4 Durability 1 & Punctuality
Availability 3 Ease of Operation 1 Traceability 1
Completeness 3 Efficiency 1 Transactional 1
Reputation 3 Freshness 1 Avallab{hty
Value-Added 3 Interactivity 1 %rustworzi}ness 1
stomer Licens 1 rustworthiness
Cusstlcl)Pp%rt 2 MZ:aZZta 1 & Veriﬁabi%i‘.cy '
Documentation 2 Openness 1 Understandability 1
Ease of Manipulation 2 Organization 1 Usage . 1
Interpretability 2 Origin 1 Vah.Je Of Tall 1
Relevance 2 Performance 1 Verifiability 1
Access Security 1 Portability 1 S
Accuracy & Reliability 1 Presentation 1 Minimality 4
Amount of Data 1  Refresh Rate 1 Completeness 4
Attractiveness 1 Representational Correct?zfess 3
Authority Adequacy 1 Readability 2
& Sustainability 1 Representational Consistency 1
Clarity 1 Consistency 1 Relevance 1
Concise Representation 1 Response Time 1 Interpretability 1
Confidentiality 1 Responsiveness 1 Level of Detail 1
Consistent Retrievability 1 Scope 1
Representation 1 Significance 1 Ability of Integration 1
Contactability 1 System Normalization 1
Credibility 1 Availability L pertinence 1
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Appendiz B.2. Data Characteristics Assessment Procedure

Table B.8: Data Characteristics Assessment Procedure (Excerpt)

Inherent DQ

)
— E
~ o - o— [0}
5 E & § E 2
c . s Q Q Q = = <
Source Characteristic ~ Definition < O U U O A
The organization, visual settings or typographical fea-
Caro S . .
ot al Organization  tures (colour, text, font, etc.) and the consistent combi- - - - - - -
’ nations of these various components.
Wang & - The extent to which data are available or easily and
Accessibility . . - X - - X X
Strong quickly retrievable.
Jarke . Describes the authorization policy and the privileges
Security . - - - x - -
et al. each user has for the querying of the data.

Visual settings or typographical features of data stores cannot influence the quality of the stored data.
Hence, the characteristic organization was assessed as non-influencing characteristic. Accessibility was as-
sessed as influencing the (inherent) data quality characteristics completeness and currency based on following
considerations. Non-available or delayed data cannot be of the right age and hence reduces the currentness
inherent data quality characteristic. Further, if data are not available it is apparent that the actual data
values are missing and therefore reduces the completeness of the data. Moreover, due to its definition, low
accessibility is associated with complex and difficult retrievability which in turn can lead to an increase in
data ingestion or integration mistakes. In case a data store provides authorization policies (i.e. security),
it increases the credibility of the data provided. However, data engineering activities are not influenced
because there is no increased likelihood of making data-related mistakes caused by authorization policies.
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Appendiz B.83. Data Quality Characteristics Consolidation

Table B.9: Consolidation of Timeliness Characteristic

Source Characteristic Definition
Caro et al.  Response Time Amount of time until complete response reaches the user.
Strézvna Timeliness Data update (time interval between the occurrence of an event and avail-
¥ . ability of the data which describe it) and time delay in publishing updated
et al. & Punctuality . .
information.
Jarke et al.  Responsiveness Is concerned with the interaction of a process with the user (e.g. a query tool
' P which is self reporting on the time a query might take to be answered).
Assaf, Is the data source capable of coping with increasing requests in low latency
Performance . .
Senart response time and high throughput?
Rogova, Crredibility Is the frequency, with which a process and model, or a human agent produce
Bosse a correct answer.
Zhu Refers to the timeliness with which data is posted to the site, but it also
! Refresh Rate means that volatile data that is overwritten at a fast refresh rate must be
Buchmann . .
extracted at the same rate to avoid loosing data.
The degree to which information has attributes that can be processed and
Rafique . . . .
ot al Efficiency provide the expected levels of performance by using the appropriate amounts
) and types of resources in a specific context of use.
Firmani Freshness The freshness of a source at a time t is the probability that a randomly
et al. selected entity is up-to-date.
Rogova The information is presented by the time it must be used and whether the
Bosgse ’ Timeless dynamics of information in the real world is reflected by the dynamic of

information presentation (when information is presented).
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Appendiz B.4. Detailed Quality Model
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Figure B.14: Data store quality model - detailed.
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Appendiz B.5. Quality Model Sub-Characteristics

*SSOUDa.I00 10} BIEP BU} %09Yd 0} Sal|iqissod pue eyep sy} 0} opew sebueyd uo ‘uiblio ejep ay} Uo uoljew.oju sepiroid 2103S eiep e yolym o} eaibaq

‘(pajjeisul aseajal a/emyos a|gels 1Sale| 9'l) JuaLno pue (sabueyo ‘sepelbdn Jusdai ou o'l) 9|qels ‘(sain|ie) 0] suoud jou ol) |qeljas SI 810)S BleP B Yolym 0} 8aibaq
*2.0}s Elep B uo paljdde aie (‘030 dnyjoeq ‘Buiues|o ‘saioljod eyep ‘69) saldiound eoueutanob elep yoiym o} saibaqg

‘s1odojonsp JuaLIND By} 0} umous| s| 9dA} 210}s BIEp aU} JOYISYM JUNODE OJUI SaxE) Os|e ) ‘Bulwiojsuell/Buissaooid

BJep JO JUSIXS dY} pUB 9ZIS BLUBYIS B} ‘[9pOowW Blep ay} jo Alxa|dwod ay} se yons sjoadse sapnjoul 3l ‘210)s eyep e Jo A)xe|dwoo [|eJeno ay} squosaq

‘spadxa urewop pue siadojaasp snoinalid Jo Alljige|ieAe ‘sjuswaalbe aoiales se yons sjoadse sepnjoul 1l ‘poddns Jo 8a169p |[eJon0 a8y} seqluosaq

‘(uonejussaidai 109.1109) [opow 0} pasoddns si }I plUoMm-[eas 8y} 01 SPUOdsa.LI00 BWSYDS 8y} Yolym o} 8aibag

‘(uonejussaidal 919|dwoo) BWSBYDS By} Ul pajuasaidal ale s3deouod pluom-jeal |[e yolym o} saibaqg

Aunqeyuop
Rumepn
9dueuIaA0Y) eleq

Aixejdwon

9ai6ag poddng
SS8U}03110D BWAYOS
ssauajajdwo) ewayosg

"JUBIOIYNS BJe 910}S BJEp B JO sawli} Buisseooid pue asuodsal 8y} yolym o} 8aibaq

*JUSIOIYNS B10}S BIEP B UO (JUSAS SIU} 8qLOSaP YOIYM) BIEP U} JO AH|IGE|IBAR SU} PUB JUSAS UE JO 80USIND00 B} USSMIS] [BAISIUI W} 8U} YdIym 0} aaiBaq
*910}s E}ep B uo aoe(d ul aJe sooljod uoijezIoyINe Yyolym o} aaibaq

*910}s Ejep e AQ painsus ate uoidAIous pue uolediiusyINe Yoiym o} 8aibaqg

((3sva ‘alov ‘dv9 ‘6°9) siqeyoeau o1 ‘Buiuuni pue dn si 2101s Blep e yolym o} saibaqg

*SOWIUMOP INOYHM SPEOJIOM BulAieA yym [eap ued 8101s BJep e Yolym o} 8aibaqg

(Asvg ‘dIov ‘dv9 ‘6°9) ainjiey so uondnusiul ue Jaye aieis Buijesado palisap 8yl Yslqeise-ai UED 8103S Blep B Yolym o} 9aibaq

(Asva ‘dlov ‘dvD ‘69) syney asemyos Jo asemp.ey Jo aouasald sy} ajdsap papusiul se sajelado a101s Blep e yolym o} saibag

‘lenaLi}as 1oy d|qe|iene ejep ay} sdesy| 8101s BlEP B Yolym 0} 8aibaQ

*(uonesysibai “69) syuswalinbal [euoilppe ou aiinbai pue a|gela. ‘einjew e 8103s elep e Jo saljiqissod Asenb yoiym o} eaibag

)l 0} s$800€ 8y} sepInb ey} (swsiueyosw uonebineu ‘walsAs juswabeuew *6:9) saijiqissod sapino.id a101s ejep e yolym o} aaibaq

*9|gel|a) PUEB dJN]ELW 8JE 910]S Blep B JO s|000}0id puE (S|dY "6°8) spoyiew sseooe papinoid yoiym oy 8aibaq

awi] asuodsay
ajey ysanay

Kolj0d uonezuoyiny
uondAiouz/uonesynuayiny
aswndn

Aungejeos
Ajjiqesanoossy
aoueJajo] }ney
Aungeing
Aungensiyey
Aungesado

RAuniepy ssaooy

‘Rem Aioyeue|dxe-J|os pue Jea|d ‘[einjeu B Ul pajapow S| BLBYIS 8y} Yyoiym o} aaibaq

*s3110)1s0da1 0 SSLIBUONDIP BlEp

10 AJjige|ieA. 8y} JUNOOOE OjUl SOXe} OS[E } ‘8|gepeas uewny pue ajgelaldiaiul ‘|njesn ‘e3e|dwod ‘a|qe|ieAe ae Jey} eyepelaw sapinoid 2103s ejep e yoiym o} aaibaqg
‘uoljeluswNoop 939|dwod pue |nyasn sapinoid 8101s elep e yolym o} aaibaq

‘Aem panjoniis ||om pue

a|dwis ‘4esjo e ul pajuasald aJe ejep 9y} JOYIdUM JUNODOE OjUl SBYE} OS[E } £(POPasU SUOIFBWIOJSUERI) OU "9°l) A[}0a.Ip Jew.o} elep ay} sseoo.d 0} Ajjigissod ay} pue pasn
sjewoy ejep uado/Arejaridoud Jo Junowe sy} se yons sjoadse sepn|oul I ‘ejep ayj Juasaldal 0} 810)s elep e AQ pasn Jeulloy eep au Jo Axa|jdwoo |[e1ano sy} saquoseq

*ainyny 8y} ul abueyo 01 A9yl SI BWSBYDS 8y} yolym o} aaibaq

‘ejep ay} Juasald 0} ai03s elep e Ag pasn sadA} Blep Juaiayip JO Junowe ay} 0} Siajey
‘e}ep oy} Juasald 0} 2J03S Bjep B AQ POSN SJEWLIO) BIep JUSISHIP JO JUNnowe 8y} 0} siojey
‘SjUSLIBIS AIBSS809UUN INOYHM PJSPOW S| BLIBYDS dY} Yolym o} aaibaq
‘pazifewlou/-ap S| BWBYDS dY} Yolym o} aaibaq

*S910UBPUNPAL INOYHM PIJSPOW S| BLIBYDS dY} Yolym o} aaibaq

Aungepesy ewoayog
Ayjenp ejepejopy

@aibag uoneswnooq

Auxsjdwo) jewiog ereq

ssauauoid abuey) ewayos
Aoauep adA) eleq

Aduep jewlog eyeq
aouauIad BWAYOS
uonezijew.oN ewayos
Ajjewiuiy ewsyos

uonduasaq

solsu9loBIBYD
-ans Ayjenp ejeq
pue saipadoad

Data store quality model - sub-characteristics.

Figure B.15
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Appendiz B.6. Data Store Quality Checklist

Rating
Data Store Quality Characteristic Strongly
Disagree

Strongly

Disagree Neutral Agree Agree

Representational Data Store Quality
Representational Adequacy
The data store presents data in a concise and organized way.

Criteria (e.g.): D D I:‘ D D

schema has no redundancies or unnecessary elements and is sufficiently
de-/normalized

Representational Consistency

The data store presents data always in the same format and compatible
with previous data. D D D D D

Criteria (e.g.):

few different data formats and types used, schema is not likely to change
Understandability
The users can easily understand the data provided by the data store.

Criteria (e.9.): D D D D D

useful documentation and metadata available, schema is natural and
clear, simple, open and well structured data formats used

Dynamical Data Store Quality
Accessibility
The data can be retrieved easily and quickly from the data store.

Criteria (e.g.): D D D D D

access, query methods and protocols are mature, guided access
(e.g. management system)

Availability
The data store is operational and accessible all the time.

Criteria (e.g.): O a o a4d O

high fault tolerance, recoverability, scalability and uptime, data are
permanent retrievable

Security
The data store restricts access to data for unauthorized persons. D I:l D D D
Criteria (e.g.):

authentification, encryption and authorization used
Timeliness
The data store provides up-to-date data in a timely manner. D D D D D

Criteria (e.g.):
high refresh rate, response and processing times

Statical Data Store Quality
Completeness
The data store represents every meaningful state of the real world. D D D D D
Criteria (e.g.):

schema is complete and correct modeled
Contactability
The data store provides contact information for further inquiries. D I:l D D D
Criteria (e.g.):
service agreements and domain experts available
Trustworthiness

The data store is a reputable and credible source of data.

Criteria (e.): (] (] o 0O O
data policies, backups, pertinance in place, simple data model, familiar
data store type, data store is reliable, stable and current

Figure B.16: Data store quality checklist.
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Appendix C. Data Provider Property Catalogue

Appendiz C.1. Detailed Data Provider Property Catalogue
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Figure C.17: Data provider property catalogue- detailed.
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Appendiz C.2. Data Provider Property Checklist

sensor/device/machine.

Properties Choice
General
Age O O O
old middle new
Choose the age of the state-of-the art technology,

legacy technology, operating
hours exceed average lifespan

new technology, few operating

operating hours lower average
P 9 9 hours

lifespan

Provider type

Choose whether the provided data are
partially based on human input or
completely created by the
sensor/device/machine itself.

a

persons involved

a

only sensor/device/machine

(partial) manual data

entry/dependence no manual data entry/dependence

Location

Environment

Choose the physical environment in
which the sensor/device/machine

harsh, dynamically changing moderate, seldom changing

extreme conditions, conditions
change often, likely to

a

mild, never changing

moderate conditions, conditions mild conditions, conditions

sensor/device/machine is physically
moving during operation.

change seldom, damagef/theftis change never, damage/theft is not
operates. damage/theft possible likely
Mobility O O O
Choose whether the always sometimes never

moving most of the time moving sometimes never moving

Energy

Power source

Choose the type of power supply of
the sensor/device/machine.

battery
battery-powered

O
hardwired

wired power supply

Usage

Choose the power consumption
behavior of the
sensor/device/machine.

a

low

a

medium

power saving, passive
mode/sleep mechanisms used

high
always on, no passive mode/sleep
mechanisms used

rarely on, passive mode/sleep
mechanisms used

Connectivity

Mechanism

Choose the physical mechanism used
to convey any data from the
sensor/device/machine.

a

wireless
spectrum, light, sound; e.g. radio
frequency (e.g. RFID, Bluetooth
Low Energy, Wi-Fi, ZigBee)

a

physical
pressure, mechanical, thermal; e.

g. ulltrasonic communication (e.g. electrical, fibre optic; e.g. Ethernet
SoniTalk)

O

wired

Hardware

Quality

Choose the hardware-related quality
level of the sensor/device/machine.

a

low

low cost sensors, commodity
nature, not suitable for use in the

a

medium

(]
high

state-of-the art quality, suitable highly precise and robust

or replace the sensor/device/machine
in case of faulty or malfunctioning
behavior.

e for use in the application used hardware
application used
Maintenance/calibration O O O
Choose the frequency of maintenance never sporadic regulary
activities that are carried out on the iced sporadic serviced (e.g. in case of I iced
sensor/device/machine. never service failures) regulary service:
Ease of replacement/repair O O O
Choose the level of difficulty to repair hard medium easy

unsupported, no experience, no
access

supported, no experience,
accessable

supported, knowledge available,
accessable

Constraints

Choose the extent of resource
constraints the sensor/device/machine
suffers from.

O

severe limitations

O

moderate limitations

O

no limitations
high battery capacity, high-
performance hardware, backup
power available

low battery capacity, low-
performance hardware, no backup
power source

state-of-the art hardware

Data preprocessing

Choose the level of data preprocessing that
is carried out on the
sensor/device/machine.

g o g

high medium low/no
a lot of data preprocessing carried a state-of-the art level of no essential data preprocessing
out preprocessing carried out carried out

Figure C.18: Data provider property checklist.
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Appendix D. Empirical Validation

Appendiz D.1. Filled Data Provider Property Checklist

Properties Choice
General
Age a a
old middle new
Choose the age of the | technol " state-of-the art technology, technology, i
sensor/device/machine. legacy technology, operating operating hours lower average new technology, few operating
hours exceed average lifespan lifespan hours
Provider type O
Choose whether the provided data are persons involved only sensor/device/machine
partially based on human input or Hial | dat
completely created by the (p:ntla/)dzag:senz: no manual data entry/dependence
sensor/device/machine itself. Ty/dep
Location
Environment O O
Choose the physical environment in harsh, dynamically changing moderate, seldom changing mild, never changing
which the sensor/device/machine extreme conditions, conditions moderate conditions, conditions mild conditions, conditions
operates. change often, likely to change seldom, damagef/theft is change never, damage/theft is not
) damage/theft possible likely
Mobility O O
Choose whether the always sometimes never
sensor/device/machine is physically
moving during operation moving most of the time moving sometimes never moving
Energy
Power source O
Choose the type of power supply of battery hardwired
the sensor/device/machine. battery-powered wired power supply
Usage O 0
Choose the power consumption low medium high
behavior of the rarely on, passive mode/sleep power saving, passive always on, no passive mode/sleep
sensor/device/machine. mechanisms used mode/sleep mechanisms used mechanisms used

Connectivity

Mechanism O O

Choose the physical mechanism used wireless physical wired
to convey any data from the spectrum, light, sound; e.g. radio  pressure, mechanical, thermal; e.
sensor/device/machine. frequency (e.g. RFID, Bluetooth  g. ulltrasonic communication (e.g. electrical, fibre optic; e.g. Ethernet
: Low Energy, Wi-Fi, ZigBee) SoniTalk)
Hardware
Quality ] ]
low medium high
Choose the hardware-related quality low cost sensors, commodity th i itabl highi . A rob
level of the sensor/device/machine. nature, not suitable for use in the sftate-o t Thart qu? |tyt,_ sultal j ighly pr:clze and robust
application used or use in the application use ardware
Maintenance/calibration O O
Choose the frequency of maintenance never sporadic regulary
activities that are carried out on the ced sporadic serviced (e.g. in case of | iced
sensor/device/machine. never service failures) reguiary service
Ease of replacement/repair O O
Choose the level of difficulty to repair hard medium easy
or replace the sensor/device/machine
in case of faulty or malfunctioning unsupported, no experience, no supported, no experience, supported, knowledge available,
behavior access accessable accessable
Constraints O (]
Choose the extent of resource severe limitations moderate limitations no limitations
constraints the sensor/device/machine low battery capacity, low- high battery capacity, high-
suffers from performance hardware, no backup state-of-the art hardware performance hardware, backup
: power source power available

Data preprocessing

a

a

Choose the level of data preprocessing that

is carried out on the high medium low/no
sensor/device/machine. a lot of data preprocessing carried a state-of-the art level of no essential data preprocessing
out preprocessing carried out carried out

Figure D.19: Filled data provider checklist for the wearable barcode scanner combined with a smartphone used in the empirical
validation.
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Appendiz D.2. Data Quality Assessments per Expert
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Figure D.20: Overview of the distribution of the data quality assessments for each expert.

Appendiz D.3. Data Quality Assessments of the Experts per Data Source
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Figure D.21: Overview of the distribution of the data quality assessments of the experts for each data source.
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Appendiz D.4. Trust Scores (Data Source Assessment Approach)
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Figure D.22: Trust scores and trust categories for each data source based on the data source assessment approach.
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