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ABSTRACT
In this paper, we show the application of spectral two-

dimensional non-reflecting boundary conditions (NRBC) in
unsteady time domain simulations of three-dimensional tur-
bomachinery flows. For this purpose, we conduct flutter sim-
ulations of a steam turbine stage and study the impact of
the boundary condition formulation as well as of the bound-
ary location on the prediction of aeroelastic properties. The
main outcome is that spectral NRBC can be applied in chal-
lenging time domain simulations of realistic unsteady tur-
bomachinery flows. Their reflection properties are shown to
be superior to characeristic one-dimensional NRBC which
significantly improves the prediction of aeroelastic quanti-
ties. In contrast to a prior implementation of spectral NRBC
by the authors, convergence issues or a massive increase in
computational costs, which would restrict the practical ap-
plicabilty of the spectral NRBC, do not occur.

INTRODUCTION
Spurious, numerical reflections from artificial inflow

and outflow boundaries can strongly affect results of un-
steady turbomachinery flow simulations. This is in par-
ticular detrimental when studying flow phenomena related
to relatively small pressure perturbations, such as flutter
or noise. Turbomachinery flows are characterised by peri-
odically unsteady flow phenomena. Therefore, linear (c.f.
e.g. [1, 2]) and non-linear (c.f. e.g. [3, 4]) frequency do-
main methods have become popular to efficiently study un-
steady turbomachienry flows. Spectral boundary conditions
are widely used in frequency domain flow solvers to over-
come such reflections (e.g. [5–8]).

Since these boundary conditions are formulated non-
locally in time, their implementation and application in time

∗Address all correspondence to this author.

domain simulations is not straightforward. Yet, it appears
highly beneficial to have such NRBCs also available for
time-marching methods. Time domain simulations are the
method of choice when phenomena are considered that ei-
ther are not related to a specific frequency or the correspond-
ing frequency is not known precisely, e.g. transient flows or
vortex shedding and other boundary layer instabilities. Sec-
ondly, extensive experience with frequency domain meth-
ods is required before these methods will perhaps replace
widely acknowledged time domain simulations. Thus, there
is a need for accurate and consistent boundary conditions in
time domain solvers to generate validation data.

Chassaing and Gerolymos [9] present a time domain
implementation of spectral boundary conditions and demon-
strate their good reflection properties for single acoustic
modes in uniform mean flow. However, they observe slow
convergence and their test case is rather basic. We have
observed similar issues with a straightforward adoption of
the spectral NRBC from our harmonic balance solver [10].
This implementation yielded good reflection properties, but
its applicability was limited.

We have reimplemented two-dimensional spectral non-
reflecting boundary conditions in DLR’s solver for turboma-
chinery flows TRACE. Our implementation considers some
time domain specific aspects which substantially improves
robustness and convergence. Moreover, the reworked imple-
mentation does not constrain the domain decompositioning
of the flow solver as we incorporate the necessary communi-
cation routines to account for the non-local nature of spectral
NRBC. We apply the boundary conditions to a demanding
turbomachinery test case, viz. the analysis of flutter in the
last stage of a steam turbine.
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NOMENCLATURE
A Area
a Speed of sound
bR Rotor blade span
c One-dimensional characeristics
cR,m Rotor chord length at midspan
d Surface displacement
i Complex unit
I Identity matrix
k Harmonic index (subscript)
k Boundary-normal wavenumber
l Circumferential wavenumber
L,R Left- and right eigenvector matrix
L1D,R1D One-dimensional case (l = 0) of L and R
m Non-dimensional circumferential wavenumber,

equivalent to nodal diameter (m = lr)
M Modal mass
n Time step (superscript)
N Number of time steps per period
p Pressure
pdyn,R,in Mean dynamic pressure (pt − p) at rotor inlet
q Vector of primitive flow variables
ri i-th eigenvector within spectral analysis
r Radius
t Time
t Stagnation quantity (subscript)
u,v,w Velocity components
VExit Velocity magnitude at rotor exit
Waero Aerodynamic work per cycle
Re Real part of a complex quantity (also as subscript)
Im Imaginary part of a complex quantity

(also as subscript)
γ Heat capacity ratio
ρ Density
σ Interblade phase angle
Ω Rotational speed
ω Angular frequency
ω∗ Reduced frequency
x̂ Fourier coefficient of x
x Mean of x
xin,out Supersripts denoting incoming and outgoing

components of vectors or matrices x
IBPA Interblade phase angle
LPT Low pressure turbine
NRBC Non-reflecting boundary condition
(U)RANS (Unsteady) Reynolds-averaged Navier-Stokes

SPECTRAL NRBC
In this section, we will briefly outline the concept of

spectral non-reflecting boundary conditions. For a more de-
tailed description, the reader is referred to e.g. [10, 11]. We
will also address some important aspects related to the im-
plementation of such boundary conditions for unsteady, time
domain simulations. However, the focus of this work is on
the application of the spectral NRBC in time domain sim-
ulations of a demanding test case. Therefore, we intend to

publish a more elaborate description of time domain related
implementation details in a later work.

The pivotal concept of the spectral NRBC is to de-
compose the unsteady flow field into incoming and outgo-
ing modes and suppress the incoming ones. Disregarding
changes in radial direction and viscous effects, the spectral
NRBC in this paper are derived assuming two-dimensional
Euler flow with sufficiently small perturbations in a stream-
surface. Hence, we consider the linearised two-dimensional
Euler equations:

∂q
∂ t

+A
∂q
∂x

+B
∂q
∂y

= 0 (1)

Note that within the theory section, x and y denote the axis
normal to the boundary and along the boundary in circum-
ferential direction. The same holds for the corresponding
velocity components u and v while the radial velocity com-
ponent is given by w. For the full matrices and vectors in this
section, the reader is referred to the appendix. In the context
of the linearised two-dimensional Euler equations, any flow
field can be described by superposition of wave-like pertur-
bations

q = Re
(

q̂(ω,l) ei(kx+ly+ωt)
)

(2)

around an underlying mean flow q. In the following, we
will develop a modal transform for any perturbation with
distinct angular frequency ω and pitch-wise wavenumber l
yielding modal amplitudes with known directions of propa-
gation. For this purpose, the dispersion relation is obtained
by substituting (2) in the linearised Euler equations (1):

det(ωI + kA+ lB) = 0 (3)

or equivalently

det
(
ωA−1 + kI + lA−1B

)
= 0. (4)

This equation is the characteristical polynomial to the eigen-
value problem with eigenvalues −k and right eigenvectors
ri:

(
ωA−1 + lA−1B

)
ri =−kri. (5)

The eigenvectors describe the variation of primitve variables
by fundamental perturbations. A common approach is to
choose the eigenvectors such that they correspond to an en-
tropy (i = 1), an in-plane vorticity (i = 2), an out-of-plane
vorticity (i = 3), an downstream (i = 4) and an upstream
propagating acoustic (i = 5) perturbation. Their direction
of propagation can be determined by means of equation (3).
For flows that have subsonic velocity components normal
to the boundary, the first four waves travel in mean flow
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direction, i.e. they enter the domain at inflow boundaries
whereas the upstream acoustic wave is an outgoing perturba-
tion there, and vice versa at outflow boundaries. The trans-
formation matrix L that decomposes q̂(ω,l) into these fun-
damental perturbations is given be the inverse of the right
eigenvector matrix:

L(ω,l) = R−1
(ω,l) = (r1 r2 r3 r4 r5)

−1 (6)

By allowing only outgoing perturbations and enforcing am-
plitudes of incoming perturbations to be zero, one attains
non-reflecting behaviour of artificial boundaries. Thus, for
any mode, i.e. any set of angular frequency and circumfer-
ential wavenumber, the condition for no incoming perturba-
tions reads:

Lin
(ω,l)q̂(ω,l) = 0 (7)

Note that the distinction of components related to incoming
and outgoing perturbations has to be row-wise for the modal
transformation matrix L and column-wise for the eigenvec-
tor matrix R.

We achieved a significant improvement in robustness
compared to our prior implementation of spectral NRBC by
expressing the above condition in terms of one-dimensional
characteristics c = L1D q. As one-dimensional perturbations,
i.e. plane waves orthogonal to the boundary, are represented
by modes with l = 0, the corresponding transformation does
not depend on the circumferential wavenumber and it can
be scaled such that it is also independent of the angular fre-
quency. Thus, characteristics can be used to define a tem-
porally and spatially local, and therefore rather simple, one-
dimensional non-reflecting boundary condition:

cin = Lin
1D q = 0 (8)

As such boundary conditions are known to be rather robust,
we formulate the spectral two-dimensional NRBC as a mod-
ification to the characteristic boundary condition. Instead
of requiring cin = 0, we determine target characteristics by
means of the spectral approach. Decomposing q̂(ω,l) into
contributions from upstream and downstream propagating
characteristics, we rewrite equation (7):

Lin
(ω,l)q̂(ω,l) = Lin

(
Rin

1D ĉin
(ω,l),target +Rout

1D ĉout
(ω,l)

)
= 0 (9)

We extrapolate ĉout
(ω,l) from the boundary adjacent cells and

obtain:

ĉin
target,(ω,l) =

[
−
(

Lin
(ω,l)R

in
1D

)−1
Lin
(ω,l)R

out
1D ĉout

(ω,l)

]
(10)

Note that the mean incoming target characteristics
ĉin

target,(0,0) are not to be computed from the spectral theory.

FIGURE 1: Schematic of the steam turbine stage depicting
the computational domain and the definition of relative span.

Instead, they can be modified such that the average bound-
ary flow state satisfies user-defined boundary values. Local
incoming target characteristics can now be reconstructed by
an inverse Fourier transform. If the face state is driven to-
wards this target state with a suitable relaxation, the spectral
NRBC appear to be comparable in terms of robustness to the
one-dimensional boundary conditions.

The spectral approach applied to time-marching simu-
lations requires the boundary flow field to be Fourier trans-
formed in time and space, viz. along the boundary in pitch-
wise direction. Instead of storing the entire history of the
boundary flow field, we determine the temporal Fourier co-
efficients in an iterative manner similar to harmonic store
approach in phase lag methods (c.f. [12, 13]):

q̂n
k = q̂n−1

k +
1
N
(qn− q̃n)e−ikωt (11)

Here, q̃n denotes the flow state at time step n reconstructed
from the latest set Fourier coefficients. For all computations
shown in this work, we consider ten temporal harmonics of
the base frequency for the spectral boundary conditions.

APPLICATION
Steam Turbine Test Case

To assess the reflection properties, efficiency and sta-
bility of these boundary conditions in a real turbomachin-
ery test case, we study flutter stability of a transonic three-
dimensional steam turbine stage. The configuration has
originally been established at Durham University [14] and
later been proposed as open, numerical test case for flut-
ter of steam turbines by the KTH turbomachinery group.
The geometry, the mode shape and further information on
the flutter configuration can be found in [15] and on the
corresponding website [16]. We will compare our results
to references [17] obtained by means of the time-linearised
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FIGURE 2: Illustration of bending mode magnified by a fac-
tor of twenty.

flow solver LUFT, which utilises three-dimensional NRBC
(c.f [18]), and the commercial non-linear time domain solver
CFX.

TABLE 1: Overview of operating conditions and other pa-
rameters for non-dimensionalisation.

pt,Inlet 27 kPa

Tt,Inlet 340 K

pOutlet 8.8 kPa

Ω 3000 1
min

bR 920 mm

cR,m 163.2 mm

Figure 1 shows a sketch of the configuration consisting
of a stator row with 60 blades, a rotor row with 65 blades and
a downstream diffuser. We define a simplified, linear distri-
bution of relative span according to [15, 16]. The operating
conditions are taken from the same sources and summarized
in Table 1. The inflow is roughly axial. In this study, we
included the original tip gap (c.f. [14]) of 4.2 mm or about
0.5 % relative span. Sun et al. study the impact of the tip
clearance [17]. However, they compare a downsized gap of
0.25 % relative span and a model without tip gap.

We study the first bending mode of the rotor. The nor-
malised mode shape is provided on the KTH website [16].
We scale this mode such that the maximum displacement at
the tip trailing edge is 3 mm, which is in the order of the
trailing edge thickness. The bending mode magnified by

(a) Hub

(b) Shroud

FIGURE 3: Details of mesh coarsened by factor 2 and dupli-
cated in periodic direction.

a factor of twenty is depicted in Figure 2. We adopt the
modified modal frequency of 132.08 Hz from [16], which is
equivalent to a reduced frequency of ω∗ =

ω cR,m
VExit

= 0.3.

Numerical Setup

TABLE 2: Ideal gas parameters used for the steam turbine.

R 461.52 J ·kg−1 ·K−1

γ 1.12 -

µ 1.032 ·10−5 N · s ·m−2

We employ the presented two-dimensional spectral
NRBC in time-marching URANS flutter simulations of the
rotor using DLR’s flow solver TRACE (c.f. [19]). The un-
derlying mean flow is calculated in a steady simulation be-
forehand. Here, the exit pressure is imposed at midspan of
the diffuser outlet along with a radial equilibrium condition.
The diffuser domain is included in the rotor system without
an additional interface. In order to assess the boundary con-
ditions’ reflection properties, we also conduct flutter simula-
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(a) 50 % span

(b) 90 % span

FIGURE 4: Pseudo schlieren image of the flow in the rotor
blade region at slices of constant relativ span.

tions on a shorter computational domain without the diffuser
(see Figure 1) and computations using characteristic, one-
dimensional boundary conditions as a reference. The short
configuration is a demanding test case for the boundary con-
dition as the oscillating trailing edge shock impinges on the
outflow boundary. The circumferentially averaged pressure
profile is extracted from the steady simulation at the rotor
exit plane and the diffuser exit plane. These profiles are then
prescribed in the unsteady simulation at their respective po-
sition. To ensure comparability between simulations using
the long and the short domain, we checked that the massflow
remains constant.

The computational mesh is generated by means of our
inhouse tool PyMesh [20] and comprises about four million
cells in total, about 2.1 million cells thereof in the rotor do-
main and another 0.7 million in the diffuser domain. Note
that this is a finer resolution compared to the mesh used to
obtain the reference results in [16, 17]. Blade wall bound-
ary layers are resolved with y+ ≈ 1 whereas we employed
wall functions at hub and casing walls with 30 < y+ < 80.
Details of the mesh are depicted in Figure 3.

For all computations Wilcox’s k-ω turbulence model
[21] is used and ideal gas with constant molecular viscosity
and the paramteres given in Table 2 is assumed. This as-
sumption is justified for flutter simulations of the last steam

(a) 50 % span

(b) 90 % span

FIGURE 5: Steady blade pressure distribution at two radial
positions compared to references from [16].

turbine stage as shown by Petrie-Repar [22]. To conduct
single passage simulations for arbitrary IBPAs, we use the
phase lag method (c.f. [13,23]). We employ an implicit dual
time stepping algorithm using the BDF2 scheme with 128
physical time steps per cycle and 50 pseudotime steps per
physical time step. For IBPAs of -100°, -72°, -45°, 0°, 72°
and 180°, simulations with both boundary condition types
and both computational domains are carried out.

Steady Results
The mean flow in the rotor is characterised by a sys-

tem of trailing edge shocks due to high exit Mach number
compared to a typical gas turbine LPT. Figure 4 depicts this
shock system by plotting the density gradient magnitude to
mimic schlieren images of slices at 50 % and 90 % relative
span. In particular at 90 % span, the pressure side branch
of the trailing edge shock impinges on the neighbouring
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FIGURE 6: Non-dimensional aerodynamic damping versus
IBPA.

blade’s suction side at about 50 % chord length. Addition-
ally, a strong expansion zone at the suction side’s leading
edge region, indicating a considerable incidence angle, can
be observed at 90 % span.

These features also become evident in Figure 5. It plots
the rotor blade pressure distribution at the same positions
in comparison to results from [16] obtained with LUFT.
Both solvers predict the steady blade pressure in good agree-
ment. However, the leading edge suction peak and the sub-
sequent shock are predicted stronger in the TRACE result.
The same holds for the pressure rise at about half chord
related to the incident shock. A possible explanation for
these differences is the fact that the mesh used in this work
comprises about twice as much cells in the rotor domain as
the mesh used in the references. Nevertheless, we consider
the steady flow solutions similar so that they pose a suit-
able basis for the following investigation of flutter. This is
supported by the analysis of global performance quantities.
TRACE predicts a mass flow of ṁ = 85.43kgs−1, a total-
to-static isentropic efficiency ηts = 83.676 % and a power
output of P = 11.71MW. These values agree well with the
results in [17] and [15] considering the larger tip gap in our
setup.

Flutter analysis
Let us consider the non-dimensional damping

Ξ =
−Waero

π bR α2 cR,m2 pdyn,R,in
(12)

where α = dmax/cR,m denotes the non-dimensionalised max-
imum displacement. The average dynamic pressure in the
rotor inlet plane is pdyn,R,in = 2127.7Pa. Figure 6 plots the
non-dimensional aerodynamic damping as a function of the
IBPA for both types of boundary conditions and both do-
mains. It also includes references from [17]. Recall that the

(a) 2D short (b) 2D long

(c) 1D short (d) 1D long

FIGURE 7: Distribution of unsteady pressure on rotor suc-
tion side associated to the fundamental harmonic (imaginary
part).

tip gap in this source is about half as big as the one in our
configuration.

In general, there is a good agreement between our re-
sults and the LUFT results. In particular, in the range
of aerodynamic excitation, i.e. negative damping, the pre-
dicted damping values almost coincide when using spec-
tral, two-dimensional NRBC or one-dimensional boundary
conditions in the longer domain. The latter boundary con-
ditions, however, lead to a significant deviation when em-
ployed together with the short domain.

The predicted damping values depend only to a small
extend on the domain length in case of two-dimensional
boundary conditions. As the position of the boundary plane
is expected to have an impact on the unsteady pressure
field if reflections occur, the above observation suggests that
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there is only a small amount of reflection when employ-
ing two-dimensional boundary conditions. Since the diver-
gent diffuser geometry may interact with the radiated pres-
sure perturbations from the moving blade, solutions from
the long and the short domain cannot be strictly compared.
Moreover, the assumption of the flow being purely two-
dimensional is not fulfilled. Still, the small differences be-
tween the results from both domains using two-dimensional
boundary conditions indicate superior reflection properties
of this boundary conditions to the one-dimensional ones.

Note that for the σ = 0◦ case the one-dimensional
boundary conditions produce almost the same damping val-
ues as the two-dimensional boundary conditions for both
exit locations. This is due to the fact that, in this specific case
of synchronously vibrating blades, plane waves arise that
leave the domain orthogonally to the boundary and, hence,
can also be absorbed by one-dimensional boundary condi-
tions.

The CFX results display a weaker agreement with the
other results, especially in the region in which TRACE and
LUFT predict excitation. Yet, they serve to give an esti-
mation of the influence of the tip gap consideration. This
influence appears to be not very strong for most cases.

In the following, we will examine the σ =−45◦ case in
more detail. Figure 7 plots the imaginary part of the com-
plex first harmonic pressure on the rotor suction side. As
the imaginary part of the pressure, along with the associ-
ated structural mode, determines the aerodynamic work and
damping, this figure reveals where the differences in global
damping emerge. In the solution from the simulation using
one-dimensional boundary conditions and the short mesh,
the distinct line, where the oscillating shock from the neigh-
bouring blade impinges, is diminished in comparison to all
other solutions. Furthermore, in the tip region, a spot of high
(imaginary) pressure can be discovered in the short 1D solu-
tion.

To compare this observation with the references, we in-
troduce the local work coefficient

w =
dWaero/dA

πα2 cR,m pdyn,R,in
. (13)

Figure 8 shows the local work coefficient at 50 % and 90 %
relative span. Several conclusions can be drawn from this
figure: Firstly, our results, apart from the solution with the
short domain and one-dimensional NRBC, agree qualita-
tively with the LUFT results at 90 % span. The largest dif-
ferences occur close to the suction side’s leading and trail-
ing edge. In their tip gap study [17], Sun et al. find out
that including the tip gap causes the front peak to be flat-
tened. Hence, the smaller work coefficient of our compu-
tations in the leading edge region possibly results from the
larger tip gap model. The larger peak in our simulations at
55 % chord length, where the neighbouring blade’s trailing
edge shock hits the suction side, is related to the observation
in the steady results, that the pressure rise due to the imping-
ing shock is predicted stronger in our results. This, again, is
possibly related to the finer mesh used in this work. The
solution with the short domain and one-dimensional NRBC,

(a) 50 % span

(b) 90 % span

FIGURE 8: Local work coefficients at two radial positions
compared to references from [16].

however, deviates especially in this region from the other
TRACE results.

Moreover, the work coefficient distributions at both ra-
dial positions reveal that the solution upstream of the shock
impingement position is independend of the exit position
and hence not affected by possible reflections from the out-
let. However, in the front region, the work coefficient varies
with the inflow boundary method, yet to a smaller extend.
Note that the rotor inlet position is constant for all simula-
tions. Thus, the solutions obtained with the long and the
short domains coincide in the front region.

In the following, we will study the dominant mode asso-
ciated to the blade motion, i.e. the pressure perturbation with
non-dimensional circumferential wavenumber m =−8.125
at the blade vibration frequency. Figure 9a plots the pres-
sure amplitude of this wave depending on the radial positon.
This mode can be decomposed into fundamental waves by
means of the wave splitting approach used for the spectral
NRBC. The contribution of the incoming downstream prop-
agating acoustic mode is depicted in Figure 9b. As expected,
the amplitude of the incoming acoustic mode is equal to zero
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(a) full amplitude

(b) downstream acoustic wave

FIGURE 9: Pressure amplitude of the dominant mode
(k = 1,m =−8.125) versus span at rotor inlet.

when using the spectral boundary conditions. The discrep-
ancy between the one-dimensional and the two-dimensional
solution in Figure 9a is consistent with the amplitude of
the incoming acoustic mode when using one-dimensional
NRBC. This indicates that the differences of the local work
coefficient in the front region can be attributed to reflections
from the inlet boundary. Of course, the analysis based on
a two-dimensional linearised Euler approach can only serve
to give a certain estimation, but not a quantitatively precise
evaluation of the real upstream and downstream propagating
modes.

The same analysis is performed at the rotor outlet plane
and shown in Figure 10. Both the long and the short mesh
results are evaluated at the short rotor outlet plane. The
analysis yields findings similar to the inlet. Furthermore,
it shows the impact of the outlet boundary position. There
is a considerably stronger incoming wave in the outer 25 %
span region when one-dimensional NRBC are applied on the
short mesh. Additionally, one observes that the tip leak-
age vortex produces strong perturbations close to the cas-
ing. Such perturbations cannot be correctly accounted for
by both methods. Figure 10b exhibits a relatively weak, but

(a) full amplitude

(b) upstream acoustic wave

FIGURE 10: Pressure amplitude of the dominant mode
(k = 1,m =−8.125) versus span at rotor outlet.

significant incoming wave for the long domain simulations.
As its amplitude is approximately constant over the whole
span, it is supposed that this mode does not stem directly
from the blade motion, which, in contrast, is approximately
proportional to the relative spanwise position. Further in-
vestigation is needed to clarify which of the following pos-
sible reasons is responsible for this observation. Firstly, the
circumferential Fourier decomposition is not corrected for
the residual grid motion at the short rotor outlet as the im-
posed grid motion decays from the blade to the actual out-
let boundary at the diffuser exit. So this might be a pure
postprocessing artefact. Another possible explanation is that
there is a true three-dimensional interaction of the diffusor
geometry with the acoustic mode radiated downstream from
the blade. Beyond, the upstream wave could be an artifi-
cial reflection from the outlet boundary as the prerequisites
of the boundary condition theory might be violated. How-
ever, the one-dimensional and the two-dimensional NRBC
produce consistent incoming perturbations which seems un-
likely considering the elementary differences of both meth-
ods.
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FIGURE 11: Temporal development of integral damping
(σ =−45◦).

Convergence and computational costs
Figure 11 plots the temporal development of integral

damping over time. The spectral NRBC need about twice as
many time steps to converge as the one-dimensional bound-
ary conditions. This is due to the fact, that the spectral
NRBC depend on the temporal Fourier coefficients of the
boundary solution, which themselves converge rather slowly
in phase lag simulations. However, there are no stability is-
sues related to the boundary conditions in this study. The
authors have experience with less satisfactory convergence
characteristics of a prior implementation of spectral bound-
ary conditions in time domain simulations. Therefore, this
is a substantial improvement.

Furthermore, the reduced reflections of spectral NRBC
allow shorter domains. The possibilty to use shorter do-
mains, in turn, reduces the number of time steps required
for convergence as one can infer from Figure 11. In this
case, the spectral NRBC applied on the short domain and
the one-dimensional NRBC along with the long domain take
roughly the same number of time steps to reach convergence.
Note that the long mesh comprises more cells and, hence,
demands more computational resources if the run time is to
be kept constant. On the other hand, the more complex spec-
tral NRBC enlarge the computational effort of the boundary
treatment. However, throughout all computations carried out
in this work, the run time per time step of simulations us-
ing spectral NRBC is increased by only 0.5-1.5 % compared
to the computations with one-dimensional boundary condi-
tions while all other parameters are kept constant. Ther-
fore, there is no clear answer to the question which bound-
ary method is favourable if solely the computational effort is
considered. Altogether, the computational costs of unsteady
time domain simulations using spectral boundary conditons
remain comparable to the costs of simulations using charac-
teristic boundary conditions.

CONCLUSIONS AND OUTLOOK
We demonstrate the applicability of spectral, two-

dimensional non-reflecting boundary conditions in time do-
main flutter simulations of a three-dimensional steam tur-
bine configuration. The advantageous reflection properties
of these NRBC are highlighted. Moreover, the necessity of
using proper non-reflecting boundary conditions for certain
investigations becomes evident from our results. The poor
reflection properties of one-dimensional boundary condi-
tions will lead to larger errors when it is not possible to con-
sider a downstream diffuser in the computational domain,
e.g. when one studies flutter of blades rows from multistage
configurations.

For the presented test case, the robustness of the spec-
tral NRBC is comparable to the robustness of characteristic
boundary conditions. The run time of computations using
the spectral NRBC is about one percent larger compared
to the computations using characteristic boundary condi-
tions. But more time steps are needed to obtain conver-
gence. In contrast, the use of spectral boundary conditions
allows shorter domains thanks to reduced artificial reflec-
tions which generally accelerates convergence.

For the future, a more detailed comparison between fre-
quency domain solvers, like e.g. time-linearised or harmonic
balance solvers, on the one hand and time domain solvers
on the other hand is possible since inconsistencies from the
boundary conditions have been eliminated. Another inter-
esting application of the time domain solver in combination
with the spectral NRBC is the investigation of non-linear ef-
fects in the aeroelastics of turbomachinery.
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ANNEX: VECTORS AND MATRICES OF THEORY
SECTION

The flux Jacobians of the 2D linearised Euler equations
with respect to primitive variables and the vector of primitive
variables read:

A =


u ρ 0 0 0
0 u 0 0 1/ρ

0 0 u 0 0
0 0 0 u 0
0 γ p 0 0 u

 ,B =


v 0 ρ 0 0
0 v 0 0 0
0 0 v 0 1/ρ

0 0 0 v 0
0 0 γ p 0 v

 ,q =


ρ

u
v
w
p



The forward and backward characterics transformation ma-
trices are given by:

L1D =


−1
ρ

0 0 0 1
ρ a2

0 0 1
a 0 0

0 0 0 1
a 0

0 1
a 0 0 1

ρ a2

0 − 1
a 0 0 1

ρ a2

 , R1D =


−ρ 0 0 ρ

2
ρ

2
0 0 0 a

2 − a
2

0 a 0 0 0
0 0 a 0 0

0 0 0 ρ a2

2
ρ a2

2



The eigenvectors of the convective modes, i.e. entropy
(r1), in-plane vorticity (r2) and out-of-plane vorticity (r3)
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read:

r1 =


−ρ

0
0
0
0

 , r2 =


0

am
a
u (ωr+mv)

0
0

 , r3 =


0
0
0
a
0


The acoustic modes are

r4,5 =


ρ

a k4,5
‖ξ‖

a l
‖ξ‖
0

γ p



with the ξ =

(
k
l

)
being the wavenumber vector in the un-

derlying streamsurface. The boundary-normal wave num-
bers k4,5 still have to be determined. With the three convec-
tive modes and their corresponding eigenvalues known, the
characteristic polynomial (4) reduces to a quadratic equa-
tion, from which k4,5 can be calculated:

(ω + k4,5u+ lv)2 = a2 (k2
4,5 + l2) (14)

The reader is referred to [8,11,24] for further details includ-
ing the final expressions for k4,5 and r4,5.
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