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THE ADVENT OF AUTONOMOUS SYSTEMS

The transition to a sustainable 
transport system constitutes an 
important pillar among the mea-
sures addressing climate change. 

Besides the greenhouse gas emissions of 
the transport sector, we can see additional 
challenges, like congestion, lots of space 
reserved for transportation (streets and 
parking spaces), noise, and safety issues. 
While the electrification of vehicle drive 
trains directly addresses greenhouse gas 
emission reduction, automation of vehicles 
can contribute to overcome also many of 
the other challenges.

During the last decade, we have 
already seen an increasing number of 
applications using more or less intelligent 
and self-acting systems. Smartphones, 
software agents, and artificial intelligence, 
sometimes in the consumer market 
having names like Alexa and Siri, assist 

us in decision-making. They provide 
us with well-defined advertisements, 
help recruiters to identify suitable job 
candidates, and even help qualify loan 
applications for bank employees. With the 
progressive use of artificial intelligence 
and automation technology in safety-
critical cyber-physical systems such as 
autonomous vehicles, new classes of 
systems are emerging (cf. SafeTRANS 
2021). (This also holds for other safety 
critical areas like health, energy, industry, 
farming, etc. Due to the fact that the new 
DLR institute is focusing on transportation, 
this paper is focused on autonomous 
driving.) These systems will be deployed 
into highly dynamic environments, first 
to understand their impact, then to 
implement their decisions autonomously 
using their actuators in the physical world. 
The advent of autonomously acting cyber-
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physical systems capable of cooperation 
in frequently changing contexts and no 
longer subject to direct human control 
places novel and high demands on 
developing methodologies that ensure their 
trustworthiness. 

Since today computing power allows 
sophisticated artificial intelligence models 
to recognize complex patterns in the real 
world and derive suitable actions from such 
percepts, from a functional perspective, 
the goal of autonomous driving appears 
imminently achievable. However, this 
technology then directly links to the real 
world. Decisions made by vehicles may 
directly harm humans and may cause 
catastrophic failures. Thus, it is imperative 
to ensure these systems’ safety and 
additional properties, as described in the 
following sections.

The SafeTRANS roadmap on “safety, 
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security, and certifiability of future man-
machine systems” (SafeTRANS 2021) 
dares a look into the future of autonomous 
systems. It sketches several dimensions of 
the complexity of these systems, as shown 
in the following figure taken from the 
roadmap, and forecasts how autonomous 
systems will cover these dimensions within 
the years to come.

Based on this SafeTRANS roadmap, the 
DLR Institute of Systems Engineering for 
Future Mobility defined its research road-
map in an internal unpublished concept 
paper (DLR 2020) explored in further 
detail below.

From the diagram above, we can see five 
main axes “cooperation,” “context,” “strength,” 

“responsibility & reflection,” and “integrity 
& certification.” Besides these main axes, 
additional secondary axes refining the 
related concepts can be found. As a newly 
founded DLR institute, we identified for 
our research roadmap that we can distin-
guish two types of complexity dimensions 
from this figure: functional dimensions 
and extra-functional dimensions. The axes 

Figure 1. Roadmap for future man-machine systems (SafeTRANS 2021); The authors have translated the legend within that diagram
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“cooperation,” “context,” and “strength” reflect 
functional dimensions, sketching functional 
capabilities of autonomous systems. On the 
other hand, “responsibility & reflection” and 

“integrity & certification” reflect extra-func-
tional dimensions, sketching necessary 
mechanisms and properties to be fulfilled 
by autonomous systems to consider them 
trustworthy. We are conscious that different 
viewpoints are possible here. However, this 
distinction helps us to define our roadmap 
as sketched in the following paragraphs 
(A slightly modified view on the axes was 
developed in the internal paper (DLR 2020) 
but will be omitted here for space reasons.)

SafeTRANS considers the dimension 
“Cooperation” to describe the future 
cooperation capabilities of systems, 
systems-of-systems, a comprehensive 
group of systems of a specific domain, or 
even cross-domain groups of systems 
(SafeTRANS 2021, p 61). Cooperation in 
this context means cooperation between 
the systems but also between systems and 
humans (cf. SafeTRANS 2021, p. 61).

The dimension “context” describes the 

complexity of the environment, which 
the systems considered need to be able 
to handle (see SafeTRANS 2021, p. 43). 
From the diagram and the description in 
the roadmap, one can see that the degree 
of uncertainty increases along the axes 
shown and that the degree of controllability 
decreases correspondingly (cf. SafeTRANS 
2021, p. 43-ff). Future human-machine 
systems, assuming a development along 
the defined axes, will be able to act in 
more complex environments with much 
more uncertainty and less controllability 
of environmental parameters. By this, they 
will be able to handle many more situations 
and realize increasingly complex tasks.

The dimension “strength” represents 
the capability of systems to successfully 
accomplish application-specific objectives 
in a self-determined manner (see 
SafeTRANS p. 27) (As this dimension 
refers to certain inherent capabilities 
of a system, we also call it the “System 
Capabilities” dimension in our institute.). 
This requires systems to understand 
and analyze even unfamiliar contexts 
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(subdimension “intelligence”), adapt to 
those contexts in order to increase the 
scope of possible actions (subdimension 

“evolution”), and finally achieve the desired 
goal autonomously through a complex 
sequence of individual or cooperative 
actions (subdimension “autonomy”)(cf. 
SafeTRANS 2021, p. 27-ff.).

In our understanding, these dimensions 
sketch a roadmap on how, in which context, 
and with which complexity, uncertainty, 
and uncontrollability human-machine 
systems will be able to achieve goals in the 
future. However, assuming that all these 
capabilities will become true, the following 
and similar questions still need to be raised:

Will these systems then automatically be 
trustworthy enough, for example, to put our 

children into an autonomous vehicle and 
have them be driven by it to their grand-

parents in the neighboring city without the 
possibility of intervening? How can we prove 

such trustworthiness?

The central term to be discussed here is 
trust (The definition of this term and its 
implications for the research questions of 
the new DLR institute is ongoing work.) 
We are convinced that the question above 
is covered by the other two dimensions of 
the roadmap, “Integrity & certification” and 

“Responsibility.”
(SafeTRANS 2021) describes “integrity 

& certification” as a dimension covering 
mechanisms to ensure consistency and 
trustworthiness in decision-making and 
to enable recovery of system integrity after 
integrity violations (cf. SafeTRANS 2021, p. 
85). This is the primary dimension that the 
DLR institute has focused its research on. 
All methods, concepts, processes, and tools, 
including formal verification, model-based 
systems engineering, contract-based design, 
virtual certification, monitoring, and diag-
nosis, can be partially captured under this 
dimension. However, whatever is needed 
in the future to ensure system integrity 
strongly depends on what system capabil-
ities will look like along the dimensions 
of “cooperation”, “context” and “ctrength” 
(cf. SafeTRANS 2021, p. 85-ff.). Therefore, 
the DLR Institute of Systems Engineering 
for Future Mobility is embedded into a 
network of other institutes (internal and 
external to DLR) discussing future capa-
bilities of autonomous systems to ensure 
trustworthiness from the very beginning.

In addition to the dimensions above, 
the final dimension, “responsibility & 
reflection,” widens the perspective on the 
extra-functional properties of autonomous 
systems. The more autonomy and capabili-
ties future human-machine systems acquire, 
the stronger the need to answer addition-

al questions only marginally explored 
today. Some of these questions are already 
sketched in (SafeTRANS 2021, p. 77, trans-
lation made with deepl.com and partially 
edited by the authors):

■■“What can machines be responsible for?”
■■“What may or can machines decide?”
■■“Will machines in a future ‘human ma-
chine society’ be partners of humans or 
will they even decide over them?”

■■“How much autonomy do we want to 
grant machines?”

These are predominantly ethical and 
societal questions rather than technical 
ones. However, answers to these questions 
strongly depend on the degree of trust 
we place in machines. Thus, to increase 
autonomy in an accepted way, we need to 
increase their trustworthiness. Aside from 
integrity, there are additional questions that 
need to be answered to increase trustwor-
thiness with respect to machine autonomy. 
The concept of responsibility described by 
SafeTRANS sketches additional chal-
lenges to address, which we summarize 
into the following exemplary questions 
(SafeTRANS 2021, p. 77-ff. (Additional 
and similar questions have been defined in 
the internal institute’s concept paper (DLR 
2021))

■■ How can ethical and societal values 
be implemented into autonomous 
systems?

■■ How can compliance with ethical 
and societal values be ensured during 
operation and how can this be made 
transparent?

■■ How can we enable machines to eval-
uate consequences of their action in 
advance?

■■ How can we enable machines to build 
trust in other machines and humans?

This list is incomplete, but it demonstrates 
the future need for broad research initiatives. 
It seems clear that a deep understanding of 
ethical and societal values that influence 
today’s social coexistence between humans 
will have to be implemented into machines 
in the future to generate technical trustwor-
thiness. Unlike between humans however, 
trustworthiness of machines will probably 
not be generated by long-lasting cooperation 
between humans and machines or by simple 
test mechanisms like a short driver’s license 
exam. In the case of machines, we expect 
that each brick for generating trustworthi-
ness needs to be verified and validated. Thus, 
we assume that in the future, besides clas-
sical verification and validation approaches, 
we also need more and more advanced 
approaches covering not only technical 
characteristics but also technical implemen-
tations of non-technical concepts.

In (Liggesmeyer 2017), Peter Liggesmey-
er, as the director of the “Fraunhofer 
Institute for Experimental Software Engi-
neering IESE” (https://www.iese.fraunhofer.
de/ , last visit: July 14, 2022), underlined 
that technical as well as ethical and legal 
questions are demanding answers with 
respect to autonomous systems. Though the 
term “autonomik” actually is considerably 
older (for example, compare the research 
programme on “Autonomics – Autono-
mous and simulation-based systems for 
medium-sized companies” that ran from 
2008 – 2014 (BMWK 2022)). Also others 
propose interdisciplinary research in this 
field (Koopmann and Wagner 2017), it was 
Liggesmeyer who in (Liggesmeyer 2017) 
publicly proposed a discipline of “autono-
mik.” The authors agree with (BMWK 
2022) to translate this term as “Autonom-
ics” for building reliable and trustworthy 
autonomous systems in an overarching in-
terdisciplinary way. We picked up this idea 
during the founding phase of the new DLR 
Institute of Systems Engineering for Future 
Mobility. We agree with Liggesmeyer’s 
proposals and think that besides computer 
science aspects, also perspectives from oth-
er technical and non-technical disciplines 
need to be considered in an integrated way, 
such as for example mechanics/robotics, 
social sciences, natural sciences, philosophy, 
ethics, law, neurosciences, psychology, and 
biology. Our vision is that for the develop-
ment and operation of autonomous systems, 
we will need entirely new systems engi-
neering methods, development approaches, 
tools, and concepts. We strongly believe that 
the disciplines referenced above can learn 
from each other by transferring methods 
and tools from non-technical sciences 
to technical sciences and vice versa. This 
will generate completely new approaches 
for systems engineering and for the other 
disciplines. In line with this, the detailed 
consideration of the complexity facets for 
future cyber-physical systems development 
in (Törngren and Sellgren 2018) shows that 
there is an additional need for education 
and awareness raising on complexity as 
well as research into efficient overarching 
organizational structures and processes. 
As an illustration, one example could be to 
integrate social science models for gener-
ating trust between humans with formal 
methods from computer science to support 
the generation of trust between humans and 
autonomous systems. We expect that these 
kinds of synergies will be lifted by strong-
ly integrating the disciplines along the 
whole life-cycle of an autonomous system, 
including the development and operational 
phases. Based on this scope, we place the 
focus of our new institute on the develop-
ment of technical methods, tools, processes, 
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and concepts, that enable and ensure the 
generation of trust in autonomous systems. 
By doing this, we are expanding our area of 
expertise, which in the past mainly focused 
on safety or dependability, and include 
the non-technical aspects that will require 
extended technical support in the future 
within autonomous systems.

TECHNICAL TRUSTWORTHINESS AS AN 
ESSENTIAL BASIS FOR AUTONOMOUS 
SYSTEMS

The division Transportation of OFFIS, 
as the predecessor of the recently founded 
DLR institute, had a strong focus on 
methods and tools guaranteeing safety 
respectively dependability for human-
cyber-physical systems (HCPS – An 
overview about this term can be found in 
(Zhiming and Wang 2020)). With respect 
to this, the term dependability has been 
understood as defined in Avizienis et al. 
2004. With the founding of the new DLR 
Institute and the definition of its roadmap 
(DLR 2020), the focus on dependability was 
broadened as explained in the following.

Since we believe that artificial intelli-
gence will play a significant role in the 
trustworthiness of autonomous systems, 
we had a look into research on ethical 
principles for artificial intelligence. Jobin 
and her colleagues identified that “there 
is an emerging convergence around the 
following principles: transparency, justice 
and fairness, non-maleficence, respon-
sibility and privacy (Jobin et al. 2019 p. 
391).” Although Jobin and her colleagues 
identify the diversity in interpretations 
of these terms, within the several works 
analyzed in their study (Jobin et al. 2019, 
pp. 391-ff.), we agree that these five 
principles will become essential consider-
ations for autonomous systems. Within the 
unpublished internal DLR roadmap paper 
(DLR 2020), the combination of these five 
principles, together with dependability, is 
defined as the comprehensive concept of 
technical trustworthiness (Assuming that 
privacy and confidentiality are meaning the 
same, dependability and privacy are also 
covering all attributes security is covering 
in (Avizienis et al. 2004) and by this our 
definition of technical trustworthiness 
also covers security.) We believe that this 
definition and the combination of technical 
and non-technical issues are compatible 
with the requirements on trustworthy AI 
given in the Ethics Guidelines for Trust-
worthy AI by the Independent High-Level 
Expert Group on Artificial Intelligence 
set up by the European Commission (AI 
HLEG 2019). Notwithstanding this, we will 
probably refine the definition of technical 
trustworthiness and related research ques-
tions in the future.

In our opinion, it will be essential that at 
least the aforementioned ethical principles 
will be considered from the very beginning 
of the development of autonomous systems 
to avoid generating mistrust against such 
systems. We need to start doing so now, 
and therefore we need to involve technical 
and non-technical sciences as detailed 
above.

The first step in this direction will 
be further to refine the definition and 
implications of technical trustworthiness 
(We are especially open for including even 
more principles to be considered here.). 
These implications, in addition to their 
technical nature, may lead to research 
questions within other disciplines. The 
new DLR institute, in this context, aims to 
establish collaborations between research-
ers from several technical and non-tech-
nical disciplines and to intensify existing 
ones in order to address these questions 
from the very beginning. This is done, for 
example, through the Research Center on 
Human-Cyber-Physical Systems at the Uni-
versity of Oldenburg (https://uol.de/fzhcps, 
last visit: June 17, 2022).

METHODOLOGICAL CONTRIBUTION FROM 
THE NEW DLR INSTITUTE

The DLR Institute of Systems 
Engineering for Future Mobility is aligning 
its research and development activities 
along the DevOps  approach (Overviews 
can be found for example in (Ebert et al. 
2016 and (Mayank and Singh 2021)). It 
focuses on the development of methods, 
tools, processes, and concepts for the 
assurance of technical trustworthiness 
for autonomous systems through the 
whole life-cycle – meaning from the 
beginning design, development and build 
phases, through the verification and 
validation phases and incorporating the 
operational phases covering deployment, 
operation, monitoring and updates of the 
systems in the field. (Decommissioning 
of autonomous systems will also need to 
be addressed, although it is not always 
covered when talking about DevOps.). 
This is, on the one hand, reflected in the 
organizational structure as follows:

■■“The department Systems Theory and 
Design (THD) considers all phases of 
design, development, verification and 
validation of highly automated and 
autonomous traffic systems. Methods 
and tools are developed that enable 
mechanisms for technical trustworthi-
ness and responsibility, ensure integrity 
and demonstrate appropriate properties 
already at the design stage of a system 
(DLR 2022).”

■■“The department System Evolution and 
Monitoring (EVO) considers all phases 

during the operation of highly auto-
mated and autonomous traffic systems. 
The focus of this department is on the 
development of methods and tools 
that enable a trustworthy evolution of 
systems and that monitor and ensure 
compliance with integrity, responsi-
bility and trust measures at system 
runtime (DLR 2022).”

■■“The department Application and 
Evaluation (ANE) identifies application-
specific requirements for integrating 
and ensuring technical trustworthiness, 
responsibility, and integrity. At the 
same time, this department provides 
platforms to evaluate the methods and 
tools developed in the THD and EVO 
departments and integrates them into 
industry-relevant processes. The ANE 
department contributes these results to 
standardization and regulatory activities 
(DLR 2022).”

On the other hand, this is also reflected 
in the thematic organization. Within the 
DLR Institute of Systems Engineering for 
Future Mobility, thematic clusters — so-
called assets — summarize and integrate 
all activities that are related to specific 
topics. These thematic assets either have 
a methodological approach, application-, 
or technology-driven focus. The 
methodology-driven assets (Application 
driven and technology driven assets focus 
on maritime traffic simulation, testbeds 
and digital twins.) focus on the topics of:

■■ scenario-based verification and 
validation,

■■ continuous timing assurance,
■■ human modeling,
■■ automation risks, and
■■ online updates and upgrades.

All these assets, sketched below, integrate 
research done in several projects. This 
allows building on earlier project results, 
developing synergies between projects, and 
professionalizing research prototype devel-
opment and demonstrations in industrially 
relevant use cases. Furthermore, complete 
toolchains can be set up in order to eval-
uate the research results within seamless 
processes and to identify gaps that demand 
further research to become closed. The 
following paragraphs give a short overview 
about the thematic orientation of the assets 
mentioned above.

“The first asset [scenario-based 
verification and validation] is concerned 
with developing and prototyping methods 
and tools that can be used in scenario-
based verification and validation 
approaches for automated transportation 
systems. Our main focus is formally 
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specifying relevant abstract scenarios 
that are readable by humans while also 
being machine readable. This allows us to 
automatize the verification and validation 
which increases confidence in e.g., safety 
of the systems due to a dramatically 
increased number of executed tests while 
reducing the manual effort from humans 
(Birte Neurohr, project lead of the asset 
on scenario-based verification and 
validation, DLR).”

“Ensuring timing properties is a crucial 
aspect in safety-critical systems at both 
design time and run-time. For example, 
safe operation of a highly automated vehi-
cle includes the ability to react on appear-
ing obstacles in a specified maximal time 
span. Asset 2 ‘continuous timing assur-
ance’ provides methods and tools enabling 
specifying, verifying and monitoring of 
timing properties along the system lifecy-
cle (from specification, to implementation 
and test in the development phase, over 
monitoring, to diagnosis and feedback to 
the developers in the operations phase). 
The asset also establishes expertise on the 
underlying DevOps processes in which 
these methods and tools are applied, as 
they (1) are integral parts of many safety 
standards that must be followed in indus-
try, and (2) should match the require-
ments and state-of-the-art of industrial 
practice. The capability of a continuous 
timing assurance is of crucial importance 
for all manufacturers and suppliers of 
future highly automated learning systems, 
because they are especially challenged by 
regular software updates and the repeti-
tive real-time proof (Kim Grüttner, Head 
of Department System Evolution and 
Operation, DLR).”

“Our asset ‘human modelling’ provides 
human models that can be used as so-
called virtual test drivers or as virtual 
co-drivers. We research techniques 
and formalisms to model how humans 
interact with machines in complex traffic 
situations. These models are able to 
recognize and predict human behaviour. 
As virtual test drivers they are used to 
test design variants of human-machine 
interaction for safety critical systems. 

Such virtual tests can be done very early 
in the system development process before 
testing with real humans. As virtual 
co-drivers they are used to recognize the 
state of the driver and to predict her/his 
actions in order to initiate interventions 
in hazardous situations. We research 
not only driver models but also models 
of seafarers and aircraft pilots (Andreas 
Lüdtke, Group Leader Human-Centered 
Engineering, DLR).”

“The asset ‘automation risks’ deals with 
the question how to identify and analyze 
hazards and triggering scenario properties 
that arise from the introduction of 
automated and automatic systems. 
Therefore, it focuses on the development 
of methods and tools to find relevant 
factors influencing the criticality for 
system classes as well as identify and 
quantitatively assess newly occurring 
sources of harm within a specific system 
(Lina Putze, project lead of the asset on 
automation risks, DLR).”

“The fifth asset [online updates and 
upgrades] deals with software updates 
for individual modules of safety-critical 
systems. Tools are being developed to 
evaluate the correctness of a new software 
version in the overall system during 
development (virtual integration testing). 
For the safety-critical system, methods 
are developed to replace individual 
software modules separately with new 
versions without endangering the safety 
of the overall system. For this purpose, 
methods and tools are developed to secure 
the update process itself as well as to 
monitor the system properties after the 
update. This is of particular importance 
for suppliers to the automotive industry 
because it ensures that the increasingly 
complex automotive software can be 
continuously tested and further developed 
(Domenik Helms, Group Leader 
Deployment and Updates, DLR).”

Covering the lifecycle of autonomous 
systems is important for the DLR Institute 
of Systems Engineering for Future Mobility 
since we believe that trust between humans 
and autonomous systems is something that 

will — similar to that between humans — 
evolve. Additionally, we think it will not 
be possible to design, develop and certify 
a system once without iterations between 
development and operation — at least due 
to changing environments.

THE FUTURE DEVELOPMENT OF 
TRUSTWORTHINESS

Finally, let us look at the future devel-
opment of technical trustworthiness as 
foreseen in the institute’s research roadmap 
(DLR 2020). The institute’s roadmap is 
based on the estimated developments in the 
SafeTRANS roadmap (SafeTRANS 2021), 
depicted in Figure 1. It mainly address-
es scientific goals along the complexity 
dimensions of “integrity & certification” and 

“responsibility & reflection”. For the time to 
2027, this covers mainly the yellow area and 
with respect to specific aspects like “maneu-
ver responsibility” also the green area depict-
ed Figure 1. The research and development 
for the time after 2027 will be analogous to 
(SafeTRANS 2021) covering the green, blue, 
and light red areas.  ¡
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