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INTRODUCTION
The main goal of surgical oncology is to achieve

complete resection of cancerous tissue with minimal
iatrogenic injury to the adjacent healthy structures. Brain
tumour surgery is particularly demanding due to the
eloquence of the tissue involved. There is evidence that
increasing the extent of tumour resection substantially
improves overall and progression-free survival. Realtime
intraoperative tools which inform of residual disease
are invaluable. Intraoperative Ultrasound (iUS) has been
established as an efficient tool for tissue characterisation
during brain tumour resection in neurosurgery [1].
The integration of iUS into the operating theatre is
characterised by significant challenges related to the
interpretation and quality of the US data. The capturing
of high-quality US images requires substantial experi-
ence and visuo-tactile skills during manual operation.
Recently, robotically-controlled US scanning systems
have been proposed (see e.g. [2]) but the scanning of
brain tissue poses major challenges to robotic systems
because of the safety-critical nature of the procedure, the
very low and precise contact forces required, the narrow
access space and the large variety of tissue properties
(hard scull, soft brain structure).
The aim of this paper is to introduce a robotic platform
for autonomous iUS tissue scanning to optimise intraop-
erative diagnosis and improve surgical resection during
robot-assisted operations. To guide anatomy specific
robotic scanning and generate a representation of the
robot task space, fast and accurate techniques for the
recovery of 3D morphological structures of the surgical
cavity are developed. The prototypic DLR MIRO surgi-
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cal robotic arm [3] is used to control the applied force
and the in-plane motion of the US transducer. A key
application of the proposed platform is the scanning of
brain tissue to guide tumour resection.

MATERIALS AND METHODS
Intraoperative Surgical Navigation. The 3D recon-
struction of surgical scenes is uniquely challenging due
to textureless surfaces, occlusions, specular highlights
and tissue deformation. To deal with these challenges,
we develop a novel deep learning approach that utilises
stereo vision for geometric focused depth estimation.
Our method advances conventional 3D reconstruction
approaches which are based on the direct regression
of depth information, by developing a neural network
which learns to replicate the behaviour of a structured
light projector. Geometric awareness is enforced through
the learning of the reflection of light off surfaces.
A Unet architecture has been designed to take a stereo
image as input and to predict how the projected struc-
tured light should appear on the surfaces on the left and
right images, separately. Specifically, we are predicting
binary code structured light, which consists of vertical
bars of white and black colour. To predict these binary
patterns, we purpose our neural network to be a Sig-
moid binary classifier. So the neural network should be
predicting whether or not a pixel should have a value
of 1 or 0, where white corresponds to the value 1 and
black to the 0. These predicted binary codes can then be
processed into disparity or depth maps, using 2D cross
correlation over the epipolar lines of the stereo images.
Collaborative Robotic Tissue Scanning. To fulfil the
safety critical requirements of robotic iUS scanning
and to cope with the low stiffness of brain tissue
we develop an impedance controller using task-specific
coordinates defined with respect to the surface of the
anatomy of interest. The recovered 3D morphological
structure is utilised to represent the anatomical surface
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as a triangular mesh. We define the task coordinates as
the orientation of the US probe axis to coincide with
the surface normal and its distance 𝑑 to the surface.
Controlling this distance allows us to realise different
scenarios of probe-tissue interaction, such as contact
avoidance with a safety margin for re-scanning and
updating the 3D structure of the tissue surface, contact
establishment, or interaction with a desired contact force.
We obtain a planar representation of the anatomical
surface, described by 2D (𝑢, 𝑣)-coordinates. Scanning
trajectories along the surface can be planned in 2D
and automatically executed. The (𝑢, 𝑣)-coordinates with
zero impedance allows the clinician to move along the
surface, while the controller is taking care of probe
orientation and contact forces.
Controlling the robot at different distances to the tissue
implicitly creates a foliation of the Cartesian space,
parallel surfaces, obtained by shifting the original tissue
surface along its normal direction. We define the planar
(𝑢, 𝑣)-coordinates in a novel way that allows for consis-
tent impedance control along and in-between all leaves
of the foliation. This novel concept allows to control and
continuously adapt desired interaction forces between
US probe and tissue, capable of safe US scanning on
tissues as soft as the human brain. Due to the use of the
unified impedance control framework in [4], passivity
and stability are guaranteed.

RESULTS
Due to the lack of publicly available datasets contain-
ing binary code structured light patterns, our proposed
model has been trained and tested on simulated data
of real objects, created with VisionBlender [5]. Results
so far have shown successful depth estimation, without
requiring training on depth ground truth. The validation
mean absolute error was 1.4 𝑝𝑖𝑥𝑒𝑙𝑠, where the mean
ground truth disparity of the objects is 16.1 𝑝𝑖𝑥𝑒𝑙𝑠. Early
comparison to direct depth regressing networks, has
indicated to an improved robustness to pixel perturbation
(brightness and contrast) by up to 50 %, using our
technique. Our model will be further validated on a
dataset which we are currently developing with images
of ex vivo and medical phantoms as shown in Fig. 1.
Fig. 2 shows the performance of the developed
impedance controller in a realistic simulation, tracking
a trajectory along a discretised surface patch (𝑑 = 0,
establish contact), a positive leaf (𝑑 > 0, avoid contact)
and negative leaf (𝑑 < 0, apply a particular force),
with the corresponding control errors (𝑒𝑢 , 𝑒𝑣 , 𝑒𝑑). We
demonstrate consistency of the planar (𝑢, 𝑣)-coordinates
and accurate tracking behaviour along all leafs, with
a root mean squared error (RMSE) in the controlled
distance of 𝑅𝑀𝑆𝐸𝑑 = 0.369 𝑚𝑚. The higher errors in
𝑢 most likely arise from dynamic coupling and lack of
feedforward control terms in the presented experiment.

DISCUSSION
In this paper, we have presented a robotic platform
for iUS tissue scanning which will optimise diagno-

Fig. 1 A) camera, projector setup with sheep’s kidney
B) generated depth map C) binarised structured light
pattern D) laproscope image.

Fig. 2 Error 𝑒 in (𝑢, 𝑣)-coordinates, distance 𝑑 for
trajectory (upper right) along tissue surface (yellow,
𝑑𝑑𝑒𝑠 = 0 𝑚𝑚), positive leaf (blue, 𝑑𝑑𝑒𝑠 = 50 𝑚𝑚) and
negative leaf (red, 𝑑𝑑𝑒𝑠 = −50 𝑚𝑚). The black graph
depicts the signum function of the desired distance 𝑑,
where 𝑠𝑔𝑛(𝑑) = ±1 corresponds to 𝑑𝑑𝑒𝑠 = ±50 𝑚𝑚,
respectively.

sis with the aim of improving both the efficacy and
safety of tumour resection. The development of the
above technologies will have a significant impact on
the surgeon’s sensing, completeness and safety during
tumour resection and ultimately on the management
of the patient. Our future work will focus on further
improving the control, as well as validating the proposed
visual servoing setup on ex vivo and medical phantoms.
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