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Abstract

Due to their enhanced numerical dissipation properties, high-order discretization methods are an important
prerequisite to obtain accurate results with Large-Eddy Simulations. However, the exact amount of dissipa-
tion often requires a careful tuning by the user via problem-dependent parameters. In this work we present a
fully adaptive dissipation control, which ensures stability and additionally reduces the numerical dissipation
to a minimum. This novel approach employs a simple feedforward neural network model, which indirectly
tabulates an underlying stability equation and thus reduces the computational overhead to estimate the
dissipation during runtime. The methodology is adapted for a high-order k-exact reconstruction method
on fully unstructured vertex-centered grids, and it is implemented in a full production flow solver. Based
on several test cases, the enhanced accuracy compared to a conventional low-order scheme is demonstrated.
Especially when dealing with Large-Eddy Simulation benchmarks, significant savings in computation time
and grid resolution requirements can be obtained for reaching a desired level of accuracy. Moreover, com-
pared to a high-order reconstruction method with constant numerical dissipation, the presented adaptive
approach consistently yields accurate results, regardless of the flow problem.

Keywords: High-order accuracy, Unstructured grids, Finite-volume method, Von Neumann stability
analysis, Artificial neural networks, Adaptive numerical dissipation

1. Introduction

Large-Eddy Simulations (LES) are increasingly used in the industrial design process to address complex
vortex-dominated flow phenomena for which the Reynolds-Averaged Navier-Stokes (RANS) approach is not
sufficient [1, 2]. The increased accuracy of LES compared to RANS results from the separation of the flow
field into large and small scales due to a filtering operation. While the large scales are resolved directly,
the influence of the small scales on the mean flow is modeled with a subgrid-scale (SGS) model. The idea
is that these small scales behave more universal, which leads to a lower modeling error than in the RANS
approach [3, 4]. However, the direct resolution of the large scales puts high demands on the underlying
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numerical discretization procedure, in order to accurately predict, for example, highly vortical flows [1]. As
a consequence, conventional discretization methods, which were originally established for RANS simulations,
can only be used in the scope of LES at a very high computational cost, since their inherently high dissipative
properties must be compensated by a large number of elements. For this reason, higher-order methods are
typically used, which exhibit significantly lower numerical dissipation and which are therefore capable of
reducing the number of elements and the associated computational effort [1, 5]. In the past, structured
approaches were often adopted for this purpose, while the current trend is shifting towards unstructured
methods which offer greater geometric flexibility in the meshing process [5, 6]. Besides preserving the order
of accuracy, high-order methods must exhibit a certain robustness with regard to discontinuities. Especially
in compressible flows, discontinuities occur due to the hyperbolic nature of the equations and can lead
to the Gibbs phenomenon. The latter refers to parasitic oscillations in the vicinity of the discontinuity,
which are attributed to the approximation of flow values with higher order reconstruction polynomials [1].
Parasitic modes can also occur in incompressible flows in the absence of shocks. For example, they arise when
numerical artifacts caused by boundary conditions or when insufficient discrete conservation properties are
amplified by the loss of accuracy of the numerical scheme at the smallest scales of the grid [7]. In particular,
central discretization schemes are prone to such oscillations, due to their low inherent numerical dissipation.
Several methods exist to suppress unwanted oscillations when dealing with high-order methods. In the
scope of compressible flow problems, slope limiting approaches, such as the Monotonic Upstream-centered
Scheme for Conservation Laws (MUSCL) [8, 9, 10] are often employed to reduce the order of accuracy in
the vicinity of shocks. A similar approach is used in weighted essentially non-oscillatory (WENO) schemes,
where the solution is reconstructed from a combination of several candidate stencils to form a smooth
reconstruction [11, 12]. All these approaches act in the sense of Godunov’s theorem, which states that a linear
scheme must be first-order accurate in order to prevent the generation of new extrema [13]. However, these
approaches must be implemented carefully to prevent a loss of accuracy in smooth flow regions and typically
lead to an increase in computational cost. Spurious oscillations can also be damped by the introduction
of artificial numerical dissipation, which goes back to the work of Von Neumann and Richtmeyer [14] and
Jameson et al. [15]. This simple, yet efficient approach is also often used in central schemes to prevent
odd-even decoupling of the solution [4]. The approach has also been suggested as a better alternative for the
stabilization of Discontinuous Galerkin methods [1, 16]. A disadvantage of the method is that the correct
amount of numerical dissipation is often difficult to predict. Hence, it is based on empirical parameters that
depend on the particular flow problem.

We present a novel approach for an adaptive numerical dissipation control and apply it to an implicit high-
order k-exact finite-volume scheme on vertex-centered grids [17]. The latter has recently been implemented
in DLR’s finite-volume flow solver ThetaCOM, a turbulent heat release extension of DLR’s TAU code in
its combustion version [18, 19, 20, 21, 22, 23, 24, 25], which features a memory-efficient matrix free Krylov
solver for the system of linear equations and multigrid preconditioning. The scheme employs a multiple-
correction approach [26], which ensures a proper reconstruction on unstructured, median-dual grids and
features efficient parallelization capabilities. This methodology has been incorporated into a fractional step
strategy for the solution of the incompressible Navier-Stokes equations, which requires a Poisson equation for
the pressure-velocity coupling to be solved implicitly. Furthermore, a novel discretization of the convective
and diffusive fluxes ensures an accurate flux approximation, even on highly irregular grids [17, 27, 28]. In
this work, a Von Neumann stability analysis for a one-dimensional linear advection-diffusion equation is used
to derive a general stability criterion for the k-exact vertex-centered scheme. This criterion should predict
the optimum amount of numerical dissipation required to stabilize the solution. It is based on nonlinear
relations between the CFL number and the Reynolds number, both of which are based on local flow and
grid properties. Since the direct evaluation of this criterion requires a considerable amount of computation
time, a subset of the solution space from the underlying stability equation is tabulated indirectly in the form
of a simple feedforward neural network model. This enables the minimum required numerical dissipation to
be determined based on local flow conditions with little additional computational effort. It also eliminates
the tedious search by the user for optimum empirical parameters to stabilize the solution. In recent years,
several works utilized neural network models to detect shocks, where the solution was then stabilized in
the vicinity of the discontinuity, either by introducing local numerical dissipation in the context of the
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Discontinuous Galerkin method [29, 30, 31] or Fourier spectral schemes [32, 33]. Beck et al. [34] developed a
shock sensor for a Discontinuos Galerkin scheme, which is based on edge detection via convolutional neural
networks. Stevens and Colonius [35] used a machine-learning method to adjust the finite-volume coefficients
of a WENO5-JS scheme via small perturbations that stem from a trained neural network model. This
approach has been shown to improve the accuracy in resolving fine-scale flow features and discontinuities
and has also been adapted in the work of Kossaczka et al. [36]. In contrast to these works, our approach is
not intended to improve the capture of discontinuities with higher accuracy. Rather, we aim to determine
an optimum numerical dissipation for the simulation of incompressible flows. The dissipation is intended to
dampen spurious oscillations that arise from an amplification of the numerical error due to the dispersive
properties of the discretization scheme at wavenumbers in the range of the grid scales. In this way, a stable,
yet accurate solution can be obtained without requiring the user to specify a large number of empirical
parameters.

In the following, it is explained how the filtered Navier-Stokes equations can be discretized using the
novel k-exact multiple-correction method for vertex-centered grids in combination with an appropriate frac-
tional step strategy for the pressure-velocity coupling. Subsequently, the numerical properties of the spatial
discretization procedure are discussed in detail. Based on the Von Neumann stability analysis for a linear
advection-diffusion equation, a stability criterion for the k-exact discretization method is derived. The re-
lationship between the numerical stability and the introduction of the numerical dissipation as a function
of the exactness of the discretization procedure is also explained in more detail. It is then shown how this
stability criterion can be tabulated in the form of a neural network model, and, thus, effectively evaluated
during runtime to determine the optimum numerical dissipation as a function of the local flow state. Finally,
the advantages of the described approach are presented on the basis of several benchmarks. Furthermore,
the advantages of the higher order of accuracy in space are compared to a conventional discretization method
for unstructured grids.

2. Methods

Consider a spatial filter operator for any field variable, for example the velocity u(x, t)

ũ(x, t) =

˚
G(r,x)u(x− r, t) dr (1)

with a filter kernel G(r,x). This operator is applied to the Navier-Stokes equations for an incompressible
fluid with velocity u, pressure p, viscosity ν and constant density ρ0, which leads to the following set of
equations

∂ũi
∂xi

= 0, (2)

∂ũi
∂t

+
∂

∂xj
(ũiũj) +

∂τ rij
∂xj

− ν
∂2ũi
∂xj∂xj

= − 1

ρ0

∂p̃

∂xi
. (3)

The values of τ rij refer to the anisotropic residual-stress tensor, which results from the filter operation on the

convective part of the momentum equations ũiuj = ũiũj + τ rij +
2
3δijkr. The isotropic residual stress terms

2
3δijkr are included in the filtered pressure p̃ [37] and the anisotropic residual-stress tensor is modeled with a

linear eddy-viscosity model τ rij = −2νrS̃ij , where the deformation tensor of the resolved flow field is defined

by S̃ij = 1
2 (∂ũi/∂xj + ∂ũj/∂xi). The local eddy viscosity νr(x, t) accounts for the influence of residual

motions on the large flow scales. In this work, it is modeled using the Wall-Adapting Local Eddy-Viscosity
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(WALE) model [38, 39] and is calculated according to

νr = ∆2C2
w

(
S̃∗
ijS̃

∗
ij

)3/2
(
S̃ijS̃ij

)5/2
+
(
S̃∗
ijS̃

∗
ij

)5/4 with S̃∗
ij =

1

2

(
g̃2ij + g̃2ji

)
−1

3
δij g̃

2
kk and g̃2ji =

∂ũi
∂xk

∂ũk
∂xj

.

(4)

The terms S̃∗
ij denote the traceless symmetric part of the squared velocity gradient tensor and ∆ refers to

the employed filter width. The latter is basically a threshold at which scales are no longer resolved but
modeled and it is based on the local element size. The value of Cw denotes the subgrid-scale constant,
which is set to 0.5 in this work [39].

Since the continuity Equation (2) is only present in terms of a constraint, there is no explicit equation
available for estimating the pressure at a future time step. Thus, a standard incremental pressure correction
scheme is used for the coupling of pressure and velocity [40]. First, an interim velocity field is estimated from
the pressure at an initial time step tn. If a Crank-Nicolson scheme is used, the semi-discretized momentum
predictor equation can be written in terms of

ũ∗i − ũni
∆t

+
1

2

∂

∂xj
Fij(ũ∗) +

1

2

∂

∂xj
Fij(ũn) = − 1

ρ0

∂p̃n

∂xi
, (5)

where the fluxes reduce to Fij(ũ) = ũiũj − (ν + νr) ∂ũi/∂xj . The unknown pressure field at a future time
step tn+1 is estimated with a Poisson equation that is obtained by taking the divergence of the momentum
equations. After the introduction of the pressure difference δp̃ = p̃n+1 − p̃n, this leads to

∂

∂xi

(
∂ δp̃

∂xi

)
=
ρ0
∆t

[
∂ũ∗i
∂xi

− ∂ũn+1
i

∂xi

]
. (6)

Since the velocity field at tn+1 must satisfy continuity, the second term on the right hand side reduces to
zero. Once the pressure difference δp̃ has been obtained, it is finally used to correct the interim velocity
field, so that it satisfies continuity:

ũn+1
i = ũ∗i −

∆t

ρ0

∂ δp̃

∂xi
. (7)

In the following section, we first discuss the spatial discretization procedure, by means of which the solution
can be reconstructed with a higher order of accuracy. This is followed by a discussion of how this methodology
can be applied to the projection method.

2.1. The multiple-correction approach

For the spatial discretization, the domain Ω ⊂ Rd is discretized by a set of linear elements, which is
referred to as primary grid P(Ω). The latter consists of tetrahedrals, hexahedrals, prisms or pyramids for
d = 3 or triangles and quadrilaterals for d = 2. An edge-based representation of P(Ω) is obtained by
constructing polyhedrons from the centroids of adjacent elements, faces and edges around each primary
grid node. The resulting grid consists of N non-overlapping complex polyhedral elements and is referred
to as a median-dual representation D(Ω). Two elements Ωα and Ωβ are called adjacent, if they share a
common face Aαβ . All adjacent elements of a cell Ωα are referred to as its 1st neighborhood, signed as

V(1)
α . The nth neighborhood of Ωα is defined recursively with the neighborhoods of its adjacent elements

V(n)
α :=

⋃
γ∈V(n−1)

α
V(1)
γ . Figure 1 shows a primary grid P(Ω), its respective median-dual tesselation D(Ω) and

the first and second neighborhood of a median-dual cell Ωα for d = 2. Central to the k-exact discretization
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xα
xβ

Ωα
ΩβAαβ

D(Ω)P(Ω)V(1)
α

V(2)
α

xΓ

Figure 1: Median-dual grid in 2D, indicated in solid lines. The corresponding primary grid is drawn in dashed lines. The
simulation variables are stored at the location of primary grid nodes, e.g. xα or xβ .

approach is the volume-average uα in an element Ωα

uα =
1

|Ωα|

˚
Ωα

ũ(x) dV, (8)

where |Ωα| denotes the volume of the element. For reasons of clarity, the filter operator (̃·) will be omitted
in the following. The averaging is applied to the filtered Navier-Stokes equations, such that the resulting
averages in every element act as degrees of freedom in a system of N equations. The latter can then be
solved essentially in three steps [41]. First, the solution of any field variable u(x) at an initial time step tn
is reconstructed locally for every element Ωα using a polynomial function of degree k:

u(x) = u(k+1)(x;xα) +O
(
hk+1

)
, (9)

with h being a characteristic width of the element. The superscript in brackets indicates the order of
accuracy to approximate the solution. Next, the reconstruction function is used to approximate point values
at element interfaces, in order to estimate the discretized fluxes Fij . Finally, the system of equations is solved
to obtain the volume-averages uα, pα at new time step tn+1. The polynomial u(k+1)(x;xα) is constrained
by the conservation of the mean. It thus must satisfy the average uα with an error of O

(
hk+1

)
when

volume-integrated over Ωα. Besides this, it must also conserve the volume-averages of elements in V(k)
α . For

the current approach, u(k+1)(x;xα) is defined by means of a Taylor-polynomial

u(k+1)(x;xα) = u
∣∣∣(k+1)

xα

+
∂u

∂xi1

∣∣∣∣(k)
xα

(xi1 − xi1,α)+. . .+
1

k!

∂ku

∂xi1 . . . ∂xik

∣∣∣∣(1)
xα

(xi1 − xi1,α) . . . (xik − xik,α) . (10)

The point of evaluation xα is the primary grid position, around which Ωα is constructed and u|(k+1)
xα

refers to

the approximation of the point value u(xα) with an accuracy of O(hk+1). Respectively, the derivative terms
denote k-exact differentiation operators, which approximate the nth derivative of u at xα with an accuracy

of O(hk−n+1). The point value u|(k+1)
xα

can be related to the volume-average uα by applying operator (8)
on the reconstruction polynomial (10)

u
∣∣∣(k+1)

xα

= uα − ∂u

∂xi1

∣∣∣∣(k)
xα

M(α,α)
i1

− . . .− 1

k!

∂ku

∂xi1 . . . ∂xik

∣∣∣∣(1)
xα

M(α,α)
i1...ik

+O
(
hk+1

)
. (11)

The terms M(α,α)
i1...ip

refer to rank p geometric volume moment tensors. These quantities are of major im-
portance to maintain a higher order of accuracy, especially on highly distorted grids. They are defined in a
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more general way as

M(β,α)
i1i2...ip

=
1

|Ωβ |

˚
Ωβ

(xi1 − xi1,α) (xi2 − xi2,α) . . .
(
xip − xip,α

)
dV. (12)

The first superscript β refers to the volume Ωβ for performing the averaging and the second superscript
α denotes the point xα used for centering the moment. Further information concerning the calculation
of geometric moment tensors can be found in the literature [42, 43, 44]. The rank one volume moment

tensor M(α,α)
i simply expresses the distance of a primary grid node xα towards the geometric centroid of

the median-dual element Ωα. It reduces to zero if both coincide. It remains to approximate the unknown
derivative operators of the reconstruction polynomial with appropriate accuracies. In traditional approaches,
this is typically addressed with a least-squares approach over a large stencil of elements in the vicinity of
Ωα. However, the non-locality of these elements can lead to a bottleneck in the parallelization and involves
complicated data structures [45, 46, 47]. The multiple-correction approach avoids these problems, since
unknown derivatives are calculated by successively applying a Green-Gauss gradient operator onto field
variables. This only requires to exchange information between face-neighboring elements

∂u

∂xi

∣∣∣∣(0)
xα

:=
1

|Ωα|
∑
β∈V(1)

α

1

2
(uα + uβ)S(αβ)

i with S(αβ)
i =

¨
Aαβ

ni dA. (13)

Here, S(αβ) refers to the joint normal of all sub-faces of the median-dual face Aαβ . Its norm equals the
surface area |Aαβ |. As already mentioned, the superscripts of point values enclosed in brackets serve to
emphasize the order of accuracy. Thus, the gradient operator in Equation (13) features a discretization
error of O(1) as shown in a previous work [27]. The resulting gradient acts as a priori estimate, which
must be transformed to ensure the required k-exactness constraints. This is accomplished using a correction
matrix Gα, that solely depends on the mesh geometry. For a detailed derivation of Gα for vertex-centered
grids, we refer to previous works [17, 27, 28]. The correction with matrix Gα ensures a gradient accuracy
of O (h) on arbitrary grids. It also enforces the conservation of the mean for Ωα and its first neighborhood
with O (h):

∂u

∂xi

∣∣∣∣(1)
xα

:= Gij,α
∂u

∂xj

∣∣∣∣(0)
xα

. (14)

It can be shown, that the inverse of this 1-exact gradient correction matrix Gα must be calculated for
vertex-centered grids according to

G−1
ij,α :=

∂Mj

∂xi

∣∣∣∣(0)
xα

with
∂Mj

∂xi

∣∣∣∣(0)
xα

:=
1

|Ωα|
∑
β∈V(1)

α

1

2

(
M(β,α)

j +M(α,α)
j

)
S(αβ)
i . (15)

This expression is simply a Green-Gauss gradient operation (13) applied to the respective geometric volume
moment tensor entries. It should be mentioned, that the centering of the geometric volume moments in
Equation (15) varies according to the element Ωα. For a 2-exact reconstruction, the gradient of u must
be provided with an accuracy of O

(
h2
)
in addition to a Hessian matrix of O (h). The latter is again

approximated through a Green-Gauss approach

∂2u

∂xi∂xj

∣∣∣∣(0)
xα

:=
1

|Ωα|
∑
β∈V(1)

α

1

2

(
∂u

∂xi

∣∣∣∣(1)
xα

+
∂u

∂xi

∣∣∣∣(1)
xβ

)
S(αβ)
j . (16)

Similar to the gradient, there exists a linear mapping, which can be used to correct this Hessian matrix to
a form that ensures an accuracy of O(h) on arbitrary grids. It relies on a Hessian-correction matrix Hα,
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for whose detailed definition we refer to the author’s previous work [17]. The definition of Hα relies on the
vectorization of the Hessian matrix into the following form

D̂(0)
α (u) =

[
∂2u

∂x1∂x1

∣∣∣(0)
xα

∂2u
∂x1∂x2

∣∣∣(0)
xα

∂2u
∂x1∂x3

∣∣∣(0)
xα

∂2u
∂x2∂x2

∣∣∣(0)
xα

∂2u
∂x2∂x3

∣∣∣(0)
xα

∂2u
∂x3∂x3

∣∣∣(0)
xα

]
. (17)

This form incorporates the symmetry properties of the Hessian matrix. Finally, a 2-exact Hessian matrix
operator is introduced as

D̂
(1)
i,α(u) := Hij,α D̂

(0)
j,α(u). (18)

During runtime, it is only necessary to compute this matrix-vector product in order to correct the Hessian
operator (16) to its 2-exact form. Since this Hessian operator features an accuracy of O(h), it can be
employed to correct the 1-exact gradient. This leads to the definition of the 2-exact gradient operator

∂u

∂xi

∣∣∣∣(2)
xα

:=
∂u

∂xi

∣∣∣∣(1)
xα

− 1

2

∂2u

∂xj∂xk

∣∣∣∣(1)
xα

∂Mjk

∂xi

∣∣∣∣(1)
xα

. (19)

The 1-exact gradient of the rank two volume moments must be stored in addition to the defined correction
matrices for every primary grid node. It is also calculated only once prior to the simulation, if no mesh
deformation is considered. Figure 2 gives an overview on the final correction procedure that is needed for a
2-exact reconstruction. For further details on the multiple-correction methodology for vertex-centered grids,
we refer to [17].

uα, uβ
∂u
∂xi

∣∣∣(0)
xα

∂u
∂xi

∣∣∣(1)
xα

∂u
∂xi

∣∣∣(2)
xα

∂2u
∂xi∂xj

∣∣∣(0)
xα

∂2u
∂xi∂xj

∣∣∣(1)
xα

Eq. (13) Eq. (14)

Gα

Eq. (19)

Eq. (16)

Eq. (18)

Hα

Eq. (19)∂M
∂xi

∣∣∣(1)
xα

Figure 2: Procedure for the calculation of high-order accurate derivatives using the node-centered multiple-correction approach.
The diagram shows the necessary steps for a 2-exact reconstruction of the gradient and the Hessian matrix.

2.2. Approximation of the momentum predictor equation

Once the derivatives are calculated with their required orders of accuracy, the discretized Navier-Stokes
equations can be solved. The volume-averaged momentum predictor equations (5) then read

u ∗
i,α − uni,α

∆t
+

1

|Ωα|
∑
β∈V(1)

α

[
1

2

¨
Aαβ

Fij (u ∗) nj dA+
1

2

¨
Aαβ

Fij (un) nj dA

]
= − 1

ρ0

(
∂pn

∂xi

)
α

. (20)

As stated, the filter-operator has been omitted for reasons of clarity. It remains to approximate the fluxes,
which are composed of convective and diffusive parts

¨
Aαβ

Fij (u) nj dA =

¨
Aαβ

(uiuj)nj dA+

¨
Aαβ

(ν + νr)

(
∂ui
∂xj

)
nj dA (21)
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In order to approximate the surface-integrals with an appropriate order of accuracy, a single-point surface
integration method is applied. The approach is based on a Taylor series expansion around a single point
xΓ on a median-dual face Aαβ . The surface-integral of any flux function fi can then be approximated by
means of the reconstructed value fi|xΓ

and its derivatives at point xΓ:

¨
Aαβ

fi ni dA = fi

∣∣∣
xΓ

S(αβ)
i +

∂fi
∂xj1

∣∣∣∣
xΓ

S(αβ)
i,j1

+ . . .+
1

k!

∂kfi
∂xj1 . . . ∂xjk

∣∣∣∣
xΓ

S(αβ)
i,j1...jk

+O
(
hk+1

)
. (22)

This integration method relies on the definition of the rank p geometric surface moments, which are generally
defined for a face Aαβ by

S(αβ)
i,j1j2...jp

=

¨
Aαβ

ni (xj1 − xj1,Γ) (xj2 − xj2,Γ) . . .
(
xjp − xjp,Γ

)
dA. (23)

The subscripts i and jp are separated by a comma to highlight that i indicates the face normal direction
and jp the spatial direction of the terms

(
xjp − xjp,Γ

)
. The superscripts (αβ) indicate the elements Ωα

and Ωβ adjacent to the face, on which point xΓ for the Taylor series expansion is located. The rank zero
surface moment has already been introduced as the joint normal of the face Aαβ . Note that in contrast
to the geometric volume moment formulation, the surface moments are not normalized with the interface
area |Aαβ |. This is due to reasons of clarity for the further derivation of the scheme. All geometric surface
moments depend solely on the grid geometry and can be calculated analytically in a preprocessing step prior
to the simulation. It remains to reconstruct the flux function fi|xΓ

and its derivatives at the cell interfaces,
which is accomplished via the reconstruction polynomials of respective field variables from adjacent elements.
After some algebra and exploiting the chain rule, the convective fluxes can be approximated for a 2-exact
reconstruction approach according to

¨
Aαβ

(uiuj)nj dA = ṁ
∣∣∣(3)
xΓ

ui

∣∣∣(3)
xΓ

+ ṁj

∣∣∣(3)
xΓ

∂ui
∂xj

∣∣∣∣(2)
xΓ

+
1

2
ṁjk

∣∣∣(3)
xΓ

∂2ui
∂xj∂xk

∣∣∣∣(1)
xΓ

+ |Aαβ | O
(
h3
)
. (24)

The values at the interface point xΓ are calculated with the available reconstruction polynomials of the
adjacent elements as

u
∣∣∣(3)
xΓ

=

(
1 + θ

2

)
u(3)(xΓ;xU ) +

(
1− θ

2

)
u(3)(xΓ;xD),

∂u

∂xi

∣∣∣∣(2)
xΓ

=

(
1 + θ

2

)
∂

∂xi
u(3)(xΓ;xU ) +

(
1− θ

2

)
∂

∂xi
u(3)(xΓ;xD),

∂2u

∂xi∂xj

∣∣∣∣(1)
xΓ

=

(
1 + θ

2

)
∂2

∂xi∂xj
u(3)(xΓ;xU ) +

(
1− θ

2

)
∂2

∂xi∂xj
u(3)(xΓ;xD).

(25)

Here, U is the upwind and D the downwind direction at the interface. Depending on the exactness of the
scheme, the respective correction operations on the derivatives are applied. For a 1-exact scheme, only first
derivates and rank one geometric surface moments are used. The parameter θ ∈ [0, 1] is used to shift the
bias towards the element in the upwind direction. A value of θ = 0 results in a purely central discretization,
whereas with θ = 1 the bias is set fully towards the upwind direction. As will be shown below, a variation
of θ does not reduce the order of accuracy of the scheme, but introduces numerical dissipation. This makes
it a suitable parameter to stabilize the solution. In addition, a limiter variable ψα is introduced for every
reconstruction polynomial u(k)(x;xα). This allows to reduce the order of accuracy locally, for example for
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highly deformed elements. For a 2-exact reconstruction, the reconstruction polynomial reads

u(3)(x;xα) = uα+ψα

[
∂u

∂xi1

∣∣∣∣(2)
xα

(
xi − xi,α −M(α,α)

i

)
+

1

2

∂2u

∂xi∂xj

∣∣∣∣(1)
xα

(
(xi − xi,α) (xj − xj,α)−M(α,α)

ij

)]
.

(26)

In this work, the order of accuracy is reduced locally for elements adjacent to Dirichlet boundary condi-
tions. These elements feature small stencils and often exhibit high geometric moments due to the median-
dual grid treatment at boundaries. The latter can lead to ill-conditioned correction matrices [28] which may
induce instabilities in case of anisotropic flow phenomena. The limiter variable ψα is used only as a switch
to disable the higher order accuracy in such boundary elements. It is thus only defined for the discrete
values ψα ∈ {0, 1}. The mass flux terms ṁ in Equation (24) are defined by

ṁ
∣∣∣(3)
xΓ

= ui

∣∣∣(3)
xΓ

S(αβ)
i +

∂ui
∂xj

∣∣∣∣(2)
xΓ

S(αβ)
i,j +

1

2

∂2ui
∂xj∂xk

∣∣∣∣(1)
xΓ

S(αβ)
i,jk , (27a)

ṁi

∣∣∣(3)
xΓ

= uj

∣∣∣(3)
xΓ

S(αβ)
j,i +

∂uj
∂xk

∣∣∣∣(2)
xΓ

S(αβ)
j,ki , (27b)

ṁij

∣∣∣(3)
xΓ

= uk

∣∣∣(3)
xΓ

S(αβ)
k,ij . (27c)

All these terms scale with |Aαβ | due to the surface integration and the respective definition of the geometric
surface moment tensors. Furthermore, the mass flux terms (27b) and (27c) scale also with h and h2,
respectively, which leads to the overall accuracy of O(h3). The mass flux tensors at the interface node
xΓ are calculated with a purely central averaging of the reconstructed values from both adjacent elements
(θ = 0) and only once at the beginning of every time step tn.

The Laplacian fluxes fi = (ν+νr)(∂u/∂xi) are calculated using the Mathur-Murthy scheme [48, 49], that
has recently been extended for the k-exact reconstruction on unstructured grids [17]. To prevent spurious
oscillations, it is desired to express the surface-integral in terms of adjacent volume-averages uα and uβ [48].
This can be achieved through the definition of the face-dependent factor ε(αβ)

ε(αβ) =
S(αβ)
i S(αβ)

i

∆xj, βα S(αβ)
j

, (28)

with the distance vector ∆xi, βα = xi, β − xi,α. By definition, Ωα is the element with the outward facing
normal in this context. It is now possible to express the Laplacian fluxes into three parts

¨
Aαβ

(ν + νr)

(
∂u

∂xi

)
ni dA = (ν + νr|Γ)

[
F

(αβ)
LMM

+ F
(αβ)
LEX1

+ F
(αβ)
LEX2

]
+ |Aαβ | O

(
h2
)
. (29)

Note that the error that results from approximating the local eddy viscosity νr|Γ at the face is not considered
in the error analysis here. The first term of Equation (29) recovers the original formulation of Mathur and
Murthy [48]

F
(αβ)
LMM

(u) = ε(αβ) (uβ − uα)−
1

2

(
∂u

∂xi

∣∣∣∣(2)
xα

+
∂u

∂xi

∣∣∣∣(2)
xβ

)(
ε(αβ)∆xi, βα − S(αβ)

i

)
. (30)

The terms F
(αβ)
LEX1

and F
(αβ)
LEX2

are designated as contributions to enhance the accuracy in the scope of the

k-exact reconstruction approach. The term F
(αβ)
LEX1

accounts for the 1-exact reconstruction of the diffusion

10



flux integral

F
(αβ)
LEX1

(u) = −1

2
ε(αβ)

(
∂u

∂xi

∣∣∣∣(2)
xα

+
∂u

∂xi

∣∣∣∣(2)
xβ

)(
M(β, β)

i −M(α,α)
i

)
. (31)

Further correction terms needed to preserve a 2-exact solution are incorporated in the term F
(αβ)
LEX2

F
(αβ)
LEX2

(u) =
1

2

(
∂2u

∂xi∂xj

∣∣∣∣(1)
xα

+
∂2u

∂xi∂xj

∣∣∣∣(1)
xβ

)[
S(αβ)
i,j − 1

2
ε(αβ)

(
M(β,Γ)

ij −M(α,Γ)
ij

)]

− 1

4

(
∂2u

∂xi∂xj

∣∣∣∣(1)
xα

− ∂2u

∂xi∂xj

∣∣∣∣(1)
xβ

)[
ε(αβ)

(
∆xi, βα +M(β, β)

i −M(α,α)
i

)
− S(αβ)

i

]
∆xj, βα.

(32)

The derivation for the k-exact contribution terms is given in [17], where the order of accuracy for this
approach is also discussed in greater detail. It remains to discretize the volume-averaged pressure gradient
in Equation (20), which is treated as a source term. To maintain the order of accuracy, it was found that
each gradient component must be approximated with a flux-formulation similar to the convective terms [17]

(
∂p

∂xi

)
α

=
1

|Ωα|
∑
β∈V(1)

α

p
∣∣∣(3)
xΓ

S(αβ)
i +

∂p

∂xj

∣∣∣∣(2)
xΓ

S(αβ)
i,j +

1

2

∂2p

∂xj∂xk

∣∣∣∣(1)
xΓ

S(αβ)
i,jk +O

(
h3
)
. (33)

The reconstructed pressure face values and their derivatives are estimated through a central approximation
(θ = 0).

2.3. Approximating the pressure equation and correction of the velocity field

With the discretization methods described above, it is possible to determine the intermediate velocity
field u∗. Next, the latter is used to estimate the pressure at tn+1 through the discretized Poisson equation (6)

∑
β∈V(1)

α

¨
Aαβ

(
∂ δp

∂xi

)
ni dA =

ρ0
∆t

∑
β∈V(1)

α

¨
Aαβ

u∗ini dA. (34)

The integrals comprising the pressure gradients are approximated via the k-exact diffusive flux formula-
tion (29). The surface-integral on the right hand side, which involves the interim velocity field, is approxi-
mated according to

¨
Aαβ

u∗i ni dA = ṁ∗
∣∣∣(3)
xΓ

+ |Aαβ | O
(
h3
)
, (35)

where the mass flux term ṁ∗|(k+1)
xΓ

is calculated with Equation (27a), under consideration of the intermediate
velocity field u∗i . Once the pressure difference δp has been estimated, it is used to update the velocity field

un+1
i,α = uni,α − ∆t

ρ0

(
∂δp

∂xi

)
α

, (36)

where the averaged gradient of δp is calculated similarly to the pressure gradient in Equation (33). Fi-

nally, the mass flux terms ṁn+1
i

∣∣(3)
xΓ

must be updated at every element interface. The discretization and
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rearrangement of Equation (6) leads to

¨
Aαβ

un+1
i ni dA =

¨
Aαβ

u∗i ni dA− ∆t

ρ0

¨
Aαβ

(
∂δp

∂xi

)
ni dA. (37)

This constraint leads to the enforcement of continuity on every interface Aαβ and has been described in the
work of Jofre et al. [50].

ṁn+1
i

∣∣(3)
xΓ

= ṁ∗
i |

(3)
xΓ

− ∆t

ρ0

[
F

(αβ)
LMM

(p) + F
(αβ)
LEX1

(p) + F
(αβ)
LEX2

(p)
]
. (38)

Formally, the truncation error of this approach is O
(
h2
)
and thus larger than just employing Equation (27a).

However, numerical experiments showed, that the actual numerical error is indistinguishable, whereas the

numerical stability increases significantly. The higher order terms ṁn+1
i

∣∣(3)
xΓ

and ṁn+1
ij

∣∣(3)
xΓ

are simply calcu-

lated through Equations (27b) and (27c) using the updated velocity field.

3. Adaptive control of the numerical dissipation

In Equation (25), the upwind bias θ has been introduced for the calculation of convective fluxes. In this
section, it will be shown how this parameter is related to numerical dissipation and how it must be controlled
to ensure stability. The latter is based on a Von Neumann stability analysis for a linear advection-diffusion
equation. This equation represents a simplification compared to the Navier-Stokes equations (2) and (3).
Hence, while it cannot provide necessary criteria for ensuring stability, it can provide sufficient ones. Finally,
a strategy is presented to adjust θ automatically. This method utilizes a simple neural network model to
predict the upwind bias based on local flow conditions, such that the stability of the scheme is ensured and
such that the numerical dissipation is reduced to a minimum.

3.1. Analysis of the numerical error for the convective operator

For the following analysis, consider a linear advection-diffusion equation for a scalar u with a uniform
velocity U and diffusivity ν

∂u

∂t
+ U

∂u

∂x
− ν

∂2u

∂x2
= 0. (39)

A one-dimensional, periodic domain x ∈ [0, L] is taken into consideration, that is discretized using a grid of
elements Ωα of size h and whose centroids xα are placed equidistantly. The linear advection-diffusion equa-
tion is volume-averaged according to Equation (8). First, we will examine how changes in the upwind bias
θ affect the numerical error of the volume-averaged convective operator ∂u/∂x. Following the methodology
described above, the latter can be expressed in terms of

1

|Ωα|

ˆ
Ωα

∂u

∂x
dV =

1

|Ωα|
∑
β∈V(1)

α

(
u
∣∣∣
xΓ

S(αβ)
1 +

∂u

∂x

∣∣∣∣
xΓ

S(αβ)
1,1 +

1

2

∂2u

∂x2

∣∣∣∣
xΓ

S(αβ)
1,11 + . . .

)
=

1

h

(
u
∣∣∣
xα+1/2

− u
∣∣∣
xα−1/2

)
.

(40)

It can be shown, that the surface moments of rank higher than zero cancel out in the one-dimensional case.
Thus, only the values at the element faces xα−1/2 and xα+1/2 must be reconstructed following Equation (25).
Applying the limitation approach from the previous section, the 1- or 2-exact reconstruction polynomials of
element Ωα can be used to approximate the values at the element interface xα+1/2:

u(2)(xα+1/2;xα) = uα+ψα
h

2

∂u

∂x

∣∣∣∣(1)
xα

and u(3)(xα+1/2;xα) = uα+ψα

(
h

2

∂u

∂x

∣∣∣∣(2)
xα

+
h2

12

∂2u

∂x2

∣∣∣∣(1)
xα

)
. (41)
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Table 1: Parameters for the flux calculation with the k-exact discretization schemes.

Scheme aU aD bU bD cU cD
k = 2 (1 + θ)/2 (1− θ)/2 ψU (1 + θ)/4 −ψD(1− θ)/4 ψU (1 + θ)/24 ψD(1− θ)/24
k = 1 (1 + θ)/2 (1− θ)/2 ψU (1 + θ)/4 −ψD(1− θ)/4 0 0
k = 0 (1 + θ)/2 (1− θ)/2 0 0 0 0

Note, that the conversion from point-values to volume-averages has been considered for k = 2, since the

geometric volume-moments reduce to M(α,α)
i1...ip

= hp

(p+1)2p+1

[
1− (−1)

p+1
]
in the one-dimensional case, to

give

u
∣∣∣
α
= uα − ψα

h2

24

∂2u

∂x2

∣∣∣∣
xα

+O
(
h4
)
. (42)

The final face value is calculated according to Equation (25), where element Ωα is assumed to be located
in the upwind direction. This leads to the following definition for the reconstructed value of u at the right
face of Ωα:

u
∣∣∣
α+1/2

≈ aUuα + aDuα+1 +

(
bU

∂u

∂x

∣∣∣∣
xα

+ bD
∂u

∂x

∣∣∣∣
xα+1

)
h+

(
cU

∂2u

∂x2

∣∣∣∣
xα

+ cD
∂2u

∂x2

∣∣∣∣
xα+1

)
h2, (43)

where the coefficients aU , aD, bU , bD, cU and cD are given in Table 1. Besides the upwind bias θ, these
coefficients also incorporate the limiter variables ψU and ψD of the adjacent elements. The derivatives can
be estimated from the application of Equations (14), (18) and (19), which simplifies to

∂u

∂x

∣∣∣∣
xα

=
uα+1 − uα−1

2h
+O

(
h2
)
,

∂2u

∂x2

∣∣∣∣
xα

=
uα+2 − 2uα + uα−2

4h2
+O

(
h2
)
, (44)

for this one-dimensional case. This is due to the fact, that the correction matrices Gα and Hα reduce to
unit matrices. The final formulations for the left and right face values can now be used to estimate the
element stencils for the volume-averaged convective operator (40). Once this is done, the influence of the
upwind bias θ on the truncation error can be revealed after some algebra. For reasons of clarity, only the
case ψα = 1 is presented here:

1

h

(
u
∣∣∣(0)
α+1/2

− u
∣∣∣(0)
α−1/2

)
=

1

2h
(uα+1 − uα−1)−

θ

2h
(uα+1 − 2uα + uα−1)

=

(
∂u

∂x

)
α

− 1

2
θ h

∂2u

∂x2

∣∣∣∣
xα

+
1

6
h2
∂3u

∂x3

∣∣∣∣
xα

+O
(
h3
)
,

(45)

1

h

(
u
∣∣∣(1)
α+1/2

− u
∣∣∣(1)
α−1/2

)
=

1

8h
(−uα+2 + 6uα+1 − 6uα−1 + uα−2)−

θ

8h
(−uα+2 + 4uα+1 − 6uα + 4uα−1 − uα−2)

=

(
∂u

∂x

)
α

− 1

12
h2
∂3u

∂x3

∣∣∣∣
xα

+
1

8
θ h3

∂4u

∂x4

∣∣∣∣
xα

+O
(
h4
)
,

(46)
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1

h

(
u
∣∣∣(2)
α+1/2

− u
∣∣∣(2)
α−1/2

)
=

1

96h
(uα+3 − 12uα+2 + 69uα+1 − 69uα−1 + 12uα−2 − uα−3)

− θ

96h
(uα+3 − 14uα+2 + 47uα+1 − 68uα + 47uα−1 − 14uα−2 + uα−3)

=

(
∂u

∂x

)
α

+
1

12
θ h3

∂4u

∂x4

∣∣∣∣
xα

− 1

80
h4
∂5u

∂x5

∣∣∣∣
xα

+O
(
h5
)
.

(47)

In order to obtain these results, the conversion from point-values to volume-averages must be considered
for the derivatives in the truncation error analysis, similarly to Equation (42). A related analysis has been
performed in the work of Pont et al. [51], but with regard to a point-valued convective operator. For all
three schemes considered, θ activates a stencil of elements which mimics a discrete operator of even order
derivatives. Furthermore, for a fully central discretization (θ = 0) the 0-exact scheme yields a second order
of accuracy and the 2-exact scheme is even fourth order accurate. The 1-exact scheme maintains a second
order accurate solution irrespective of θ. Of course, these results remain valid if the grid spacing h is
kept constant. For a non-equidistant, one-dimensional grid, the varying element spacing would lead the
correction matrices Gα and Hα to deviate from unit matrices, which in turn affects the accuracy of the
discrete derivatives (Equation (44)). Besides this, the surface integration introduces further numerical error
sources if the grid is defined in higher dimensions than one.

0 /4 /2 3 /4
j

0

/4

/2

3 /4

j,m
od

k = 0
k = 1
k = 2

(a) Dispersive error

0 /4 /2 3 /4
j

0

/4

/2

3 /4

j,D

= 0.1

= 0.5

= 1.0k = 0
k = 1
k = 2

(b) Dissipative error

Figure 3: Results from the spectral analysis for all three schemes. The modified wavenumber ωj,mod on the left reveals the
dispersive properties of the discrete convective operators, which is not affected by the upwind bias θ. The squared markers
refer to the cutoff wavenumber ωj, c of the respective discretization schemes, at which ωj,mod differs from ωj by 10%. The
dampening term λj,D on the right can be associated to the numerical dissipation.

The spectral properties of the scheme are evaluated through a Fourier analysis [52, 53], where the scalar uα
is decomposed into its Fourier modes ûj(t) exp (I2πjxα/L). For this, the scaled wavenumber ωj = 2πjh/L
is introduced and the relations xα = αh and I =

√
−1 are employed. Inserting the Fourier modes into

Equations (45)- (47) reveals the numerical dispersion error by comparing the Fourier coefficients of the

approximate first derivative ∂û
(k)
j /∂x = (λj,D + Iωj,mod) ûj to their analytical counterpart ∂ûj/∂x = Iωj ûj .

The resulting effective wavenumber ωj,mod should resemble the exact wavenumber ωj as closely as possible.
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Table 2: Implicit stencil coefficients for the Von Neumann stability analysis of the 1- and 2-exact schemes.

Scheme S
(IMP )
−1 S

(IMP )
0 S

(IMP )
1

k = 1, 2 − 1+θ
4 − 1

2Reh
θ
2 + 1

Reh
1−θ
4 − 1

2Reh

Table 3: Explicit stencil coefficients for the Von Neumann stability analysis of the 1- and 2-exact schemes.

Element S
(EXP )
m (k = 1) S

(EXP )
m (k = 2)

α− 3 0 −ψU

96 (θ + 1)

α− 2 ψU

8 (θ + 1) 13ψU

96 (θ + 1) + ψD

96 (θ − 1)

α− 1 − 1
2

1
Reh

− 1
4 (θ + 1)− ψU

8 (θ + 1) + ψD

8 (θ − 1) − 1
2

1
Reh

− 1
4 (θ + 1)− 5ψU

48 (θ + 1) + 11ψD

96 (θ − 1)

α 1
Reh

+ θ
2 − ψU

8 (θ + 1)− ψD

8 (θ − 1) 1
Reh

+ θ
2 − 7ψU

48 (θ + 1)− 7ψD

48 (θ − 1)

α+ 1 − 1
2

1
Reh

− 1
4 (θ − 1) + ψU

8 (θ + 1)− ψD

8 (θ − 1) − 1
2

1
Reh

− 1
4 (θ − 1) + 11ψU

96 (θ + 1)− 5ψD

48 (θ − 1)

α+ 2 ψD

8 (θ − 1) ψU

96 (θ + 1) + 13ψD

96 (θ − 1)

α+ 3 0 −ψD

96 (θ − 1)

(λj,D + Iωj,mod)k=0 = θ [1− cos (ωj)] + I sin (ωj),

(λj,D + Iωj,mod)k=1 =
1

4
θ [3− 4 cos (ωj) + cos (2ωj)] + I

1

4
[6 sin (ωj)− sin (2ωj)] ,

(λj,D + Iωj,mod)k=2 =
1

48
θ [34− 47 cos (ωj) + 14 cos (2ωj)− cos (3ωj)]

+ I
1

48
[69 sin (ωj)− 12 sin (2ωj) + sin (3ωj)] .

(48)

For all three schemes the upwind bias θ controls the occurence of a real-valued damping term λj,D, which
can be associated with the numerical diffusion. On the other hand, the effective wavenumber ωj,mod is
independent of θ. Its deviation from the exact wavenumber ωj can be related to a dispersive error. The
latter is shown in Figure 3a for the three considered schemes. The dispersive error is given by means of
the deviation of the modified wavenumber curve to the dashed straight line. For all three schemes, the
largest deviation occurs at the maximum wavenumber ωj = π. The dispersion error at these wavenumber
affects scales that are close to the mesh size h [7]. These errors can manifest in the generation of spurious
oscillations, which in turn can lead to severe distortions of the solution. It is essential that sufficient
numerical dissipation is introduced in this range to avoid the generation of such artifacts. The squared
markers highlight the cutoff wavenumbers wj, c of the three schemes, where the modified wavenumber ωj,mod
and the actual wavenumber ωj differ by 10% [54]. The 0-exact scheme features the lowest cutoff wavenumber
ωj, c ≈ π/4, followed by the 2-exact scheme with ωj, c ≈ π/2 and the 1-exact scheme with ωj, c ≈ 11/20π.
At first glance, the 1-exact scheme thus appears to have superior dispersive properties. However, a more
detailed analysis shows that the 2-exact scheme features the lowest errors up to wavenumbers of ωj ≈ 3π/8.
As can be seen in Figure 3b, numerical dissipation can be controlled precisely at high wavenumbers by
adjusting the upwind bias θ. However, it may be that the dissipation of the physical viscosity ν is sufficient
for damping oscillations and thus no additional numerical dissipation is required. This also applies to the
case when local eddy viscosity νr is introduced by the SGS model. Thus, we aim to find a relation between
the upwind bias and the local flow state such that the numerical dissipation can be minimized in regions
of sufficient physical dissipation. In the following section, this relation is derived using a Von Neumann
analysis for the linear advection-diffusion equation (39).

3.2. Von Neumann stability analysis

In the following, we will introduce a methodology in order to control the upwind bias factor in a fully
adaptive way, such that a stable solution is maintained and the required numerical dissipation is minimized.
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A Crank-Nicolson approach is used for the temporal discretization of Equation (39):

un+1
α − unα

∆t
+
U

h

(
u
∣∣∣n+1/2

xα+1/2

− u
∣∣∣n+1/2

xα−1/2

)
− ν

h

(
∂u

∂x

∣∣∣∣n+1/2

xα+1/2

− ∂u

∂x

∣∣∣∣n+1/2

xα−1/2

)
= 0. (49)

The Crank-Nicolson fluxes are evaluated following a deferred correction approach [3, 55], such that only the
volume-averages of face-neighboring elements are treated implicitly. Derivatives, which are used to increase
the accuracy, are treated explicitly for the face-value reconstruction. This approach results in significant
savings of computation time compared to a fully implicit treatment, since the derivatives are not updated in
every sub-iteration of the implicit solver [17]. Using the conversion from point values to volume-averages (42),
the convective fluxes can be calculated according to

u
∣∣∣n+1/2

xα+1/2

≈ 1

2

(
aUu

n+1
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)
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2
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aUu

n
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n
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)
+

(
bU

∂u

∂x

∣∣∣∣n
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+ bD
∂u
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∣∣∣∣n
xα+1

)
h+

(
cU
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∂x2
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xα

+ cD
∂2u
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)
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(50)

and the diffusive fluxes through

∂u

∂x

∣∣∣∣n+1/2

xα+1/2

=
1

2h

(
un+1
α+1 − un+1

α

)
+

1

2h

(
unα+1 − unα

)
. (51)

Note, that the notation for superscripts indicating the numerical error is omitted, in order to highlight the
time step. With the definition of the CFL number σ = U∆t/h and the local Reynolds number Reh = Uh/ν,
it is possible to write the discretized Equation (49) in terms of

un+1
α + σ

1∑
m=−1

S(IMP )
m un+1

α+m = unα − σ

3∑
m=−3

S(EXP )
m unα+m. (52)

The stencil coefficients S
(IMP )
m and S

(EXP )
m are given in Table 2 and 3.

To analyze the stability properties of the discretization scheme, the error εnα is introduced as the difference
between the exact and the numerical solution at time tn. This error also evolves according to Equation (49),
similarly to the actual solution uα. Thus, a stable scheme should prevent εnα from growing indefinitely when
progressing in time. This criterion can be written in terms of the amplification function G = ε̂n+1

j / ε̂nj , which
is estimated by inserting a Fourier mode ε̂j(tn) exp (I2πjxα/L) for the numerical error into Equation (52).
The amplification function then reads

G(ωj) =
1− σ

∑3
m=−3 S

(EXP )
m exp (Iωjm)

1 + σ
∑1
m=−1 S

(IMP )
m exp (Iωjm)

. (53)

For a stable discretization it is required that |G(ωj)| ≤ 1 [56]. This expression is squared for the following
derivation, in order to avoid the emergence of imaginary terms. The stability criterion can thus be stated
as ∣∣∣∣∣1− σ

3∑
m=−3

S(EXP )
m exp (Iωjm)

∣∣∣∣∣
2

−

∣∣∣∣∣1 + σ

1∑
m=−1

S(IMP )
m exp (Iωjm)

∣∣∣∣∣
2

≤ 0. (54)

The substitution Xj := cos(ωj) is employed, in order to simplify the resulting trigonometric relations. After
some algebraic transformations, the stability criterion |G(ωj)| ≤ 1 can be expressed in terms of a quadratic
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Table 4: Definition of the coefficients ai, bi and ci in Equation (56) for the 1- and 2-exact discretization scheme.

Coefficient k = 1 k = 2

a1(Xj) (Xj − 1)2(Xj + 1)/8 −(Xj − 1)2(Xj + 1)(X2
j − 37)/288

a2(Xj) Xj(Xj − 1)2(Xj + 1)/4 (Xj − 1)2(Xj + 1)(X3
j − 12X2

j + 35Xj + 12)/144
a3(Xj) −(Xj − 1)2(Xj + 1)/4 (Xj − 7)(Xj − 1)2(Xj + 1)/24
a4(Xj) (Xj − 1)2(Xj + 1)/8 −(Xj − 1)2(Xj + 1)(X2

j − 37)/288
a5(Xj) −(Xj − 1)2(Xj + 1)/4 (Xj − 7)(Xj − 1)2(Xj + 1)/24

b1(Xj) −(Xj − 1)2(Xj + 1)/2 (Xj − 7)(Xj − 1)2(Xj + 1)/12
b2(Xj) −(Xj − 1)2(Xj + 1)/2 (Xj − 7)(Xj − 1)2(Xj + 1)/12
b3(Xj) (Xj − 1)2(Xj + 1)/4 −(Xj − 1)2(Xj + 1)(X2

j − 37)/144
b4(Xj) 0 −(Xj − 1)2(Xj + 1)/12
b5(Xj) −(Xj − 1)2(Xj + 1)/4 (Xj − 1)2(Xj + 1)(X2

j − 37)/144
b6(Xj) 0 (Xj − 1)2(Xj + 1)/12
b7(Xj) −(Xj − 1)(Xj + 1)/2 (Xj − 7)(Xj − 1)(Xj + 1)/12
b8(Xj) −(Xj − 1)(Xj + 1)/2 (Xj − 7)(Xj − 1)(Xj + 1)/12
b9(Xj) 2(Xj − 1) 2(Xj − 1)

c1(Xj) −(Xj − 1)2(Xj + 1)/2 (Xj − 7)(Xj − 1)2(Xj + 1)/12
c2(Xj) (Xj − 1)2(Xj + 1)/2 −(Xj − 7)(Xj − 1)2(Xj + 1)/12
c3(Xj) (Xj − 1)2(Xj + 1)/8 −(Xj − 1)2(Xj + 1)(X2

j − 37)/288
c4(Xj) −Xj(Xj − 1)2(Xj + 1)/4 −(Xj − 1)2(Xj + 1)(X3

j − 12X2
j + 35Xj + 12)/144

c5(Xj) (Xj − 1)2(Xj + 1)/4 −(Xj − 5)(Xj − 1)2(Xj + 1)/24
c6(Xj) (Xj − 1)2(Xj + 1)/8 −(Xj − 1)2(Xj + 1)(X2

j − 37)/288
c7(Xj) (Xj − 1)2(Xj + 1)/4 −(Xj − 5)(Xj − 1)2(Xj + 1)/24
c8(Xj) 4(Xj − 1) 4(Xj − 1)
c9(Xj) −(Xj − 1)(Xj + 1)/2 (Xj − 7)(Xj − 1)(Xj + 1)/12
c10(Xj) (Xj − 1)(Xj + 1)/2 −(Xj − 7)(Xj − 1)(Xj + 1)/12

inequality:

A(Xj) θ
2 +B(Xj) θ + C(Xj) ≤ 0, (55)

where the coefficients A,B,C = f(Xj ;σ,Reh, ψU , ψD) are defined as

A(Xj) = σ2
[
a1(Xj)ψ

2
U + a2(Xj)ψUψD + a3(Xj)ψU + a4(Xj)ψ

2
D + a5(Xj)ψD

]
B(Xj) = σ2

[
b1(Xj)

ψU
Reh

+ b2(Xj)
ψD
Reh

+ b3(Xj)ψ
2
U + b4(Xj)ψU + b5(Xj)ψ

2
D + b6(Xj)ψD

]
+ σ [b7(Xj)ψU + b8(Xj)ψD + b9(Xj)]

C(Xj) = σ2

[
c1(Xj)

ψU
Reh

+ c2(Xj)
ψD
Reh

+ c3(Xj)ψ
2
U + c4(Xj)ψUψD + c5(Xj)ψU + c6(Xj)ψ

2
D + c7(Xj)ψD

]
+ σ

[
c8(Xj)

1

Reh
+ c9(Xj)ψU + c10(Xj)ψD

]
.

(56)

The coefficients ai(Xj), bi(Xj) and ci(Xj) are given Table 4. For a given set of parameters σ,Reh, ψU and
ψD, a corresponding bias value θ must be found, which satisfies the inequality (55). This inherently leads
to the amplification function satisfying the condition |G(ωj)| ≤ 1 and thus guarantees the stability of the
underlying linear transport equation (39). To express θ as a function of Xj , we consider the case where
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Equation (55) equals zero and solve for its lower root:

θ(Xj) =
−B(Xj)−

√
B2(Xj)− 4A(Xj)C(Xj)

2A(Xj)
. (57)

In order to ensure stability for all wavenumbers, the maximum value of θ in the interval Xj ∈ [0, 1] must be
chosen, which will be referred to as θmax

θmax(σ,Reh, ψU , ψD) = max
Xj

θ(Xj , σ, Reh, ψU , ψD). (58)

In this work, the values for θmax are calculated numerically over a preset parameter range of σ ∈ [10−9, 5]
and 1/Reh ∈ [10−9, 0.5]. The limiter values ψα are restricted to either values of zero or one. Thus, only the
combinations ψU × ψD = {(1, 0), (0, 1), (1, 1), (0, 0)} are considered.
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Figure 4: Maximum values for the upwind bias values θmax of the 2-exact scheme that satisfy the stability equation (55) (left).
The squared dots correspond to maximas, which are extracted from the respective θ-curves on the right.

Figure 4 shows an example of how the values of θmax are determined. Values for θmax are shown on
the left for k = 2, ψU = 1 and ψD = 1 and for varying values of σ and Reh. The white squares depict the
positions of the corresponding curves for θ along ωj , which are shown on the right and which are used to
estimate the values of θmax. Obviously, θmax exceeds the allowed bias value range of θ ∈ [0, 1] in certain
regions. Thus, θmax must be clipped to the appropriated range, where the resulting quantity will be referred
to as θ0:

θ0(σ,Reh, ψU , ψD) = max [0,min (1, θmax)]. (59)

Figure 5 shows θ0 for the considered range of σ and Reh for both the 1- and 2-exact schemes and for the
different combinations of the limiter variables ψU and ψD. The red areas with θ0 = 0 refer to unconditionally
stable regions, where a purely central discretization can be used. In contrast, the stability criterion can no
longer be met in blue areas where θmax is limited to a value of one. For ψU = ψD = 0 both schemes feature
an unconditional stability and the upwind bias can thus be set to zero. From the figures it can be seen
that the limiter variables ψU and ψD must be taken into account for the stability analysis. Interestingly,
it can also be observed that the 2-exact scheme offers an enhanced stability range compared to the 1-exact
scheme. This behaviour seems somehow counterintuitive, since higher order schemes are generally expected
to be more prone to numerical instabilities.
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(a) k = 1

(b) k = 2

Figure 5: Clipped upwind bias θ0 for various arguments ψU and ψD and for both 1- and 2-exact schemes. For ψU = ψD = 0,
both schemes are unconditionally stable and thus θ0 can be set to zero. The solid lines indicate unconditionally stable regions
(red), whereas dashed lines indicate unconditionally unstable regions (dark blue).

3.3. Approximation of θ0 via a neural network approach

Based on the preceding investigations, the question arises on how the computed stability criteria can be
applied in a flow solver. Since the calculation of θ0 involves a considerable amount of computation time,
a direct calculation on the fly would lead to significant performance losses. This issue can be overcome by
tabulating the data from Equation (57) and (58) indirectly in a reduced order model. Due to the fact, that
the underlying problem is defined analytically, a nonlinear regression approach might be a reasonable choice
for the model reduction. Unfortunately this requires an explicit specification of a nonlinear fitting function,
which turns out to be non-trivial to find for the given data. For example, the use of multivariate polynomials
of higher degrees did not lead to a good trade-off between accuracy and compactness of the reduced order
model. Other approaches, such as symbolic regression, also failed to provide satisfactory models for this
problem. However, we found that the data can be approximated exceptionally well by the utilization
of a simple multi-layer perceptron model, also referred to as neural network. The latter is essentially
a multi-dimensional regression model for mapping the input values σ, 1/Reh, ψU and ψD to a respective
upwind bias value θ0. It consists of several layers of interconnected computing units, which are referred
to as neurons. Every neuron calculates a weighted sum from its input values, which is either the network
input data or the output values from neurons of previous layers. The weighted sum result is subsequently
evaluated through a non-linear function, which is generally referred to as activation function. The weighted
sum coefficients are the model unknowns which must be determined in an iterative process, referred to as
training phase. For a detailed description on neural networks and the multi-layer perceptron model, we refer
to the literature [57, 58, 59, 60]. As stated, the limiter values ψα are either zero or one, depending on the
element Ωα being adjacent to a Dirichlet boundary condition. It is thus more straightforward to create a
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different network for every valid combination of ψU and ψD, which maps only the two input values σ and
1/Reh to θ0. Furthermore, for ψU = ψD = 0 no network is required, since this results in an unconditionally
stable scheme.

The model employed in this work includes an input and an output layer, which are connected by a single
intermediate layer, whose number of neurons Nn varies according to the exactness of the scheme and the
chosen limiter values ψD and ψU . The input layer consists of two and the output layer of one single neuron.
The entire network model forms a highly non-linear structure of nested functions, through which the upwind

bias θ
(NN)
max can be calculated as follows:

θ(NN)
max (σ,Reh) = b(2) +

Nn∑
i=1

w
(2)
i gsoft

(
b
(1)
i + w

(1)
i1 σ + w

(1)
i2 (1/Reh)

)
. (60)

Here, w
(l)
ij is the weight coefficient of the connection between neuron i in layer l− 1 and neuron j in layer l.

Each layer also includes a bias weight b
(l)
i . The model emphasizes the non-linear softplus activation function

gsoft(x) =
1

1 + ẽxp(x)
where ẽxp(x) =

x2 + 6x+ 12

x2 − 6x+ 12
, (61)

which is based on the (2, 2) Padé approximant of the exponential function. The latter is a reasonable
approximation of the exponential function in the range |x| < 1/2. Preliminary numerical investigations
revealed that this function offers an exceptional trade-off between accuracy and model complexity for the

underlying data. During simulation, the values of θ
(NN)
max are calculated once every time step and are used

for every transport equation. They are stored at every element interface Aαβ . Based on the limiter values

of the adjacent elements of Aαβ , the appropriate network model is chosen and θ
(NN)
max is calculated from

σ = U∆t/h and 1/Reh = νtot/(U h). These quantities are estimated at every face from the local grid scale
h =

√
∆xi, βα∆xi, βα, the local flow velocity U = |ṁΓ|/(ρ0|Aαβ |) and the viscosity νtot = ν + (νr,α + νr, β)/2.

The latter includes the local eddy viscosity νr,α and νr, β of the residual motions of the adjacent cells Ωα and
Ωβ . The output from a trained multi-layer perceptron model is finally clipped according to Equation (59).
It was found that this drastically improves the quality of results in comparison to the case where the network
is trained directly with θ0 values.

For the network training, defined input values for σ and 1/Reh are presented to the model and the

corresponding predicted network output θ
(NN)
max is compared with known target values θmax. The latter are

estimated numerically via Equation (58). The network weights are adjusted iteratively to minimize an error
functional E that resembles the sum of squared errors for all K samples in a given training data set:

E =
1

2

K∑
n=1

(
θmax,n − θ(NN)

max,n

)2
. (62)

In the scope of neural network models, the minimization of E is typically approached with stochastic
gradient descent (SGD) algorithms, which are especially useful for the optimization of high-dimensional
problems [61]. But since the regression problem in this work features only a small input dimension, the
model coefficients can be determined very efficiently via second order optimization methods [60]. For this
reason, the Levenberg-Marquardt (LM) algorithm [62, 63] is used, which is suitable for the training of small-
to medium-sized neural networks [64, 65]. In order to realize a cheap approximation of the upwind bias it is
desirable that the models feature as few computing units as possible. This is achieved by performing several
training runs with different numbers of neurons Nn and corresponding training data sets. The trained
models are then tested against a validation data set, where the overall model quality is assessed with the
root mean square error normalized by the standard deviation (NRMSE) and the maximum absolute error
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E
(max)
abs

NRMSE =

√
1
K

∑
n

(
θ0,n − θ

(NN)
0,n

)2
s(θ0)

and E
(max)
abs = max

n

∣∣∣θ0,n − θ
(NN)
0,n

∣∣∣, (63)

where s(·) is the standard deviation. Finally, the most compact model is selected which can approximate
the validation data set with a prescribed error tolerance. However, there is one major drawback in the
utilization of the LM training algorithm, which stems from the fact that the method is based on the sum
of squared errors. The latter optimizes the network weights in such a way, that the upwind bias may be
slightly over- or underpredicted due to approximation errors. While too high bias values are only associated
with increased numerical dissipation, too low values may violate the derived stability equation. Since the
underlying linear advection-diffusion equation is already a simplified model for the stability analysis of
the Navier-Stokes equations, this violation could be considered negligible. In fact, preliminary numerical
investigations showed that it does not significantly affect the stability of the schemes at first sight. On the
other hand, a detailed analysis revealed certain numerical artifacts in the turbulent spectra of the test cases
considered in this work. This behaviour is attributed to an insufficient damping of parasitic modes due to
an underpredicted upwind bias. The issue can be addressed by influencing the network training with a slight
adjustment of the error functional E. It requires a second term in the calculation of E, which is defined as

E =
1

2

K∑
n=1

[(
θmax,n − θ(NN)

max,n

)2
+ kp |θmax,n − θ(NN)

max,n|H
(
θmax,n − θ(NN)

max,n

)]
. (64)

This additional term involves the Heaviside function H(x) and a preset constant kp = 1,000. It acts as a

threshold function which is activated when predicted bias values θ
(NN)
max,n are lower than their corresponding

target values θmax,n. In this way, the network weights are inherently trained to avoid an underprediction

of θ
(NN)
max . Unfortunately, this additional term is not easily compatible with the LM optimization method,

since the latter is based on summed squared error functions [66]. In contrast, it could be used without much
effort using a SGD optimization algorithm. But compared to LM, the latter method features significantly
worse convergence properties for the described regression problem. We thus decided to use both methods
successively in order to benefit from the respective advantages. The network training can thus be separated
into the following three steps:

1. Training of several models with different numbers of neurons using the LM method and error func-
tion (62).

2. Validation of the models and selection of the most compact one, which meets the specified error
tolerances.

3. Optimization of the winner model weights with a SGD method and error function (64), in order to
reduce the underprediction of the upwind bias value.

3.4. Neural network training results

The results of training steps one and two are shown in Figure 6, where the model errors are given as
a function of the number of network neurons. The training is realized with the LM optimization method
provided by the open-source Python library Scipy [67]. Training samples are generated equidistantly over
the range of σ and 1/Reh and the number of samples is chosen as a function of the number of network weight
coefficients. The latter significantly improves the training results in comparison to the case were the sample
size is fixed for all numbers of neurons. The ratio of training samples to network coefficients is chosen to
a value of 70, which has been estimated in preliminary numerical experiments. Thus, the total number of
training samples varies between 630 and 2,590. The model errors are calculated with a separate validation
data set, which includes 62,500 samples. The dashed lines show the error thresholds NRMSE ≤ 0.01 and

E
(max)
abs ≤ 5% that are used to select the winner model. Table 5 shows the size of the resulting winner models

21



2 3 4 5 6 7 8 9
Nn

10 3

10 2

10 1

NR
M

SE

U = 1.0, D = 0.0
U = 0.0, D = 1.0
U = 1.0, D = 1.0

(a) NRMSE for k = 1

2 3 4 5 6 7 8 9
Nn

10 3

10 2

10 1

NR
M

SE

U = 1.0, D = 0.0
U = 0.0, D = 1.0
U = 1.0, D = 1.0

(b) NRMSE for k = 2

2 3 4 5 6 7 8 9
Nn

10 1

100

101

E(m
ax

)
ab

s
 in

 %

U = 1.0, D = 0.0
U = 0.0, D = 1.0
U = 1.0, D = 1.0

(c) E
(max)
abs for k = 1

2 3 4 5 6 7 8 9
Nn

10 1

100

101
E(m

ax
)

ab
s

 in
 %

U = 1.0, D = 0.0
U = 0.0, D = 1.0
U = 1.0, D = 1.0

(d) E
(max)
abs for k = 2

Figure 6: Calculated errors of the network model as a function of the number of neurons for the 1- and 2-exact schemes with
different limiter values ψU and ψD after training the models with the LM algorithm. The dashed lines represent the error
thresholds that are used to select the appropriate network models. The employed validation data set for calculating the errors
comprises 62,500 samples, respectively.

Table 5: Number of neurons of the winner models and corresponding validation errors before (LM) and after (LM+SGD) the
utilization of the SGD training step.

Scheme ψU ψD Nn
LM LM+SGD

E
(max)
abs NRMSE E

(max)
abs NRMSE

k = 1 1.0 0.0 5 1.61% 0.0081 2.77% 0.0134
k = 1 0.0 1.0 4 0.47% 0.0065 1.39% 0.0133
k = 1 1.0 1.0 8 4.11% 0.0056 4.08% 0.0077

k = 2 1.0 0.0 5 0.74% 0.0043 1.28% 0.0096
k = 2 0.0 1.0 6 0.44% 0.0030 0.94% 0.0077
k = 2 1.0 1.0 9 4.29% 0.0057 5.18% 0.0102

and their calculated errors. It would be possible to obtain even cheaper models by allowing larger error
thresholds. Nevertheless, our primary focus is on whether the linear advection-diffusion equation is generally
suitable for the determination of the upwind bias. Accordingly, we want to approximate the underlying data
with errors as small as possible. In future work, the influence of errors in the reduced-order model might be
further investigated with respect to the associated computation time savings.

In the third step of the model training, the weights of the winner model from the LM optimization
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are adjusted with an extended SGD optimization method. For this purpose, the Adam algorithm [68] of
the PyTorch framework [69] is utilized, for which the underlying error functional E from Equation (64) is
applied. The same training data sets are used as for the preceding LM optimization. The effect of this
additional training step is shown in Figure 7 by means of the difference between the predicted clipped

upwind bias values θ
(NN)
0 and their corresponding target values θ0. The top figures in blue show the output

of models, which are trained only with the LM algorithm, whereas the bottom figures in red show the model
outputs after the applied SGD step. Apart from a few outliers, the underprediction of θ0 is clearly reduced, in
particular for the unlimited models with ψU = 1 and ψD = 1. As can be seen in Table 5, the additional SGD
training step causes a slight increase in the validation errors of the models. It turns out that these errors can
be further reduced by using more neurons while maintaining the underprediction properties. Nevertheless,
the presented models were considered to offer a good compromise between compactness and accuracy. For
this reason, it is also accepted that some LM+SGD models slightly exceed the specified error thresholds.
Figure 8 further highlights the errors that are introduced by the final neural network models with respect
to the given input parameters σ and 1/Reh. Negative (blue) regions correspond to an overprediction of
θ0 by the model and thus no violation of the stability criterion. In contrast, positive values (red) should
denote regions where the predicted upwind bias is too low. Again, it can be observed that all trained models
are able to approximate the upwind bias with sufficient accuracy over the considered value range, though
without substantially underestimating it. The final model coefficients are given in Appendix A.
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(a) k = 1

(b) k = 2

Figure 7: Comparison of predicted clipped upwind bias θ
(NN)
0 by the multi-layer perceptron models and their corresponding

target values θ0. The top figures (blue) refer to the models trained with the LM algorithm, whereas the bottom figures (red)
refer to the combined LM+SGD training approach. The dashed black lines refers to an ideal fit between the neural network
model and the target values.

4. Numerical Benchmarks

This section is devoted to the validation of the accuracy and the performance properties of the proposed 1-
and 2-exact multiple-correction schemes. The schemes have been implemented into ThetaCOM (Turbulent
HEat release extension for TAU in its COMbustion version), which is developed at the DLR Institute
of Combustion Technology. ThetaCOM has been used extensively for the simulation of incompressible
and variable density flow problems, for example, detailed large-eddy simulations of complex combustion
applications [18, 19, 20, 21, 22, 23, 24, 25]. The solver uses a collocated, edge-based representation with
median-dual cells that are constructed from hybrid primary grid elements, such as tetrahedrals, hexahedrals,
pyramids or prisms. The Poisson equation for the pressure is solved using the preconditioned flexible
generalized minimal residual method (GMRES). As preconditioning a single multigrid V cycle is used on
three grid levels. The k-exact multiple-correction is only employed on the finest grid level. All other
transport equations are solved using a biconjugate gradient stabilized method (BiCGSTAB) with Jacobi
preconditioning. All linear equations are formulated in a matrix-free approach, which reduces the memory
requirements significantly by avoiding additional storage for sparse matrix data structures.

The 1- and 2-exact multiple-correction is tested against a conventional discretization method already
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(a) k = 1

(b) k = 2

Figure 8: Error between predicted clipped upwind bias θ
(NN)
0 and corresponding target values θ0 for varying input parameters

σ and 1/Reh.

implemented in ThetaCOM, where convective fluxes are discretized with a central differencing scheme (re-
ferred to as CDS). Diffusive fluxes are discretized in this scheme through equation (29) without using the
terms contributing to the k-exact reconstruction approach. For all test cases, a Crank-Nicolson scheme is
used for the temporal discretization, as proposed for the predictor step of the momentum equations (20).
All implicit fluxes are calculated with a deferred-correction procedure [3, 55], where derivatives used for
the reconstruction are only updated once at the end of every time step. The conventional discretization
methods employ an incremental variant of the projection method as described by Knopp et al. [70], where
the interpolation scheme by Rhie and Chow [71] is used to avoid spurious pressure oscillations.

4.1. Convection of a vortex on a periodic grid

The first benchmark is used to show that the presented adaptive upwind bias approach preserves the
spatial accuracy of the discretized convective operator. The test case involves the convection of a two-
dimensional vortex in a uniform, incompressible and inviscid flow field. This involves the solution to Equa-
tions (2) and (3) in the absence of viscosity ν and without consideration of the turbulence model. The
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Figure 9: Grid convergence study for the two-dimensional vortex convection benchmark.

velocity field and the pressure are given by

u1(x, t = 0) = u∞ − Γ

σ2
(x2 − x2,c) exp

[
− (x1 − x1,c)

2 + (x2 − x2,c)
2

2σ2

]
, (65a)

u2(x, t = 0) =
Γ

σ2
(x1 − x1,c) exp

[
− (x1 − x1,c)

2 + (x2 − x2,c)
2

2σ2

]
, (65b)

p(x, t = 0) = p∞ − 1

2
ρ

(
Γ

σ

)2

exp

[
− (x1 − x1,c)

2 + (x2 − x2,c)
2

σ2

]
, (65c)

with the free-stream velocity in x1 direction u∞ = 20m/s, the ambient pressure p∞ = 100, 000Pa and the
vortex circulation Γ = 0.4m2/s. The vortex radius is set to σ = 0.005m and it is initially placed at
the center location xc = (0.05m, 0.05m). A grid convergence study is conducted in a two-dimensional,

periodic domain x ∈ [0, L]
2
with L = 0.1m, where the vortex is transported for a distance of δx = 0.1m.

The benchmark is performed on two grid types: A cartesian grid that consists of quadrilateral primary
grid elements and a distorted triangular grid. The convergence of the numerical schemes is examined by
successively increasing the number of elements in the domain from N = 322 to N = 2562. A CFL-number
of 0.1 is set for all simulations, so that the influence of temporal discretization errors can be neglected. Five
different discretization approaches are examined in terms of their accuracy. First, the central differencing
scheme (CDS), which refers to a 0-exact reconstruction approach where the upwind bias θ is set to zero.
Next, a 1- and 2-exact reconstruction scheme with a constant upwind bias θ = 0.2 (referred to as EX1 and
EX2), and finally, a 1- and 2-exact scheme which utilizes the respective neural-network models to predict
the upwind bias (referred to as EX1-NN and EX2-NN).

Figure 9 shows the grid convergence for the various schemes on both grid types. The numerical accuracy
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is assessed by means of the L2-norm

EL2(ϕ) =


∑N
α=1

(
ϕα − ϕ

exact

α

)2
|Ωα|∑N

α=1 |Ωα|


1/2

(66)

with the volume-averaged exact solution ϕ
exact

α and the total number of elements N . For all schemes, the
error norm drops with the corresponding orders of accuracy. The EX2-NN method exhibits by far the
smallest errors on both grid types. For the 2-exact reconstruction approach, the utilization of the adaptive
upwind bias significantly reduces the numerical error in contrast to the case where θ is held fixed. On the two
finest levels of the cartesian grid, the error can be greatly reduced by an order of magnitude. Interestingly,
for the 1-exact reconstruction, there is almost no change with a varying upwind bias. The improved results
for the 2-exact reconstruction are achieved with only minor additional computational cost. On the finest
grid levels, the EX2-NN scheme requires roughly 3% more time for a single iteration, compared to the
EX2 scheme. For coarser grid levels the overhead is even lower. Concerning the computation time of the
different schemes, the 2-exact schemes need about twice the time to calculate a single iteration on the same
computational grid compared to the CDS scheme. However, the EX2-NN method can already undercut
the lowest error of the CDS method with the second coarsest grid. In this way, the computation time for
obtaining a solution with at least the same accuracy can be reduced by roughly 75% on the cartesian grid.
The 1-exact schemes require about 45% more computation time for a single iteration compared to the CDS
scheme. Compared to the conventional CDS scheme, the error is not reduced as significantly as for the
2-exact schemes.

4.2. Turbulent pipe flow

For this benchmark the turbulent flow through a pipe of radius R is investigated by means of Large-Eddy
simulations. The setup features a Reynolds number Reτ = uτR/ν = 180, which is based on the pipe radius
and the friction velocity uτ . Due to the low Reynolds number, there may be a re-laminarization of the flow if,
for example, a too coarse grid or a low accuracy method is used. [72, 73]. Hence, the test case is ideally suited
to investigate the influence of the adaptive upwind bias approach. The length of the simulated pipe is set to
10R. Periodic boundary conditions are imposed on the pipe openings and no-slip wall boundary conditions
are used for the pipe walls. A constant axial pressure gradient is applied, in order to compensate for friction
losses and to ensure a constant bulk velocity. A more detailed description of the setup can be found in
the work of Eggels et al. [74] or Fukagata and Kasagi [75]. Direct Numerical Simulation (DNS) results of
the latter are used to evaluate the outcomes of the present simulation. Two regular meshes of different
resolutions are employed, where the discretization of the pipe cross-section with the coarse grid is shown in
Figure 10 . Details concerning the grid spacings and respective numbers of primary grid nodes are given in
in Table 6. Various simulations are carried out for the different discretization schemes, where sufficiently
small time steps have been employed, in order to reduce the influence of the temporal discretization. All
simulations are initialized with a velocity field of a fully developed turbulent pipe flow, which was calculated
in a preliminary simulation on the finest grid. An initialization period of 30 flow through times is utilized,
in order to remove effects of the initial solution. Subsequently, temporal flow field statistics are gathered for
a period of 250 flow through times. The calculated statistics include velocity mean values ⟨ui⟩, as well as
mean velocity fluctuations ⟨u′iu′j⟩.

Figure 11 shows the instantaneous upwind bias θ
(NN)
0 , that is calculated for the 2-exact scheme on the

finest grid. Due to higher flow velocities, a higher numerical dissipation is introduced in the core region
of the pipe, in order to maintain a stable solution. In contrast, the numerical dissipation is reduced to a
minimum in the vicinity of walls, where the scheme features inherently a higher stability due to increased
viscous forces. The effect of the adaptive approach towards a fixed upwind bias in the entire domain can
be observed by means of the radial flow profiles in Figure 12. The top left figure shows the normalized
axial mean velocity u+ = ⟨uax⟩/uτ against the radial coordinate in wall units y+ = yuτ/ν calculated for the
coarse grid. For both 1- and 2-exact schemes, the adaptive upwind approach leads to an improved agreement
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Table 6: Mesh properties for the turbulent pipe flow benchmark. Ni refers to the number of primary grid nodes and ∆x+i to
the spacing of the first primary grid element layers adjacent to the wall, given in wall-units.

Nrad Ntan Nax ∆x+rad ∆x+tan ∆x+ax

Coarse grid 21 48 64 2.45 23.54 28.13

Fine grid 33 76 96 1.56 14.88 18.75

Reference DNS [75] 96 128 256 0.46 8.54 6.79

Figure 10: Cross-section of the
coarse grid for the pipe flow bench-
mark.

Figure 11: Instantaneous upwind bias θ
(NN)
0 calculated with the 2-exact scheme

on the fine grid.

with the DNS data by Fukagata and Kasagi [75], especially in the log-law region (y+ > 30) of the flow. In
contrast, the CDS scheme shows the largest deviations in both the log-law region and in the buffer layer
(5 < y+ < 30). Both the EX2-NN and EX1-NN schemes show similar good agreement with the DNS
data. Similar results are obtained for the normalized axial and tangential velocity fluctuations in the middle
and lower part of Figure 12a. Despite the low resolution properties of the coarse grid, both the EX1-NN
and EX2-NN schemes lead to a remarkably good prediction of the axial velocity fluctuation maximum in
the buffer layer. In contrast, the tangential fluctuations have somewhat larger deviations from the DNS
data. The EX2 and EX1 schemes with a constant upwind bias also show significantly better agreement
with the DNS data when compared to the conventional CDS scheme. However, the constant value of θ must
be determined prior to the simulation. The choice of values too high leads to larger deviations, whereas
values too low can lead to an unstable solution. Hence, the choice of the parameter must be considered
carefully.This procedure is not necessary for the presented adaptive approach. Figure 12b shows the results,
which have been obtained on the fine grid. Clearly, all schemes exhibit a lower error with respect to the DNS
data in comparison to the coarse grid data. Both adaptive k-exact schemes capture the mean velocity and
the axial fluctuations exceptionally well, especially since these results were generated with only about 8% of
the primary grid nodes that were used in the reference work of Fukagata and Kasagi [75]. However, somewhat
larger deviations are obtained for the tangential fluctuations for y+ > 20. It should be emphasized that the
profiles on the coarse grid calculated with any of the four k-exact schemes agree significantly better with the
DNS data than the profiles from the conventional CDS scheme on the fine grid. In this way, it can also be
clearly demonstrated how computation time can be saved by using the higher-order schemes. For example,
a single iteration with the EX2-NN scheme on the coarse grid requires about 45% less computation time
than a single iteration with the CDS scheme on the fine grid. Additionally, less iterations are required on
the coarse grid to obtain a statistically stationary solution, due to the larger time step. If this is taken
into account, the EX2-NN scheme can save roughly 55% of the wall clock time compared to the CDS
scheme while also predicting the solution more accurately. Under this consideration, the wall clock time
can be even reduced by 70% when using the EX1-NN scheme. Compared to the previous benchmark, the
overhead for the adaptive calculation of the upwind bias is even less significant. The EX2-NN scheme
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requires roughly 2% more time for a single iteration compared to the EX2 scheme and for the EX1-NN
scheme the iteration time increases by 1%. Figure 13 shows one-dimensional spectra for the axial velocity
E11(f), which are defined by [37]

E11(f) =
1

π

ˆ ∞

−∞
⟨u1(t)u1(t+ τ)⟩ exp (−2πIfτ) dτ. (67)

The velocity spectra are calculated from temporal signals that are sampled at the pipe center at the axial
location x1 = 5R. The values are normalized with the estimated mean axial velocity on the pipe center line
Uc. Figure 13a shows the spectra obtained on the coarse grid. All discretization schemes feature a distinct
−5/3 power law behaviour, representing the inertial subrange where a constant transfer rate of energy to
smaller scales is present [37]. It should be noted, that this power law behavior is affected when too small
upwind bias values are calculated by the network models. This effect is counteracted by applying the SGD
training step, which is described in the previous section. For the CDS scheme, the inertial subrange extends
up to a cutoff frequency of f R/Uc ≈ 0.8, whereas the k-exact schemes resolve this region up to f R/Uc ≈ 1.5.
Interestingly, the ratio of these cutoff frequencies is approximately two, which is consistent with the ratios
of the respective cutoff wavenumbers ωj,c in Figure 3. This suggests that this difference can be attributed
to the lower dispersive error of the 1- and 2-exact schemes. The spectra do not show a clear difference
between the 1- and 2-exact discretziation. However, the use of the adaptive upwind bias slightly improves
the resolution of the inertial subrange in the low frequency range for both schemes. Figure 13b shows similar
spectra, which are obtained on the fine grid. The cutoff frequencies of all discretization methods are shifted
towards lower values due to the smaller filter width of the fine mesh. Nevertheless, similar cutoff frequency
ratios between the CDS scheme and the k-exact schemes can be observed on the fine grid.

4.3. Incompressible round jet at Re = 10, 000

The purpose of this benchmark is to demonstrate the applicability of the presented methodology for
LES with a high-order accurate spatial discretization on truly unstructured grids. We consider a three-
dimensional turbulent jet at Reynolds number Re = ∆U D/ν = 10, 000, which is based on the jet diameter
D, as well as the difference ∆U = (Ujet−Ucoflow) between the jet center velocity Ujet and the coflow velocity
Ucoflow. Detailed experimental measurements for this test case are available due to the work of Wygnanski
and Fiedler [76] or Panchapakesan and Lumley [77]. Furthermore, an extensive review on the general theory
of turbulent jets can be found in the work of Lipari and Standsby [78]. A round jet at this Reynolds number
has also been studied in numerous other papers by means of LES [79, 80, 81, 82, 83]. The fluid is ejected
from a nozzle into an external coflowing ambient. In the near field, the jet undergoes a transition from flat
square to a round profile. This transition takes place in the range 0 ≤ x1/D ≤ 25, which is generally referred
to as the initial development region [37]. Further downstream at x/D > 30, the self-similar region emerges
due to an equilibrium between the turbulent kinetic energy generated from the main flow and the viscous
dissipation at the smallest scales [82, 84]. In this region the flow profiles collapse onto a single curve, when
plotted against the cross-stream similarity variable η

η =
r

x1 − xt
with r =

√
x22 + x23. (68)

The point xt refers to the virtual origin of the self-similar region [37]. In addition to the mean flow variables,
the self-similarity also applies for the Reynolds stresses [37, 82]. Figure 14 shows the domain extension that
is considered for this test case, as well as an exemplary unstructured grid that is utilized. In total, four
grids are considered, which differ in the number of their primary grid nodes. The self-similarity of the flow
is taken into account for the estimation of the grid element size h, such that elements become larger as the
distance to the inlet and the jet centerline increases. For this purpose, the longitudinal and lateral integral
length scales L11 and L22 in the self-similar regions are based on the relations L11 ≈ 0.038x1 + 0.035r
and L22 ≈ 0.016x1 + 0.015r, which have been approximated from experimental data by Wygnanski and
Fiedler [76]. In the initial development region of the flow the element size is chosen in relation to the jet
diameter D. Table 7 shows the corresponding ratios of D/h in the initial development region and the ratios
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Table 7: Properties of the utilized meshes for the round jet benchmark.

Mesh Primary grid nodes Tetrahedra
Initial development region Self-similar region

D / h L11/h L22/h
150k 147, 811 874, 125 3.5 1.8 0.8
260k 257, 744 1, 528, 089 4.4 2.3 1.0
450k 453, 878 2, 696, 141 5.5 2.8 1.2
800k 816, 944 4, 858, 854 6.9 3.5 1.5

of L11/h and L22/h in the self-similar region that are prescribed for the four grids employed. The inlet
velocity profile is imposed by the following equation [80]

uinlet(r) = Ucoflow +
Ujet

2

[
1 + tanh

(
D − 2r

4δm

)]
, (69)

with a momentum thickness δm = D/20. A velocity ratio of ∆U/(Ujet + Ucoflow) = 0.99 between jet and
coflow is applied. For every simulation, the flow field is initialized for 9 flow through times and then subse-
quently 174 flow through times are calculated, in order to obtain temporal statistics of the field variables.
The time steps are chosen, such that a maximum CFL number of 0.5 is obtained for each grid. Numerical
experiments have shown that this value is small enough to keep temporal discretization errors negligible.

Figure 15 shows the iso-contours of the vorticity magnitude |ω| scaled by (x1/∆U), which refer to a
value of two. The simulation results calculated with the EX2-NN scheme on the finest grid are presented
in Figure 15a. The initial development region can be observed close to the inlet, where the jet exhibits
a coherent structure. Further downstream, the self-similar region clearly emerges, which can be seen by
means of the strongly folded turbulent structures. Both the EX1-NN or the conventional CDS scheme
feature similar iso-contours of the scaled vorticity magnitude. This indicates that these schemes also exhibit
sufficiently low numerical dissipation so that turbulent structures can emerge. The influence of an excessive
amount of numerical dissipation, on the other hand, can clearly be observed in Figure 15b. This flow
field is obtained on the same mesh, but with the EX2 scheme and a fixed upwind bias value θ = 0.2.
Substantially less turbulent structures are generated in the entire flow field and due to the high numerical
dissipation, turbulent fluctuations in the initial development layer are overly damped. This leads to the fact
that turbulence is generated much further downstream and only in very coarse and coherent structures. A
similar behaviour can be observed for the EX1 scheme with a constant upwind bias value of 0.2. To achieve
a result of the same quality as with the EX2-NN scheme, the upwind bias θ must be reduced significantly.
However, this could also lead the scheme to becoming unstable. This clearly demonstrates the advantage of
the adaptive upwinding approach, where the numerical stability is reduced sufficiently and in an autonomous
way, such that turbulent structures can develop physically.

Figure 16 shows mean flow profiles that are obtained with the EX2-NN , the EX1-NN and the con-
ventional CDS scheme. Due to the great influence of the numerical dissipation on this test case mentioned
above, the k-exact reconstruction schemes with a fixed upwind bias are not further considered. The top
figures show the normalized inverse mean centerline velocity ∆U/uc along the axial jet direction, with the
solution of the coarsest grid (150k) on the left and the solution of the finest grid (800k) on the right. For
comparison, the experimental data has been shifted by 10D in the axial direction. The initial develop-
ment region is located in the range 0 < x1/D < 10 and the transition to the self-similar regime is visible
as ∆U/uc shifts from a constant to a linear profile. For the coarse grid, the centerline profiles obtained
with the EX2-NN and the EX1-NN scheme agree well with the experimental data, whereas the decay
of the mean centerline velocity is predicted slightly too high with the CDS scheme. On the fine grid, all
discretization schemes agree fairly well with the experimental data. Furthermore, it can be observed that
that the length of the initial development region slightly increases for all three methods. This could be due
to the fact that numerical errors caused by the non-regular grid have a smaller influence compared to the
coarse grid. Thus, the initial shape of the jet can persist for a longer distance. The middle and bottom
plots in Figure 16 show the axial and radial mean velocity ⟨uax⟩ and ⟨urad⟩ of the jet along the cross-stream
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similarity variable η. Similarly to the work of Bogey et al. [80], the profiles are averaged over the range
50 ≤ x1/D ≤ 70. Both k-exact schemes show an exceptional agreement towards the experimental data on
the coarse grid, whereas greater deviations are present for the CDS scheme. The latter agrees with the
reference data only at a significantly higher grid resolution, as shown by the mean profiles in Figure 16b. A
similar behaviour applies to the profiles of mean velocity fluctuations in axial and radial directions ⟨u′axu′ax⟩
and ⟨u′radu′rad⟩ as well as for the Reynolds Stresses ⟨u′axu′rad⟩, which are shown in Figure 17. Again, there is
an excellent agreement between simulation and experimental data for both the EX1-NN and the EX2-NN
schemes, even on the coarsest grid. The CDS method requires considerably more elements for an accurate
calculation of the fluctuations. These results clearly show the advantage of the higher order approach in
contrast to the conventional discretization method. A certain quality of the solution can be achieved with
considerably fewer elements, which results in significant savings in memory and computation time. In ad-
dition, the adaptive bias approach eliminates the need for extensive trial-and-error runs to determine any
empirical parameters for the discretization scheme.

Figure 18 highlights the relationship between the three discretization schemes, the employed compu-
tational grids and the computation time in greater detail. The figures show estimated L2-errors between
simulation and experimental data, which have been calculated for various flow variables along the cross-
stream similarity variable η. The data is presented against the average computation time of a single iteration
τit. The latter is normalized by the maximum time for a single iteration τit,max, which was encountered for
the EX2-NN scheme on the finest grid. Remarkably, the error for the CDS scheme decreases strongly from
the coarsest to the finest grid for all considered quantities. For both k-exact methods, on the other hand, a
very small error is calculated already on the coarsest grid and with a further refinement the errors decrease
only slightly. This is probably related to the small number of experimental reference points, which are used
to calculate the L2-errors. Nevertheless, it can be emphasized that both k-exact methods produce lower
errors on the coarsest grid (150k) than the conventional CDS scheme on a grid with about three times as
many nodal points (450k). This is true for the mean flow quantities as well as for the fluctuations. As a
result, the EX2-NN method can reduce the average iteration time by roughly 60%, in order to generate a
solution with at least the quality of the 450k grid and the CDS scheme. With the EX1-NN method, the
average iteration time is even reduced by 70% in this case. When considering wall clock time, the savings
from k-exact discretization schemes become even more significant. On coarser grids, the required CFL
criterion can be met with larger time step sizes, such that the simulation time for gathering mean statistics
can be achieved with fewer time steps overall. Assume that a statistically stationary solution of similar
quality to the CDS scheme and the 450k grid is to be calculated. This can be achieved with the EX2-NN
method already on the coarsest grid with larger time steps, thus saving roughly 75% of CPU hours. In this
way, the EX1-NN scheme even saves 80% of CPU hours. Regarding the grid size, the elements for the
k-exact schemes can be about 1.5 times larger than those for the CDS scheme, while the quality of the
solution does not decrease.

5. Conclusion

In this paper, a new methodology to automatically control the numerical dissipation for vertex-centered k-
exact reconstruction schemes has been introduced. The approach maintains the stability of the discretization
scheme, while numerical dissipation errors are reduced to a minimum. It was shown by means of a Fourier
analysis of the convective operator how the upwind bias factor θ of the discretization scheme is connected
to the introduction of numerical dissipation. Based on a Von Neumann analysis for the linear advection-
diffusion equation, a stability equation was derived, which maps the required upwind bias values to a local
CFL and Reynolds number. In this way, the optimum upwind bias can be related to the local flow state,
such that the scheme remains stable and the numerical dissipation is minimized. This enhances the overall
accuracy of the scheme and avoids the introduction of empirical parameters for stability control. Even
though the linear advection-diffusion equation is only of model character, the approach could be applied
successfully to the incompressible Navier-Stokes equations. To calculate the required upwind bias with
minimum computation time, the outcome of the stability equation has been tabulated indirectly by means of
an artificial neural network model. It was shown that the trained networks reproduce the underlying stability
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equation over a wide range of the CFL number and the local grid Reynolds number with a maximum error of
less than 5%. In particular, a strategy was presented in which the network models are trained with different
sequential optimization algorithms, where a penalty term is introduced in the objective function. This
considerably reduced the undershoot of the minimum required numerical dissipation due to approximation
errors of the model.

The novel approach was examined in three benchmark test cases. The convection of a vortex on a periodic
grid revealed that the order of accuracy is maintained when the upwind bias is adjusted adaptively, both
on a cartesian and a fully unstructured grid. For this test case, the accuracy of the 2-exact discretization
scheme could also be significantly increased by using the adaptive dissipation control. In a further test
case, the turbulent flow through a periodic pipe was assessed by means of LES, where the WALE model
was used for subgrid-scale modeling. It was shown that for both the 1- and 2-exact approach the use
of the adaptive upwind bias significantly enhanced the obtained flow profiles with very little overhead
compared to the case with a fixed upwind bias. Even on a relatively coarse grid, the reference DNS data
could be reproduced with very good accuracy. Furthermore, the adaptive approach enabled to obtain
the solution without requiring time-consuming fine-tuning of empirical discretization parameters. All the
employed k-exact methods enabled massive accuracy improvements when compared to a conventional CDS
discretization scheme, even at lower grid resolution levels. This demonstrated, that the chosen high-order
approach enables significant computation time savings for this benchmark, since less elements were required
to meet a desired level of accuracy for the solution. The analysis of velocity spectra showed, that the k-exact
schemes feature a higher cutoff frequency for the resolution of the inertial subrange than the CDS scheme.
Finally, a benchmark for a turbulent round jet was conducted on four fully unstructured grids with different
grid scales. This test case further highlighted the importance of using a parameter-free approach for the
control of the numerical dissipation of the k-exact schemes. Using a fixed value for θ, which yielded good
results in the previous benchmarks, led to a strong damping of turbulent structures and thus to an invalid
solution. In contrast, highly accurate results could be obtained with both the 1- and 2-exact adaptive
discretization approach. The agreement of flow profiles with experimental data demonstrated significant
improvement in accuracy of both adaptive k-exact methods compared to the conventional CDS scheme.
Both the adaptive 1- and 2-exact procedures accurately predicted the averaged flow profiles as well as higher
statistical moments, even on the coarsest computational grid. On the other hand, the CDS method required
a computational grid with three times the number of nodes to achieve similar levels of accuracy. Again, this
showed a high potential of the adaptive k-exact schemes to save computation time, since these enabled to
obtain a statistically stationary solution with sufficient accuracy on the coarse grid with fewer time steps.
Moreover, the average iteration time with this coarse grid and the k-exact methods was even lower than the
iteration time with the conventional scheme on a sufficiently fine grid. For future works, the employed k-
exact reconstruction approach will be extended for the simulation of variable-density flows. This will enable
to further investigate the influence of the presented high order approach on the simulation of turbulent
reactive flows in complex geometries.

Appendix A. Neural network weights

In the following, the trained neural network weights for the 1- and 2-exact discretization schemes are
given. The indices indicate the corresponding combinations of the limiter variables {ψU , ψD}. The weights
for the EX1-NN scheme are given by:

b
(1)

{1,0} =
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6.32343674
0.50794315
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−12.92175290

 w
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The weights for the EX2-NN scheme are given by:
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w

(1)

{1,1} =



0.17748395 −56.74145890
−0.37777513 144.93638600
−0.47338566 146.23722800
0.24627742 −109.39630100
−0.43466511 −9.22253513
−5.33628941 6.81360531
−3.16690898 −4.61405945
−0.27552703 120.41154500
3.77051163 −3.82512641


w

(2)

{1,1} =



5.34142637
−237.00431800
97.57673650
58.33208850
−1.11101890
0.46680856
−5.22708130
198.47425800
−9.44149303


b
(2)

{1,1} = −53.47458270
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Figure 12: Radial flow profiles of the normalized axial mean velocity u+ = ⟨uax⟩/uτ , the normalized axial and tangential

velocity fluctuations
√

⟨u′axu′ax⟩ and
√

⟨u′tanu′tan⟩ against the radial coordinate in wall units y+ = yuτ/ν for the turbulent
pipe flow. Results for the coarse grid are shown on the left and for the fine grid on the right.
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Figure 13: One-dimensional energy spectra E11(f) obtained for the turbulent pipe flow test case with various discretization
schemes.
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Figure 14: Employed coarse mesh for the round jet benchmark (left) and corresponding domain size (right).
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(a) EX2-NN scheme with fully adaptive upwind bias

θ
(NN)
0

(b) EX2 scheme with fixed upwind bias θ = 0.2

Figure 15: Scaled vorticity field |ω| (x1/∆U), represented by a contour that is associated with a value of two. Surfaces are
coloured by means of the normalized axial velocity u1/∆U . The results are obtained on the finest mesh with 800, 000 primary
grid nodes.
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Figure 16: Mean flow profiles for the turbulent round jet test case with experimental reference data of Panchapakesan and
Lumley [77]. The top figures shows the normalized inverse centerline mean velocity ∆U/uc. The figures in the middle and
bottom figures show profiles of the normalized axial and radial mean velocity ⟨uax⟩/uc and ⟨urad⟩/uc along the cross-stream
similarity variable η. Results for the coarse 150k grid are shown on the left and for the fine 800k grid on the right.
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Figure 17: Profiles of mean velocity fluctuations for the turbulent round jet test case with experimental reference data of
Panchapakesan and Lumley [77]. The top and middle figures show axial and radial fluctuations ⟨u′axu′ax⟩ and ⟨u′radu

′
rad⟩ along

the cross-stream similarity variable η, whereas the bottom figure shows the Reynolds Stresses ⟨u′axu′rad⟩. Results for the coarse
150k grid are shown on the left and for the fine 800k grid on the right.
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Figure 18: L2-norm error between simulation and experimental data of the normalized mean radial velocity (left) and the
normalized Reynolds stresses (right) in the self-similar region. The data is shown along the normalized computation time
τit/τit,max that is obtained for the respective grids and discretization schemes.
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