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Abstract—Measurement of the red-shifted 21-cm signal of neu-
tral hydrogen, and thus observing The Dark Ages is expected
to be the holy grail of 21-cm Cosmology. A Radio-telescope to
observe low radio frequency signals is needed, but radio interfer-
ence on Earth and Earth’s ionosphere blocking these signals are
limiting science investigations in this field. Hence, such a radio-
telescope composed of dozens to hundreds of antennas shall be
deployed on the lunar far side. Such arrays are shielded from
interference from Earth and Earth’s ionosphere blocking very
low radio frequencies is not present.

Within the Helmholtz Future Topic Project Autonomous
Robotic Networks to Help Modern Societies (ARCHES) we
developed necessary technologies for autonomous robotic de-
ployment of antenna elements, modular payload box design,
and robust radio-localization to enable such distributed low-
frequency arrays. In particular the antennas’ positions must
be determined accurately, such that the array can be operated
as phased array. Our developments lead to the execution of an
analog-demonstration on the volcano Mt. Etna, Sicily, Italy,
in June and July 2022 over the course of four weeks. We
successfully demonstrated the autonomous robotic deployment
of antenna elements and our decentralized real-time radio-
localization system to obtain the antenna element positions. Ad-
ditionally, we showed a proof-of-concept operation of the phased
array comprising four antenna elements: estimating the signal
direction of arrival of a radio-beacon with unknown position,
and the beamforming capabilities itself, for a carrier frequency
of 20 MHz.

In this paper, we give insights into our developed technologies
and the analog-demonstration on the volcano Mt. Etna, Sicily,
Italy. We show results of the successfully executed mission and
give an outlook how our developed technologies can be further
used for lunar exploration.
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1. INTRODUCTION
The lunar far side has been identified as an ideal place for
radio science and the deployment of radio telescopes [1], [2],
[3]. In particular, the measurement of the red-shifted 21-cm
signal of neutral hydrogen and thus, observing the so-called
Dark Ages of the Universe is expected to be the holy grail
of 21-cm Cosmology [2]. Such radio telescopes shall receive
radio signals in a frequency range from few Megahertz to a
couple of dozens Megahertz. Although such radio telescopes
have been installed on Earth, such as the LOw-Frequency
ARray [4], radio science is limited. Strong back-ground
interference at low radio frequencies limit sensitivity and
Earth’s atmosphere blocks radio signals below 10MHz, to
name some limitations. Various concepts for radio telescopes
on the lunar far side have been proposed, e.g., tethered arrays
[5], or exploiting craters as a whole to form a telescope
[6]. In general, low radio frequency arrays for the lunar far
side will comprise dozens to hundreds of antenna elements
spread in an area with edge lengths ranging from several
hundred meters to kilometers (except lunar crater telescopes)
[1]. A multitude of technologies is required to enable such
arrays covering landers, robotic capabilities for deployment,
accurate localization of antenna elements, and the antenna
elements including array processing. To the best of our
knowledge, the complete autonomous robotic deployment,
localization of antenna elements, and a proof-of-concept
array operation has not been demonstrated so far. In our work,
we particularly focused on distributed (untethered) low radio
frequency arrays, the technologies to enable them, and the
demonstration in an analog environment.

The paper is organized as follows: Sec. 2 provides an
overview of our analog campaign and the required technolo-
gies. In Sec. 3, we describe our modular payload carrier
approach and the developed payload boxes. Details and
results of the autonomous robotic array deployment, and a
novel radio-localization system are provided in Sec. 4 and
Sec. 5. The proof of concept array operation is described in
Sec. 6. Finally, we discuss how our developed technologies
can be used beyond the use-case of low radio frequency
arrays in Sec. 7 and we summarize in Sec. 8.

2. THE ARCHES LOFAR MISSION
The aim of the Helmholtz Future Topic Project Autonomous
Robotic Networks to Help Modern Societies (ARCHES) is to
establish and strengthen cooperation in the field of robotics
across the deep-sea domain and space domain among the
German Helmholtz research centers [7]. The technological
goal of the project is the development and demonstration of
heterogeneous, autonomous, and networked robotic systems.

1©2023 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media, including
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Figure 1: Experiment area on Mt. Etna, Sicily, Italy in June 2022 with four antenna elements placed in the field. Each antenna
element consists of a battery payload box, and the ARCHES LOFAR payload box stacked on it.

In the space domain, three scientifically relevant use cases,
referred to as ARCHES missions, have been identified: two
in the geological exploration context, and one in the field
of radio-astronomy. The latter has been termed ARCHES
low frequency array (LOFAR) mission and is the core of this
paper.

The goal of this mission was the demonstration of technolo-
gies for a distributed, non-tethered low radio frequency array
in an analog environment comprising four antenna elements
forming a phased array. Our technologies can be grouped as
follows:

• Modular payload carriers, which include a battery payload
box and the LOFAR payload box. The payload boxes are
based on a modular approach and can be transported and
manipulated by a small planetary exploration rover, our in-
house developed Lightweight Rover Unit (LRU) [8].
• Autonomous robotic array deployment including the LRU
design, autonomous vision-based navigation and multi-robot
mapping, and payload box manipulation.
• Radio-localization system enabling accurate relative array
localization once deployed in the field.
• Low radio frequency array processing and proof of concept
array operation, including signal direction of arrival estima-
tion and beamforming for a carrier frequency of 20MHz.

For analog demonstration, we chose an experiment area on
Mt. Etna, Sicily, Italy, see Fig. 1. Over the course of four
weeks in June and July 2022, we conducted pretests of
individual components, and executed the mission. A general
overview of the infrastructure setup is available in [7]. In
this mission, the LRU2 picks a battery payload box from
the lander and places it at a predefined location. It drives
back to the lander, picks a LOFAR payload box, drives to
the placed battery payload box, and stacks it. The picking

process and navigation through the yet unexplored terrain
is executed autonomously and a second rover named LRU1
without manipulation capabilities cooperatively supports the
mapping and navigation process. Once the four antenna
elements are deployed, all rovers leave the experiment area,
and the spring antennas are released. Our radio-localization
system is switched on to obtain the final geometry of the array
accurately. The determined antenna positions are then used
for the low radio frequency array operation: we determine
the signal direction of arrival from a 20MHz transmitter of
unknown location placed in the field, and show the beam-
forming of the array.

In addition to the technological aspects of this mission, we
included operational aspects as well. The overall mission has
been executed from a main control room located in the city
of Catania. This main control room was connected with the
lander in the experiment site via a two-hop 20 km directional
radio link. As a consequence, the operators in the main
control room had to cope with limited signal bandwidth and
latency. In the subsequent sections, we will describe our
technologies in more detail and jointly present results from
this mission.

3. MODULAR PAYLOAD CARRIERS
Modular Approach

We have developed the modular approach [9] of our robotic
assets motivated by the complexity, heavy weight, and high
costs of the rover systems utilized in current planetary ex-
ploration missions. With all their scientific components
embedded in their bodies, these rovers lack the possibility
to have parts replaced in case of permanent failure, which
certainly increases the risk of the mission. Therefore, we
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Figure 2: Family of payload boxes for ARCHES demonstra-
tion mission.

have introduced this new concept of lightweight universal
rovers designed for planetary exploration equipped with a
robotic manipulator and a standardized docking interface.
The docking interface can connect to a set of tools and
payload systems, which increase the versatility of the rover.
This cost-effective and low-risk strategy was presented for the
first time during the ROBEX project [10]. The LRU rover by
the German Aerospace Center (DLR), provided with a Jaco
manipulator arm and a DLR ENVICON docking interface
was used to autonomously manipulate payload boxes with
integrated seismometers. This was the origin of the modular
standardized payload systems concept, which was further
developed during the ARCHES project with a wider set
of different payload modules. In Fig. 2, we can see the
overview of the family of payload boxes. The implemented
systems range from fully passive sample containers to highly
integrated laser spectroscopy sensors and the LOFAR pay-
load box presented in this paper. In addition, for ARCHES
we have optimized the original payload system with the
introduction of enhanced electromechanical interfaces and a
standardized electronics infrastructure to support the system
functionality [11].

All active payload boxes such as the LOFAR payload box
contain a payload box infrastructure management system
(PBIMS), which has a compact and flexible design. As
shown in Fig. 3, the PBIMS provides power to the entire
payload system with regulated power for up to seven different
voltages. It also manages up to three different non-regulated
input power sources to be fed to the main system voltage
bus ranging from 24V to 30V. Furthermore, it includes on-
board sensors, such as inertial measurement unit (IMU) and
environmental sensors. It also has a broad spectrum of wired
and wireless communication interfaces to provide telemetry
data and power bus control to the field infrastructure or
the computers within the payload box. The house-keeping
system of the LOFAR payload box can interact directly with
the PBIMS via an USB-based protocol and readout all cor-
responding bus voltages and bus currents of each subsystem.
Thus, power saving strategies can be implemented to increase
the power endurance of the LOFAR payload box and prolong
the mission.

Figure 3: Payload box infrastructure management system
diagram.

Power Payload Box

The power payload box has been designed to extend the
power autonomy of several payload modules, such as the
LOFAR payload box, which can be stacked on top of it.
Its battery capacity of 400Wh guarantees up to eight extra
hours for a 50W nominal consumption. This represents a
complete day of operations in the field. The box includes
two battery packs with a local battery management system
(BMS), a PBIMS board to manage the power distribution
and communication, and a set of electromechanical interfaces
to allow the connection between the power supply box and
external consumers. During the ARCHES demonstration
mission, we used seven power payload boxes which provided
additional power to four LOFAR payload boxes and three
reference boxes. In our mission scenario, the internal battery
packs can be hot-swapped by a person in the field. For a real
lunar scenario, one would integrate foldable solar panels to
allow for recharging and continuous operations.

LOFAR Payload Box

The LOFAR payload box is based on the modular approach
and tailored to the analog campaign. A mandatory require-
ment from the robotics side has been the manipulation capa-
bility of the robotic arm, which limits the maximum weight
of the box to 2.8 kg. All hardware components within the
box are common off-the-shelf products. We had to balance
weight, operational lifetime with the internal battery, and
functionality. Fig. 4 shows the mechanical concept with its
major components, which we will shortly describe next.

For communications to the lander, we use a wireless modem
operating at 5.3GHz. A ublox global navigation satellite
system (GNSS) receiver, and a Raspberry PI as house-
keeping computer provide ground-truth positional informa-
tion. We use GNSS real-time kinematic (RTK) with a locally
operated base station to obtain centimeter-accurate ground-
truth. The radio-localization system consists of an Intel next
unit of computing (NUC) computer and an Ettus Research
B200mini universal software radio peripheral (USRP) to cre-
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Figure 4: Concept of one LOFAR payload box with major
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Figure 5: All seven payload boxes integrated before dust pro-
tective cover is applied. Two low radio frequency transmitters
are built, which can be manually deployed in the field.

ate a software-defined radio (SDR). We process the physi-
cal layer, medium access control layer, and the localization
system in real-time on the Intel NUC, see Sec. 5. The low
radio frequency signal receiver is also integrated as SDR
and consists of the same Intel NUC, but an additional Ettus
Research N200 USRP, low noise amplifier (LNA), and an
unfolding whip-antenna. For power supply, we make use of a
small integrated battery and the developed PBIMS.

In addition to the four LOFAR payload boxes, we realized
three payload boxes without the low radio frequency com-
ponents. Those three payload boxes support the antenna lo-
calization based on the radio-localization system, see Sec. 5,
and we refer to them as reference boxes throughout this
paper. Fig. 5 shows all seven payload boxes after integration
without the protective dust cover and optical markers. Two
low radio frequency transmitters have been built additionally,
which serve as a calibration transmitter and a generic radio
source. Their usage is described in the proof of concept array
operation in Sec. 6.

4. AUTONOMOUS ROBOTIC ARRAY
DEPLOYMENT

Mission Control of Heterogeneous Robotic Team

To orchestrate our team of robotic agents, the high-level
mission control software ROSMC was used [12]. The frame-
work allows for straightforward mission specification and

Figure 6: Visualization of the SLAM graph for the multi-
robot team during the stacking of a LOFAR payload box over
the respective power payload box. Blue and red ellipsoids
correspond to the origins of submaps from the two rovers,
LRU1 and LRU2, respectively. Green ellipsoids correspond
to the positions of each deployed payload box. Yellow lines
correspond to inter-robot detections, which happened mostly
when revisiting the lander site.

monitoring due to its user-friendly graphical interfaces. From
the control room, it communicates with the robots about
the tasks to be executed to achieve the mission goal, i.e.,
to complete the deployment of the payload boxes. A set
of the highest-level skills of our robotic agents is exposed
to the operators. They can compose a mission with se-
quentially combined skills, each of which can be intuitively
parameterized via interactive markers in a 3D visualization.
ROSMC also receives status reports from the robots, such
as high-level updates on their activities as well as the latest
results of the visual mapping process, which are all critical
to the successful and efficient mission operation and in-situ
adaptation.

Multi-Robot Mapping and Autonomous Navigation

A critical component for the coordination of our team of
robotic agents, operating in semi-autonomy for the deploy-
ment of LOFAR payload boxes, is our distributed multi-robot
simultaneous localization and mapping (SLAM) system. De-
scribed in detail in [13], [14], it allows to create accurate
maps of the environment following repeated detections of
terrain features [15], but also known objects, i.e., deployed
payload boxes and robots belonging to the team. At its
core, the SLAM system optimizes over time a graph of
poses, associated to submaps, which are local representations
of the environment, as well as robot and object locations.
An optimization step follows the establishment of inter-pose
constraints, which are constructed with the help of detecting
AprilTags, visual markers mounted on the robots, the lander,
and payload boxes. Apart from the purpose of mapping,
our SLAM system is therefore fundamental to correct the
estimation of the deployment location of each payload box.
This limits the positioning error associated to the deployment
of the following boxes to the pose estimation drift of the last
traverse starting from the lander location, instead of the one
accumulated from the beginning of the entire mission. It
also allows for a compensation of estimation errors within
the deployment area of the LOFAR array when sequentially
observing multiple payload boxes, thereby improving the
relative localization estimates of the payload boxes w. r. t.
each other.

Fig. 6 shows a snapshot of the SLAM graph during the
demonstration mission, corresponding to the moment where
LRU2 stacked a LOFAR payload box over the power payload
box that was placed beforehand. While LRU2 was instructed
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Figure 7: Images of the LRU2 rover manipulating the payload boxes during the construction of one element of the LOFAR
array: The LRU2 rover picks the power payload box (a) and the LOFAR payload box (b) at the lander and couples the payload
boxes in the field (c).

to traverse the slope between the lander and the deployment
location for the first stack, LRU1 visited the places where
all the deployed boxes were located, enforcing additional
constraints in the SLAM graph towards a more accurate
estimation of their position with respect to each other and to
the lander.

Mobile manipulation of LOFAR infrastructure

The LRU2 rover can autonomously deploy the power and
LOFAR payload boxes in the field, when requested by
mission control. The main architecture and components
necessary to perform these operations were developed for
a previous set of experiments, where the rover deployed an
array of seismic instruments at the same experiment site [16].

The architecture is centered around a world model, which the
rover adapts while observing the environment. The world
model is an internal representation of the robot’s knowledge
about the current real-world situation. Within the robot,
it centrally manages the heterogeneous aspects of the real
world, such as physical geometries as well as virtual ap-
proaches, grasps, and storages. A tree structure is employed,
where nodes represent objects while links represent homoge-
neous transformations. This representation allows for speci-
fying complex physical relations among objects in a highly-
abstracted manner by utilizing parent-child relationship. The
world model has specific interfaces to each of the following
individual components necessary for the autonomous deploy-
ment:

The state-machine execution software RAFCON orchestrates
the other components by querying services to either observe
or interact with the environment [17]. The hierarchical state-
machine design allows for intuitive programming of complex
behaviors, and online monitoring of the current execution
state. During the mission, the operator can connect to the
state machine execution, visualize the current state, and
manually control the flow if necessary.

The object detector software for the payload boxes and lan-
der is based on a hierarchical composition of tags, which
are integrated into the payload box design. The tag-based
detection approach with multiple redundant tags provides
robust visual localization of the prior known objects under
outdoor conditions and optimizes the detected pose with the
information gained by detecting multiple tags in one camera
image.

The motion planning software computes collision-free mo-
tions for the integrated six-degree-of-freedom manipulator,

Figure 8: Visualization of the planned approach motion to
place and couple the LOFAR payload box on top of the power
payload box, computed on-board the LRU2 rover.

Figure 9: Images from the lander camera during the au-
tonomous deployment of the power payload box (top) as well
as the LOFAR payload box (bottom) with the LRU2 rover.

based on the current geometric state of the internal world
model. The algorithm searches the space of joint motions
for a currently feasible motion, based on the observations
of the environment. Fig. 8 shows the computed approach
motion when deploying the LOFAR payload box on the
power payload box during the experiment.

The impedance controller of the manipulator enables the
rovers to actively control the forces of the end-effector during
the infrastructure deployment [18]. The software senses

5



ROS

USRP

GNU Radio

Frame sync, 
FFT, CFO comp.

SOTDMA
scheduling

RX

TX

Data

Ranges

Data Position

ToA estimation

Decentralized 
particle filter 

(DPF)

Coding, 
Modulation

Clock tracking,
2-way ranging

Demodulation,
Decoding

Ecosystem

RF sensing, Low 
Radio Frequency

USRP

HF

C-band

Visualization

Logging MATLAB

Array processing

Visualization
Raw samples

Raw samples

Decentralized particle 
filter (DPF)

Prediction
(Transition)

Step

Update
(Correction)

Step

Resampling

Ranges

Estimated state
message

• Position
• Velocity
• Covariance

True state from
reference box nTrue state from

reference box m

Reference box n

Reference box m

DPF LOFAR 
payload box k

DPF LOFAR 
payload box j

Estimated state and 
covariance from
payload box k

Estimated state and 
covariance from

payload box j

Figure 10: Radio-localization system tailored to the ARCHES LOFAR mission based on the swarm-navigation ecosystem
developed at DLR.

the currently enacted forces on the end-effector or attached
instrument, based on the measured joint torques. The con-
troller creates a virtual spring between the current pose and
the desired pose of the end-effector. The programmer can
intuitively parameterize the spring with a desired stiffness to
create the desired contact behavior.

The ENVICON docking interface at the end-effector of the
manipulator allows to couple different tools and instruments,
and allows the rover to establish a defined and rigid connec-
tion to the individual objects. To counter the uncertainties of
the manipulation process, introduced by the object detection
as well as the modelling errors in the manipulator, the dock-
ing interface allows for a tolerance of approximately 2 cm
based on the design of the mechanism.

Equipped with these capabilities, the LRU2 rover was able
to autonomously complete one part of the ARCHES LOFAR
array during the demonstration mission. First, the rover
detected the lander with the object detector and drove to
the payload box shelf, where the manipulator grasped the
power payload box and stored the box in the rover payload
compartment, as shown in Fig. 7 (a). After driving to the
deployment location, the manipulator deposited the power
payload box in the field, see the top part of Fig. 9. Second,
the rover fetched the LOFAR payload box from the lander,
see Fig. 7 (b), and stacked it onto the power payload box in
the field - securing the power supply of the LOFAR payload
box, see the bottom part of Fig. 9 and Fig. 7 (c).

To stack the payload boxes, the rover detected the power
payload box with the object detector to re-localize the relative
position. The manipulator docked the LOFAR payload box
with the docking interface and the motion planner computed
a safe approach motion from the transport compartment as
show in Fig. 8. During the contact, the impedance controller
controlled the forces between the two payload boxes and the
rover successfully docked the two payload boxes.

5. RADIO-LOCALIZATION SYSTEM FOR
ARRAY LOCALIZATION

The payload boxes are placed by the rover LRU2 based on
the visual navigation system, as described in the previous
sections. At mission design, it has been clear from the
beginning that visual navigation localization uncertainties of
the boxes, approximated to be between 5% to 10% of the
traveled distance, must be taken into account. In general,
the antenna positions of a phased array, be it distributed or
centralized, must be known accurately w. r. t. the operation
wavelength, which is 15m for our proof of concept array
operation at 20MHz carrier frequency. DLR develops a so-
called swarm-navigation system, which is a wireless radio
system jointly enabling communication, localization, and
timing for networked robots and sensors [19], [20]. From this
swarm-navigation system, we used the localization compo-
nent, tailored it for the ARCHES LOFAR mission, and refer
to it as radio-localization system throughout this paper.

Our radio-localization concept is based on estimating the
round-trip time of flight of radio signals exchanged between
our radio nodes, and on decentralized estimation algorithms
to obtain an accurate position estimate of each LOFAR pay-
load box. We refer to this round-trip time of flight estimation
as ranging. Our approach makes use of all LOFAR payload
boxes and reference boxes operating as a meshed network in
a cooperative fashion. Additionally, we integrated the radio-
localization system into the lander to obtain a network of in
total eight radio nodes for localization. The height difference
between the antenna of the radio-localization system mounted
on the lander and the LOFAR payload boxes was about 6m.
Due to this geometry, we were able to demonstrate and use
2D, 2.5D, and 3D localization. Finally, we used the 3D
position estimates from the radio-localization system as input
for the array operation.

Fig. 10 provides an overview of the radio-localization system
tailored to the ARCHES LOFAR mission [20]. The integrated
USRP enables us to receive and transmit radio signals defined
in the complex baseband. Signal bandwidth and carrier
frequency can flexibly be chosen. We use the open-source
framework GNU Radio, where we realized the physical layer
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and medium access control layer processing for ranging.
The decentralized particle filter used to estimate the relative
position of each LOFAR payload box uses the middleware
Robot Operating System (ROS) for data exchange. With this
approach, we enable simplified interfacing in the robotics
domain. Each LOFAR payload box contains one distributed
particle filter (DPF). The DPF exchange their estimated state,
such as position, together with the corresponding covariance
with the DPFs of the neighboring LOFAR payload boxes.
After few iterations within this network, the estimated po-
sitions can be obtained and used as input for array processing
in Sec. 6. We also developed a graphical user interface (GUI),
which attaches to our ROS interfaces, such that an operator in
the control room can observe the current system state.

The result of the LOFAR payload box localization based
on the radio-localization system is shown in Fig. 11. The
array is about 50m away from the lander, and for better
comparability, we transformed the estimated LOFAR payload
box positions into the local GNSS-RTK east north up (ENU)
frame. The whole network consisting of reference boxes, lan-
der, and LOFAR payload boxes is well connected, resulting
in good position estimates of all four antennas of the array.
During the final demonstration day on Mt. Etna, one reference
box failed and was not operational anymore. Yet, we were
able to successfully estimate the positions of all four anten-
nas, which demonstrates the robustness of our decentralized,
cooperative approach for self-localization. We experienced a
small degradation in the localization accuracy, in particular
for antenna number four, but we were still able to operate
the array as intended with minor signal direction of arrival
estimation and beamforming performance degradation.

6. PROOF OF CONCEPT ARRAY OPERATION
In the following subsections, we describe the array operation
in detail: the array geometry and configuration, setup, cali-
bration and operation modes, as well as final results of signal
direction-of-arrival (DoA) estimation and beamforming.
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Figure 12: Track of the generic radio source carried across
the experiment area. The starting point has been on the left.

Array Geometry

The design of the array geometry is driven by the following
aspects and constraints. The maximum number of LOFAR
payload boxes is limited to four. This limit is set by the
available resources in the project and the planned overall
duration for deployment and operation in the analog cam-
paign on Mt. Etna. We also need to take properties of
the phased array, such as good direction-of-arrival (DoA)
estimation performance and minimized grating lobes, as well
as properties of self-localization from the radio-localization
system into account. For example, to estimate DoA well
along the broadside of an array, one would setup a uniform
linear array with half wavelength separation. However, this
geometry is sub-optimal for self-localization, as ranging links
perpendicular to the linear array are missing and thus not
constraining the self-localization error in this direction. As
a result, we define the array geometry in a diamond-shape:
antennas number two, three, and four form a equidistant
triangle of one half of the wavelength. Antenna number one
is separated by one wavelength to improve DoA estimation
in one direction. In order to account for any misplacement
during robotic deployment, we scale the initial array geome-
try to 90%. This down-scaling reduces the precision of DoA
estimation, but we gain robustness for this minor precision
reduction by allowing a larger margin of positioning error:
If due to self-localization errors, the robot would deploy
antennas number two, three, four with more than one half of
the wavelength separation, we would obtain unwanted grating
lobes and thus, unwanted ambiguities for DoA estimation.

Modes of Operation and Setup

In general, phased arrays enable two operational modes. The
first operation mode is the estimation of the DoA in azimuth
or elevation of a radio source. A second operation mode is
beamforming, e.g., pointing the main lobe of the array to a
certain direction to improve the signal to noise ratio (SNR).
Another beamforming use case is steering the array such that
an interfering radio signal is placed into a spatial null. In our
analog campaign, we demonstrated all these use cases: DoA
estimation, and beamforming for SNR improvement as well
as spatial nulling.
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Figure 13: Low radio frequency signal phase evolution of
the generic radio source. Dashed lines show the uncalibrated
phases and solid lines calibrated phases based on the cali-
bration transmitter. At time spans 0min - 1min and 4min -
6min the generic radio source has been kept static. The phase
drift of the uncalibrated system is visible.

One important aspect for this analog campaign has been the
phase calibration of this distributed phased array. For this rea-
son we use a dedicated low radio frequency transmitter with
known location relative to the array as calibration transmitter.
The calibration transmitter emits a single carrier signal at a
carrier frequency of 20MHz with an offset of 20 kHz. We use
a second transmitter referred to as generic radio source, which
emits a single carrier signal at a carrier frequency of 20MHz
with an offset of 100 kHz. The position of the generic radio
source is unknown to the array, and serves as a signal source
to be estimated for the two operation modes.

DoA Estimation Result

For proof of concept DoA estimation we use the generic radio
source mounted on a tripod and carry it across the experiment
area, see Fig. 12. In our analog-campaign, we focus on the
azimuth only. The trajectory is chosen such that we cover the
broadside of the array, where DoA estimation should work
well, as well as the end-fire side of the array, where DoA
estimation becomes challenging. At the beginning of the
trajectory and at the end, we kept the tripod static to observe
the measured phase evolution.

Fig. 13 shows the phase evolution measured with the array.
Phases are related to antenna number 1, hence the phase
evolution for this element is zero. We clearly see a significant
phase drift at time spans where the generic radio source on the
tripod has been kept static. This phase drift is caused by the
internal oscillator of each SDR in each LOFAR payload box.
To compensate for that, we jointly estimate the calibration
parameters and azimuth DoA. Solid lines in Fig. 13 show
the phase evolution after applying the estimated calibration
parameters for compensation. Whenever the generic radio
source is not moving, the phase evolution should remain
constant: see time spans 0min - 1min and 4min - 6min
in Fig. 13.

The estimated azimuth DoA and its ground-truth are shown in
Fig. 14. We obtain ground-truth DoA by using a GNSS-RTK
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Figure 14: Estimated azimuth DoA and corresponding
ground-truth along the trajectory depicted in Fig. 12. We can
observe a very good match between the estimate and ground-
truth with an increased error at the end-fire side of the array.
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Figure 15: Absolute azimuth DoA estimation error along the
trajectory. The y-axis is log-scaled to better see the estimation
error ranging from few degrees to sub-degrees.

receiver integrated in the generic radio source equipment. We
can clearly see a very good match between the estimated
azimuth DoA and the ground-truth, with some differences at
the end of the trajectory, which is the end-fire side of the array.
To get a better qualitative view of the azimuth DoA estimation
error, we show the absolute error in Fig. 15. Throughout
the trajectory until we reach the end-fire side, we obtain
an absolute error below 3◦ and partially even sub-degree
accuracy. This is a very good result given that we calibrated
the array with only one specific DoA, as the calibration
transmitter has always been at the same position. Commonly,
one would calibrate the array for multiple DoAs distributed
over the manifold. Additionally, estimated antenna positions
resulting from our radio-localization system are not error-
free.

Beamforming Result

The beamforming mode follows the same concept as for
DoA estimation w.r.t. array calibration. In this mode, we
specifically steer the array such that, e.g., the antenna gain
maximum points to a desired direction. Received signals at
each antenna can then be coherently combined in baseband
with the estimated array calibration parameters and the de-
fined steering vector. We demonstrated this on Mt. Etna,
and we present two examples in this paper. Both examples
have been demonstrated live, and in real-time based on the
observed signal from the generic radio source.

The first example consists of focusing the array in the di-
rection of the generic radio source, where we assume the
direction to the source as known. The left polar plot in Fig. 16
shows the resulting antenna pattern. We coherently combine
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Figure 16: Resulting antenna gain pattern for two beamform-
ing examples. The red line indicates the signal direction of
the generic radio source, and the black dashed line the set
focusing direction. The left plot shows the beam focused into
the direction of the generic radio source. The right plot shows
the spatial nulling of the generic radio source.

the received signals from all four antennas, and the result is
shown in the upper plot of Fig. 17. The increased power of
the resulting coherently combined signal at 100 kHz offset
from the 20MHz carrier frequency is visible. Having a closer
look at the received signal power at all four antennas, we can
determine a loss of the total combining gain of 0.4 dB.

The second example consists of spatially nulling the generic
radio source. To achieve this, we steered the array based on
the array calibration parameters to determine the spatial null.
The right plot in Fig. 16 shows the resulting antenna pattern.
In our case, we can spatially null the generic radio source by
focusing the array to about −20◦. We coherently combine
the received signals from all four antennas, and observe a
significantly reduced total signal power in the lower plot in
Fig. 17.

Single Antenna Performance

As mentioned in Sec. 3 we had to balance weight, func-
tionality, and overall resources for this proof of concept
demonstration. In general, our used unfolding whip antenna
is electrically very short, and we took this into account for the
array operation. Antennas with appropriate length realized as,
e.g., unrolling self-stabilized tube-like structure are available
but were out of scope for this demonstration.

7. DISCUSSION ON DEVELOPED
TECHNOLOGIES

In general, our developed technologies for the ARCHES
LOFAR mission presented in this paper can be used for any
planetary surface exploration. Our modular payload carrier
concept can be used as a base design to develop scientific
instrument packages in a standardized fashion. The devel-
oped robotic capabilities, ranging from autonomous naviga-
tion in unstructured environments to manipulation, enable
multi-robot exploration. The swarm-navigation system, from
which we only use the localization component in this analog-
campaign, enables joint communication, navigation, and tim-
ing for networks of robots and sensors [21] for exploration on
the surface, as well as in caves and lava tubes. This system in
particular can be fused with visual navigation, and a potential
future lunar satellite based communication and navigation
system. Additionally, we can make use of the collaborative
nature of networked robots and sensors, to allow for joint
calibration and control [22], [23].
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Figure 17: Signal spectrum after coherent signal combina-
tion based on the array steering vector. The upper plot shows
the case when focusing the beam into the direction of the
generic radio source, where as the lower plot shows the result
for the spatial nulling case. The generic radio source emits a
signal at 100 kHz offset from the 20MHz carrier frequency.

8. SUMMARY
In this work, we describe our developed technologies to
enable distributed low radio frequency arrays to establish
a radio telescope on the lunar far side. Our technologies
include modular payload carriers, autonomous robotic array
deployment, and cooperative radio-localization to accurately
determine the array geometry. We selected an experiment site
on the volcano Mt. Etna, Sicily, Italy, to test, and demonstrate
our technologies in an analog campaign over the course of
four weeks in June and July 2022. The ARCHES LOFAR
mission has been a full success. We were able to demonstrate
all steps of the mission resulting in a proof of concept
operation demonstration of the low radio frequency array.
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