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1 Background

The directives of the European Union are leading the transition toward reducing CO2 emissions.
The eld being addressed is road transport, speci cally passenger car transport. In January
2020, vehicle manufacturers had to meet an average CO2 emission standard of 95 grams of
CO2 per km traveled in New European Driving Cycle (NEDC) tests for passenger cars. In
2020, this only applied for 95% of the new car registrations, but since 2021 it applies to 100%
[30] and Worldwide Harmonised Light Vehicles Test Procedure (WLTP) has been introduced.
This threshold would be reduced successively to reach zero emissions in the future.

In order to do that, more ef cient cars in terms of emissions are being sold as hybrid and
in 2020 there has been a huge intake of plug-in hybrid electric vehicles (PHEV) and battery
electric vehicles (BEV).

Other technologies are being developed, like alternative fuels such as bio-diesels or fuel-cell
powered vehicles. Depending on the technological progress and the investment produced, they
will have a more or less considerable in uence on the future automotive eets.

Once this brief introduction has been done, European Union sets the directives and directly
affects car manufacturers (supply-side) and how the eets are composed. The policy selection
to achieve the targets is not speci ed, and national countries will signi cantly in uence this
transition. They can set different targets from the EU, directly affect the supply and demand
side, develop the necessary infrastructure, create social awareness...

It wants to be studied how different demand-side policies and external factors can affect the
evolvement of European vehicle eets at a national level under a reference scenario. There are
27 European Union (EU) countries, which would make analyzing each country separately not
only an exhaustive task, but also it may be possible there is a lack of data of certain countries,
making the task impossible. Then, this thesis is split into two main modules:

» Grouping of European countries by automotive eet market characteristics. (See Chapter
2)

* Modelling of the future development of passenger car sales up to 2035. Selected EU
countries and the EU as a whole are modelled. (See chapters 3, 4 and 5)



2 Grouping of European countries by automotive eet
market characteristics

2.1 Abstract of grouping European countries

2.1.1 Purpose of grouping countries

European Union sets directives, and as explained in 1, different countries apply different policies
for achieving the passenger car CO2 sales targets. Experience gained in previous policies and
measures taken by other countries can be a signi cant source of knowledge for applying policies
ef ciently and reducing inef ciencies.

The purpose of grouping countries is to model the EU passenger car sales up to 2035. If coun-
tries are not grouped initially, an exhaustive amount of data should be collected for 27 countries.
Grouping allows to have differentiated passenger car markets and assumes the development of
the passenger car market share will be the same inside these groups. Additionally, nding sim-
ilar automotive markets facilitates learning from other countries and knowing which policies
can be more suitable for a particular country inside each country group.

European Union (27 countries) data was collected, plus Norway and the United Kingdom. Nor-
way is included due to the leading role in electric vehicle (BEV+PHEV) intake; 75% of the new
car sales were electric, followed by Sweden, where 32% were electric. Great Britain is added
due to its proximity and market size.

2.1.2 Design/methodology/approach

An extensive literature review identi ed country factors that can affect the situation of national
markets and their evolvement. The factors can be used to assess the similarity of the national
markets. Cluster analysis was performed using hierarchical clustering and Principal Component
Analysis (Dimensionality reduction tool).

2.1.3 Findings

Seven country clusters were obtained and validated using Silhouette Score. All clusters had
at least one principal component mean, which was statistically signi cant from the rest of the
cluster means (95% con dence level). Clusters 1 and 2 did not have statistically signi cant
different means, but they have Silhouette scores that validate each cluster.

The clusters may facilitate learning from other national policies, such as public infrastructure,
social awareness campaigns, and supply and demand-side policies. Countries from the same
cluster should have similar outcomes when applying the same policies (This has not been veri-
ed yet).
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2.1.4 Research limitations and implications

It is a data-driven approach. The nding depends on the factors selected to be relevant for
describing the evolvement of the automotive eet. Literature has been studied, and researchers'
experience in DLR has been used.

Another limitation is that this analysis is cross-sectional. Although the ndings cannot be gen-
eralized and clusters are not static, it is believed that the methodology used in this research is
repeatable for different countries considering different time frames. Variables in relative terms
(for example, the evolution of RES share in the last ten years) can help have a model that better
captures the market's dynamics.

The last limitation can be nding data if the model wants to expand internationally. Extensive
data collection work would be required, and sometimes it may not be possible to get specic
data. If the amount of the data can not be obtained only for a small number of countries, there
are different tools for dealing with missing data in clustering models.

2.1.5 Originality

Theoretical contributions include identifying factors that can be used for similarity assessment
of countries for transferring lessons learned as well as a methodology for clustering countries
regarding the similarities of their vehicle eets and the reductio@@h emissions transition.
Findings may also have practical value for European policymakers.

2.2 Scope of grouping European countries

Clustering of national automotive eet markets serves to identify groups of countries with some
degree of similarity and explain what factors account for these similarities. The objective of
doing this is to reduce the complexity of analyzing each automotive market separately, reducing
the exhaustive task of obtaining information for all the countries. The results of one country of
a cluster should be similar to the rest of the countries inside the cluster.

Empirically, it allows us to determine also what drives national automotive eet development
and what causes countries to be considered similar, and as a result, develop implications for
country policymakers.

Policymakers could examine cluster membership to determine which could be the most optimal
policy decisions.

2.3 Review of selected literature

Much research explains what de nes the current vehicle eet and what can de ne the auto-
motive eet evolvement. There are bigger automotive sectors that have higher registrations of
passenger vehicles every year. These markets can evolve faster than others if they adopt new



Grouping of European countries by automotive eet market characteristics 4

technologies. Factors explaining the market dynamics are mainly macroeconomic, like GDP
per capita, and other factors, like the size of the market (for example, car ownership per person)
and new registrations.

Adopting new technologies requires different conditions to be ful lled. Firstly, economics as
has been explained in the dynamic of the market. Alternative fuel vehicles include various types
of technologies. Generally, they have a high acquisition cost [39], or if not, they present other
barriers, which limits a considerable market penetration. The electric car has reduced its price
(mainly because of the reduction of the cost of battery cells), but affordability remains a major
barrier to consumers. In 2020, the market uptake of electrically chargeable vehicles (ECVs) is
directly correlated to a country's GDP per capita. [2]

Additionally, another principal barrier is linked to the refueling infrastructure scarcity [39].
Although particular technologies determine environmental impacts, Grubler et al. show that the
selection of technologies is partially governed by system attributes, such as the availability of
necessary infrastructures [61]. Apart from technical (development of new technologies and/or
implementation of the necessary infrastructure) and economic development, an institutional
factor is crucial to add. These are regulations (supply-side policies and targets) and economic
incentives (demand-side policies). In the vehicle market, decarbonization is a strong reason for
forceful policy interventionism [77].

Once the economic and market conditions are de ned, according to Yan [145], environmen-
tal awareness is essential when selecting a BEV. At a national level, this is included inside
effort sharing regulation which translates the environmental commitment into binding annual
greenhouse gas emission targets for each Member State for the period 2021-2030, based on
the principles of fairness, cost-effectiveness, and environmental integrity. Apart from that, it
remarks on customer demands as travel demand.

2.4 Selection of features

Different studies have shown different barriers and reasons which limit the intake of alterna-
tive fuel vehicles. Each country in the EU has its macroeconomic situation, vehicle market,
infrastructure, future targets, and social awareness. EU wants to be climate neutral by 2050
[3], and in the short term, there are other objectives. For example, by 2030, there is a target
30% emissions cut in non-ETS sectors compared to 2005 levels [48]. Effort-sharing legislation
or regulation sets the national target for different sectors, which account for more than 60% of
total EU emissions. The main sectors covered are transport, energy consumption in buildings,
agriculture, small industry installations, and waste management. The national targets differ and
are not aligned with the EU. The target set shows the effort a country is willing to take and
at which point in the decarbonization phase expects to be in 2030. Regarding vehicle market
evolvement, the targets show the compromise each country has for applying different policies
to decarbonize their own automotive national market.

Once the relevant features have been de ned, there are classi ed into three main groups (There
is a different group that will not be used for clustering):
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» Macroeconomic indicators An example is GDP per capita

» Current vehicle market situation, targets for national automotive eet and infras-
tucture: An example is the number of public chargers or the current market vehicle
distribution.

» Social situatiort An example is electric vehicle awareness programs

» Supply-side and demand-side policiesAn example is purchase incentives like subsidies
or tax discounts. Taxation systems will be studied afterward when the countries have
already been grouped

Data collection starts once the type of features that are required are de ned. Macroeconomic
data such as GDP per capita can be found in International Monetary Fund, targets, vehicle
market situation and infrastructure can be found in European Automobile Manufacturers' As-
sociation (ACEA), European Environment Agency, and other sources.

There are 29 countries in the clustering analysis, and the main groups selected, and their features
are described. Sources used can be consulted in Appendix 7.1.

2.4.1 Macroeconomic data

Initially, it was considered to include GDP per capita, public debt, and long-term interest rates
when including macroeconomic data features. It had initially been considered public debt to be
a factor that limits public investment. Indeed, in [106] using the Generalized Method of Mo-
ments from Arellano and Bond [12], it was obtained that a 1% increase in public debt reduces
public investment in the European Union by 0.03%. However, it is obtained that the negative
impact of debt on investment is slightly smaller in the Eurozone than in the entire EU. This
distorts the indicator because the countries outside of the Eurozone need to have smaller debt
overhangs to get credit at the same interest rate in nancial markets.

Observing this, instead of using gross debt as a feature, it can use long-term interest rates
(government bonds). Interest rates are affected by the currency, and it is also correlated with
public debt because if nancial markets start questioning the sustainability of a country, they
will demand higher interest rates to compensate for the increased default risk. [37] To conclude,
higher interest rates make credit more expensive and, thus, limit public investment.

The zero-bound limit of long-term interest rates will limit a bit the ef ciency of this indicator.
The bound can be explained by the secular stagnation theory reintroduced by Larry Summers
[129]. Near zero long-term interest rates are favorable for investment, and Next Generation EU
was approved under these conditions. Next Generation EU will boost the greener transition
[113].

The variables selected for describing the macroeconomic situation of the countries are:

» GDP per capita: GDP per capitain 2021 at purchase power parity at current international
US $. GDP per capita is a good indicator for showing the wealth of a country. A higher
GDP per capita means higher resources for a country if the taxation is equal. It allows
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the country to focus on innovations and develop future infrastructures, which will bene t
the long term. Conversely, for a country with lower GDP per capita, in the short term, the
resources need to be concentrated on other problems which are more urgent or at least
look more urgent to the population.

 long-term interest rate: 10 year governement bonds interest rates in February 2022.
Expressed in %. This shows investors' reliability in a speci ¢ country and the interest
rate they demand to invest. This parameter is heavily in uenced by the level of indebt-
edness and the currency's strength. The euro area allows countries to have a higher level
of indebtedness and still have a low-interest rate. An example is the case of Slovenia
(0.46%) compared with Hungary (2.82%), presenting a very similar level of indebtedness
or Ireland (0.58%) and Poland (2.53%). Hungary and Poland do not have the euro as a
currency which will allow them to devaluate their currency more easily, generating more
uncertainty in investors.

2.4.2 Current automotive market situation, targets for national
automotive eet and infrastucture

The decarbonization of the vehicle market will rely on a diverse portfolio of technical solu-
tions [100]. Different factors will determine which technology establishes, mainly technical,
economic, and institutional [77].

A scenario based on hydrogen can not be discarded in the medium-long term. However, the cur-
rent national markets are developing speci c targets for alternative vehicles composed mainly
of biofuels and rising uptake of electric vehicles.

It has been considered a good way of describing how advanced the vehicle markets are in their
transition to zero-emission the following features:

» greenhouse gas (GHG) intensity reduction of road transport - % of decrease be-
tween 2010 and 2019This indicator measures the reduction of GHG emission intensity
of fuels sold by road transport between 2010 and 2020. For better understanding, an
example could be combining gasoline with bio-fuels as, for example, E10, which is the
gasoline that has a 10% of bio-ethanol. Bio-ethanol does not produce greenhouse gases
considering its full life cycle. This feature is relevant because bio-fuels have been the
main responsible for the use of a 10% of renewable energy for transport in Europe by
2020, and electric vehicles still play a small role by 2020. [138]

The EU had a target to reduce the GHG intensity of fuels to 6% in 2020 with respect to
levels of 2010. This target was set in RED and, in 2019, adjusted for 2030 with a more
ambitious target [17]. In 2019, the levels decreased by 4.3%. The reduction is mainly
due to the use of biofuels. Finland and Sweden have only accomplished the intensity
reduction target of 6%. Outside the EU, Norway has accomplished as well the EU target.
It is important to remark that if indirect land use change is accounted for, most countries
have smaller reductions, and the average intensity reduction in UE is 3.4% instead of
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4.3%. The values used include indirect land use change because this is the relevant value
to know how much th€ O, emissions have been reduced.

 Effort Sharing Regulation target for 2030: Effort sharing legislation or regulation sets
the national target for different sectors, which account for more than 60% of total EU
emissions. [46] The target is set for the year 2030. Expressed in %. The main sectors
covered are transport, energy consumption in buildings, agriculture, small industry in-
stallations, and waste management. The target for 2020 at the EU level was to have a
reduction of 10% with respect to 2005, and a reduction of 15% was achieved. For 2030,
the aim is a reduction of 30% with respect to 2005 levels. The national targets differ
and are not aligned with the EU. This shows the effort a country is willing to take and
at which point the decarbonization phase expects to be in 2030. In 2020, 21 out of 27
accomplished their targets. 3 out of the 6 remaining were very close to the target without
applying exible mechanisms. This shows that the national targets are good indicators of
the effort a country is willing to take.

* Renewable Energy Source share in 2020This indicator shows the share of energy
from renewables used for transport in 2020. Expressed in %. The indicator is relevant
because decarbonization at a considerable level is only possible if it is invested in renew-
able energy sources. Biofuels, electric, and hydrogen vehicles can be zero-emission only
if renewable energy is used.

Pursuing the target of 10% renewable energy share for transport in the EU [117], the
share increased from under 2% in 2005 to 10.2% in 2020. As it has been said above,
the increase of last years in all EU was explained mainly by the high intake of biofuels.
The electri cation of eets still plays a small role in this share. The target for 2020
was achieved because it was 10%. However, there is a very diverse share achieved by
countries in 2020. The target de ned in RED II (European directive) is to increase to
14% the renewable energy used in transport by the year 2030.

» New registrations of electric cars Electric cars consider battery electric vehicles (BEV)
and plug-in hybrid electric (PHEV). This indicator shows the current share of new electric
car registrations in 2020. Expressed in %. Passenger cars are the alternative technology
with faster development in recent years, and a huge intake is expected in the coming
years. Electric cars have had a massive intake in the EU by 2020. It increased the share
from 3.5% to 11% in just one year. (from 550,000 units in 2019 to 1,325,000 units in
2020). BEV accounted for the majority of electric vehicles over PHEV.

In the past, the total cost of ownership (TCO) has been considered a signi cant barrier to
adopting electric vehicles. According to [50], the economic competitiveness of BEVs is
the most crucial element of the consumer adoption decision, and the upfront costs weigh
heavier in the decision than savings when using the vehicle [62]. BEV had a much higher
retail cost than ICE vehicles due to the cost of batteries. In recent years, the TCO has
decreased due to the exponential decrease in the cost of batteries. It is expected to have a
breakeven point with ICE vehicles in the second half of 2020. [60]. This will allow the
intake of electric cars to keep growing. Other factors such as range and infrastructure will
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still be disadvantages for customers when selecting the type of drive train and will act in
the opposite direction.

» Average of vehicle ageThis indicator shows the average age of passenger cars in 2020.
It shows how dynamic each national market is. This is relevant because a transition could
be faster in a country where vehicle age is lower. There are considerable differences
among countries: EU cars are now, on average, 11.8 years old. Lithuania and Romania
have the oldest car eets, with vehicles almost 17 years old. On the other hand, the newest
passenger cars with only 6.7 years can be found in Luxembourg.

» Automotive industry size: This indicator is the employment share the automotive indus-
try represented in 2019. Internal combustion engine (ICE) production gives work to a
large population in certain countries. The transition to electric engines will considerably
reduce the number of workers in automotive workers because the complexity is much
lower with respect to ICE. [87] Then, countries with a higher share of workers in the
automotive industry will have lobbies to defend the workers. Initially, it was considered
to use the automotive industry's GDP as well. However, they had a high correlation, and
if both features are combined, the results are too much in uenced by the industry's size.
Thus, only one feature has been selected.

 Public electric chargers infrastructure: Public electric chargers infrastructure is mea-
sured with two indicators:

— geographical electric public charger density Charging points per 100 km

— electric public charger availability: Electric vehicles per charging point

Two indicators are selected due to the relevance of the infrastructure in the intake of
new technology. As explained in 2.3, infrastructure is a major barrier [39]. Bio-fuels
do not need infrastructure, but their growth is moderate compared with electric vehicles.
Electri cation of the roads requires a huge investment in public chargers.

Public electric chargers are required if the uprising growth wants to be sustained. The
massive growth of registrations has made the electric vehicle per charging point grow
from 2 cars per charging point in 2010 to 11 in 2020. This growth occurred even with
infrastructure built at a robust pace. Based on European Commission calculations, a
further decrease of CO2 of 50% based on 1990 levels would require 6 million publicly
available infrastructure points, translated into 27-fold in less than a decade. [2]

Regarding the second indicator, inhabitants per charging point, the growth in the dif-

ferent electric vehicle markets have been very uneven. 73% of all European sales are
concentrated in 4 western countries with some of the highest GDPs per capita, and three
countries (Germany, France, and the Netherlands) concentrate 70% of all public chargers
in Europe. These countries, especially the Netherlands, present an excellent infrastruc-
ture. Outside the EU, it is worth mentioning Norway, which has had an enormous EV

uptake, and the infrastructure is also at the level of the leading European Union countries
mentioned before. Finally, the last indicator is important because charging points per 100
km show the possibilities to connect among European countries. The low public chargers
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in certain countries show that the dif culties of traveling with EVs across Europe will
still be complex. Finally, it is important to remark that public chargers have not been
separated between fast chargers and normal chargers. This affects countries like the UK,
which has a large number of fast chargers compared to other countries.

2.4.3 Social awareness

According to Wappelhorst et al. [142], key barriers to alternative vehicles are affordability,
convenience, and awareness. Vehicle affordability (total cost of ownership) and convenience
(range, infrastructure) have already been considered in other features. At a macro level, aware-
ness is partly xed by the different targets each country is setting. However, at a micro level, this
factor has not yet been considered. This can be done through information campaigns to raise
awareness and increase visibility regarding available alternative fuel vehicles and their bene ts.

Each country has a different level of awareness, and it would be perfect to have a specic
indicator that measures the awareness regarding ICE pollution and how prone they are to use
alternative fuel vehicles under certain circumstances. Due to the lack of data and the lack of
resources for performing a 29-country interview for vehicle customers, it has been selected
an interview done at a European level that measures the level of awareness regarding climate
change.

The indicator used has been the following:

* climate change awareness indicatorlt measures environmental awareness, and it is ex-
pressed in %. Social awareness is a very important factor in the transition to zero-carbon
emission. If citizens consider climate change a major problem, they nd it legitimate that
the investment made in this area is huge. This area includes transport, electricity gen-
eration and other elds. Investments for developing infrastructure, giving subsidies, and
making tax reductions. Citizens of a country with a lower GDP per capita or a smaller
consciousness of global warming will be less prone to see adequate to promote green
technologies and measures. In order to measure this, a poll done by Eurobarometer in
October 2021 is used for European Union countries. The questiomhish of the fol-
lowing do you think are the main challenges for the ETiy can choose maximum 3
answers and some of them ageing of populationrunemploymensocial inequalities.

The answer which is relevant for usaavironmental issues and climate chanfyemany
countriesenvironmental issues and climate chamg¢he answer which is most voted to
show awareness for climate change.

All variables have been considered to have the same relative importance. Manual weighting has
not been performed in these variables.

2.5 Methodology

Once the data is selected, the methodology consists of exploring the data and analyzing the type
of problem that is being solved.
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The objective is to de ne a certain amount of characteristic groups (clusters) that group coun-
tries by their similarities in the automotive market. A clustering problem is being solved because
these countries have not been labeled, and results cannot be tested as it is done in classi cation
or regression problems.

The labels will be de ned once the clusters have been formed. The objective is to form 5
or 6 clusters. For labelling, an analogy to Rogers curve can be used depending on how new
alternative technologies have penetrated the different countries (Further explanation of Rogers
curve in Section 2.5.2.4.2).

The process followed for solving the problem can be divided into:
1. Data exploration and preparation

 Correlation matrix
» Scatter plots

* Ouitliers

» Standardisation

» Variance in ation factor

2. Selection of the baseline model and approach to the problem
» Baseline models and rst results
 Selection of the baseline model
» Multicollinearity reduction (if required)

* Interpreting new orthogonal space (if dimensionality reduction techniques are ap-
plied)

3. Development of the baseline model selected and analysis of the results
* Hyperparameters tuning
» Final model selection
* Signi cance of results

* Interpretation of results and labelling

Once the process has been shown, different aspects of each part that are relevant are going to be
brie y described.

2.5.1 Data exploration and preparation

The data is collected in a CSV le, and the problem is solved using Python, more speci cally
using a Notebook. There are no missing values, and all values are numerical.

Once this is checked, the statistical values of variables are analyzed. Means, standard deviation,
and the different quartiles can be seen. This helps to see how equally or unequally distributed
data is for each feature.
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2.5.1.1 Correlation matrix

After observing the basic statistical values, it is analyzed how correlated one feature is with the
other. This is done by plotting the correlation matrix (Figure 2.1).

Figure 2.1: Correlation matrix of the features selected

Graphically, it can be observed that there are relatively high correlations between many features
higher than 0.6 and lower than -0.6. After that, the highest correlation coef cients are shown in
Table 2.1:
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feature 1 feature 2 Pearson correlation coef cient
RES_share_2020 registrations_electric_cars_2020 0.713945
social_awareness_ind average_age_cars 0.724123
average_age_cars GDP_per_capita_2021 0.753348
average_age_cars GDP_per_capita_2020 0.776415
registrations_electric_cars_2020 | GHG_intensity_reduction_biofuels 0.780945
ESR_target 2030 average_age_cars 0.831014
employment_automotive_industry size_automotive_industry 0.835934
GDP_per_capita_2021 GDP_per_capita_2020 0.994621

Table 2.1: Highest correlation coef cients of the selected features

It can be observed there are different correlations observed among different terms, but over 0.90
it can only be observed in the GDP per capita in 2021 and in the GDP per capita in 2020. Ithas a
correlation of 0.995 which means that GDP per capita in 2020 should not be in the model. It was
deleted because it was an additional dimension without giving extra information for classifying
countries. The size of the automotive industry (which is the share of GDP of the automotive
industry) and employment of the automotive industry have a high correlation, 0.836, and both
are trying to measure the automotive industry size. Then, it is decided to delete the size of the
automotive industry and keep the employment in the automotive industry.

Additionally, it can be observed a correlation above 0.8, which is the ESR target of 2030 and
the average age of cars. This is a very high value, and regarding the relevance of both terms, it
will be decided later if they should be deleted.

High correlations can be observed in the model, and this may cause problems. It will be an-
alyzed if features that apparently represent different characteristics of the automotive market
should be deleted or how to deal with this.

Note: Gross debt and habitants per charging points are parameters that are not included in the
model. Initially, they were considered, but after revising the literature, gross debt was dropped
(See in Section 2.3), and habitants per charging point feature was dropped because using three
terms related to infrastructure was giving too much importance to infrastructure.

2.5.1.2 Scatter plots

Scatter plots are useful to observe visually how the data distribution looks between two features.

The correlation between features can be observed visually. Two scatter plots are shown in Figure
2.2 where ESR target 2030 respect to GDP per capita is represented in Sub gure 2.2a and the
average of vehicle age respect to ESR target 2030 is represented in Sub gure 2.2b.

From scatter plots, very interesting trends can be observed. In the rst case (Figure 2.2a), a very

clear negative correlation is observed. The higher the GDP per capita, the higher the national

reduction target of greenhouse gases for the year 2030. The correlation between these two
features is 0.72. It can be observed there are three outliers. Two, because they have higher
GDPs per capita, and a third one which has a very high ESR reduction target.
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(a) GDP per capita vs. ESR target 2030 (b) ESR target 2030 vs. average vehicle age

Figure 2.2: Scatter plot of selected features

In the second case (Figure 2.2b) it can be observed a positive correlation. The older the average
age of the vehicle eet, the lower the reduction target. This plot looks more spread, but it has
a smaller amount of outliers. Because of that, it ends up having a higher Pearson correlation
coef cient.

From Figure 2.2b it can be extracted that countries with a more dynamic market expect to reduce
more greenhouse gases which is logical because they change cars much faster, and this allows
to have a major intake of alternative vehicles where the share at the moment is quite low.

2.5.1.3 Outliers

Outliers have been observed. Luxembourg and Ireland are clear outliers when considering
their GDP per capita with respect to other countries. Both have very attractive tax policies

for corporations, and this is one of the reasons they have high GDPs per capita. However,
the low taxation makes the development of greener technologies slower than what would be
expected (compared to other countries and following the trend line). Transitioning to clean

transport requires a big amount of public budget. On the other hand, Norway has very speci c

characteristics and, in many features, looks like an outlier. These conditions can make it dif cult

to group these countries with others. However, it is not something it can be concluded yet.

For making a better analysis of the outliers, box plots were used. Box plots are used to interpret
graphically how each feature of the data is distributed and if there are outliers. The orange line
is the median, the box is the interquartile range (de ned by the rst and third quartile), and
nally, the T-shape whiskers go to the last point, which is still within 1.5 times the interquartile
range. Points that are further are outliers and represented as points.

Each feature has been analyzed, and an example of two box plots for two different features is
shown in Figure 2.3.

In Figure 2.3a, it can be observed that the outliers are Ireland and Luxembourg and far away
from the rest of the countries. In gure 2.3b, it can be observed that the outliers are Norway and
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(a) GDP per capita (b) GHG intensity reduction of biofuels

Figure 2.3: Box plot of selected features

Sweden and, nally, Finland, which is closer to the T-shape whisker.

After analyzing all box plots separately, it can be concluded that there are many countries that
have been at least in one feature outliers. This will make the clustering a bit more dif cult, and
the clusters will de nitively be less dense. Sweden and Norway are systematic outliers, and the
Netherlands is as well. Finland is an outlier in two features and Portugal and Luxembourg are
too. There are other countries that are outliers just once.

2.5.1.4 Standardization

It is important to remember that most machine learning algorithms work better if the data is
normalized around zero; It has a mean value of zero with a standard deviation of one. Principal
Component Analysis and other clustering methods are sensitive to data magnitudes. Here,
feature standardization is shown in Figure 2.4.

In Figure 2.4, it is observed how the GDP per capita has been standardised. Once it is scaled
(Figure 2.4Db), it can be observed the mean is around 0 and a standard deviation of 1. Standard-
ization has been performed for all features.

In Figure 2.4, it can be observed something similar to a Gaussian with a small decay on the right
for the case of GDP per capita 2021. The data set is small, and each of the features presents
different distributions, which in most cases do not follow a Gaussian distribution.

2.5.1.5 Variance in ation factor

Before analyzing the baseline models, it wants to be analyzed, which is the level of multi-
collinearity among the features selected.

High multicollinearity is a problem because it undermines the statistical signi cance of an in-
dependent variable. [5] It exists whenever an independent variable is highly correlated with
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(a) unscaled data (b) scaled data

Figure 2.4: Standarisation of GDP per capita

one or more of the other independent variables in a multiple regression equation. This multiple
regression equation is used as a theoretical base for the Variance In uence Factor (VIF).

VIF is used for analyzing multicollinearity of the model. In simple words, VIF is a metric that
explains how well a feature can be explained by all the other features of the model.

It basically consists in tting a regression model (for examplez= bg+ bixo + boxg+ :::) to
one of the features which is considered independent.RAmalue is obtained for the model
adjusted for a certain feature, and the formula of Vlli—i"ﬁi. This is done for all the features.
A possible classi cation can be:

« VIF=1) R?=0: No multicollinearity
* VIF between 1 and 5 R? between 0 and 0.894: Moderate multicollinearity
« VIF higher than 5 R? higher than 0.894: High multicollinearity

The VIF obtained considering all features previously selected in Section 2.4 are presented in
Table 2.2

A very high level of multicollinearity is obtained. 4 terms have VIF overn%erage age cars
has a VIF of 10.03, which is equivalent toRg of 0.95. The next three highest terms have
correlations over 0.90.

This indicates that the clustering may be affected by multicollinearity. Reducing multicollinear-

ity requires deleting features manually until VIF is reduced or applying tools such as Principal
Component Analysis (PCA) which allows projecting the features in an orthogonal space and
de ning new principal components. Independently of the process followed, information is lost.

If features are deleted manually, available features are no longer in the model, and if PCA is
used, new principal components combine previous features. The new space is less understand-
able; usually, principal components containing a low variance (a low amount of information)
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feature VIF
GDP_per_capita_2021 3,79
long_term_interest_rate 1,88
GHG _intensity_reduction_biofuelg 4,56
ESR_target_2030 5,95
RES share 2020 4,87

registrations_electric_cars_2020| 9,53
charging_points_per_100km 2,98
electric_vehicles_per_charging_pointl,54
average_age_cars 10,03
social_awareness_ind 5,59
employment_automotive_industry] 1,46

Table 2.2: Variance In uence Factor of selected features

are deleted. Before reducing multicollinearity, baseline models are evaluated. Sometimes it
is possible to obtain successful results without dealing with multicollinearity, and above all,
without losing any information.

2.5.2 Selection of the baseline model and approach to the problem
2.5.2.1 Baseline models and rst results

Kmeans

A good approach for clustering is applying Kmeans as a baseline model and observing which
Silhouette score is obtained. Kmeans is quite straightforward: It is speci ed beforehand the

expected number of clusters k, and the algorithm will assign each instance to one of these k
clusters such that the sum of the within-cluster variations across all clusters is minimized.

Kmeans relies on geometric distance, and if the Kmeans Silhouette score is higher than 0.3, it
can be considered that clusters are relatively dense and well delimited. If the model is above
this threshold, it will allow to keep all features in the model and avoid using any technique for
reducing multicollinearity where information of the variables is lost.

As a rst approach to determine the number of clusters when it is not known, an inertia plot can
be calculated. The algorithm tries to minimize the sum of the within-cluster variations across
all clusters. Each time a new cluster is added, the total variation within each cluster is smaller
than before until there is one cluster per point, and the inertia (variation) is 0. However, if the
variation is plotted, it may be observable in a certain number of clusters where, when a new
cluster is added, the marginal variation is much smaller than before, and this can be observed
with an elbow plot.
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The inertia can be de ned as: .
E\O rr%gg(u X mjj©) (2.1)

whereny is the mean of the samples in the cluster. Once it has been de ned, the inertia plot is
shown in Figure 2.5.

Figure 2.5: Inertia plot of K-means

It is hard to observe a very de ned elbow. Thus, it is dif cult to determine an optimum number

of clusters. It is observed a rst change of slope at 6-7 clusters, but very slightly, which can
suggest that native space (the original coordinate system) is not easy to interpret. Once this has
been said, the Silhouette score is evaluated for the different number of clusters to observe if it
is high.

number of clusters Silhouette average score

3 0,30
0,27
0,23
0,21
0,22
0,20
0,15
10 0,18

O 0N O

Table 2.3: Silhouette average score for different number of clusters using Kmeans

The objective de ned is nding around 5 or 6 clusters. It has been observed in Figure 2.5, a
change of slope around 7, but has obtained a higher Silhouette score for 5 clusters. However,
the Silhouette score obtained for 5 clusters is 0.23, which is considerably under 0.3, and for 6
clusters, the Silhouette score is 0.21, which is even lower. Both values are clearly under the
threshold. Having this Silhouette score value suggests the space is quite sparse, and multi-
collinearity is affecting results. Reducing multicollinearity and the number of dimensions will
allow for more de ned and solid groups. Silhouette score should increase.
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DBSCAN

Another method that has been considered is DBSCAN which is another type of clustering
method which has the characteristic feature of de ning an outlier group. The maximum amount
of groups that DBSCAN is able to create is three and one outlier group. The group of outliers
is 9 Countries: Norway, Sweden; Netherlands, Luxembourg; Malta, Portugal, Finland; Ireland,
United Kingdom; Romania. All these countries have already been observed in Section 2.5.1.3
as possible outliers. These countries have characteristics that make them different from the rest.

The relative similarities between the countries for DBSCAN (Silhouette scores) show that sam-
ples are not segregated from one another as dense regions. For any epsilon (minimum distance
to group 2 countries in a country), the Silhouette score is very low, and there is a very high num-
ber of outliers. DBSCAN and Kmeans could bene t from dimensionality reduction because a
more dense data space will be created.

2.5.2.2 Selection of the baseline model

The last model considered and the one used in the following sections is hierarchical clustering.

In Section 2.5.3, there is a more detailed explanation of the model and why it has been selected.
The Silhouette score using Kmeans obtained for 5 clusters is 0.23. This is the score to beat. The
objective is to have a Silhouette score higher than 0.3 using hierarchical clustering.

In order to do that, reducing multicollinearity is the next step that needs to be done.

2.5.2.3 Multicollinearity reduction

In the model, there are only 11 features that have been selected carefully. Initially, it was tried to
delete features manually. However, depending on the path followed, nal different results were
obtained. This shows that even with high levels of multicollinearity, all features are meaningful

for the model. In order to delete features manually without noticing much change, a higher
number of features in the model will be required.

A model that uses principal component analysis (PCA) has been selected to eliminate multi-
collinearity and examine the relationships between variables. The downside of following this
path is that old variables are transformed into new principal components, which are harder to
interpret.

2.5.2.3.1 Principal component Analysis (PCA)

Combining clustering with dimensionality reduction techniques is a general approach. A very
used dimensional reduction technique is PCA which is afterward combined with a clustering
technique like Kmeans or hierarchical clustering. This allows for obtaining an optimum cluster
solution. Additionally, approximations using two or three PCs are helpful because the data
can be summarized in a scatter plot [82]. Different studies combine PCA with hierarchical
clustering for extracting different patterns.
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Firstly, in [59], a country clustering is done considering economic, technological, cultural, de-
mographic, and quality of life variables to observe if corruption has a real effect on the growth
and evolution of countries or if it is just one more factor. Secondly, a paper published in Nature
[85] following the same methodology tries to analyze if there are similar epidemic patterns of
the SARS-CoV-2 in different regions of Italy. The purpose of the analysis is to provide pol-

icymakers with a snapshot of the epidemic in Italy, which might help guide the adoption of
countermeasures to the situation at a regional level.

Both papers cluster a tiny dataset like the dataset of this study. In [59], 39 countries and in [85]
21 regions. A wide number of features tend to have high correlations in both papers and this
study. Thus, it is necessary to reduce the dimensionality and project features in a non-correlated
space to obtain optimal clustering results.

Once the literature has been shown, a theoretical background of principal component analysis
is presented. PCA is a way to reduce the number of variables while maintaining most of the
vital information. It transforms a number of variables that may be correlated into the same
or a smaller number of uncorrelated variables, known as principal components (PCs). The
principal components are linear combinations of the original variables weighted by their vari-
ances (or eigenvalues) in a particular orthogonal dimension. According to Neereduces

data space by geometrically projecting them onto lower orthogonal dimensions called principal
components (PCs), with the goal of nding the best summary of the data using a limited number
of PCs.[82].

Using PCA completely deletes multicollinearity, and principal components are ordered follow-
ing variance criteria. The rst PC is chosen to minimize the total distance between the data and
their projection onto the PC. By minimizing this distance, it is also maximized the variance of
the projected points in the new principal component. Once PC1 has been obtained, the same
procedure is done for obtaining the following principal components. Thus, it can be seen that
the rst principal component (PC1) contains more variance than the second (PC2), PC2 more
than PC3, and successively.

The variance ratio of the dataset studied is calculated, which explains how much variance, or in
other words, the information each feature contains.

PC1 | PC2 | PC3 | PC4 | PC5 | PC6 | PC7 | PC8 | PC9 | PC10| PC11
42,6%| 18,7%| 10,4%| 7,5% | 6,9% | 4,8% | 3,7% | 2,5% | 1,6% | 0,7% | 0,4%

Table 2.4: Variance ratio in % of principal components

It is logical to consider deleting features that do not give almost information. PC1 explains
42.6% of the variance of all features while PC11 only 0.4%. Reducing dimensions helps to
deal with a smaller hyperspace which can help similarity-based machine learning approaches
to obtain better results [125]. A 29-country data set is a very small dataset and papers already
mentioned ([59] [85]) with similar data sets that presented high levels of multicollinearity. PCA
was used for reduced dimensionality, deleting multicollinearity, and obtaining optimal cluster
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results. At this point, it is important to de ne criteria for selecting the optimum amount of
principal components to keep.

For a deeper explanation of how the model becomes more meaningful when reducing dimen-
sions that present low variance, consult Chapter of Appendix 7.3. A very detailed analysis of
the improvement of the meaning of distances between countries when reducing the dimensions
of the model is performed.

Selecting the number of components

After analyzing if the characteristic distance (average distance between countries) is meaning-
ful in the original space (See Chapter of Appendix 7.3 ), it is con rmed that dimensionality
reduction is required in this model.

Selecting an appropriate number of principal components is relevant for the nal results. The
criteria depend mainly on the additional information obtained by adding an additional principal
component. A higher number of dimensions makes the average distance between two random
points bigger. Thus, if the variance added to the model by adding a principal component is
small, the gain of adding a principal component can be none because data will be more sparse
compared to the previous situation.

Different criteria can be de ned for selecting the number of components. Here, three criteria,
which are the most common, are selected:

» Select the number of components that hold 80-90% of the total variance together.

If this criteria is used, variance ratio from Table 2.4 is analyzed. Between 5 and 6 principal
components would be selected.

» Use a scree plot: A scree plot is a plot of the variance. It is shown in Figure 2.6. The
suggested number of components to keep is the last component before the plot forms
an elbow and the curve attens out. Unfortunately, the scree plot often presents some
ambiguity. In this case, it does not present a very de ned elbow. It suggests keeping
between 3 and 4 components.

Figure 2.6: Scree plot
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The case analyzed does not present a very de ned elbow. It suggests keeping between 3
and 4 principal components.

» Use the Kaiser criterion: The Kaiser rule suggests the minimum eigenvalue rule. In
this case, the number of principal components to keep equals the number of eigenvalues
greater than 1. Eigenvalues of principal components are shown in Table 2.5.

PC1| PC2| PC3| PC4| PC5| PC6| PC7 | PC8 | PC9| PC10| PC11
486 2,14| 1,18 0,86 0,78 | 0,55| 0,42| 0,29 | 0,19| 0,08 | 0,05

Table 2.5: Variance (eigenvalues) of principal components

The kaiser criterion would suggest keeping 3 components.

It is decided to keep 3 componentsThe reason is that the scree plot is not very de ned. It
suggests keeping between 3 and 4 components, and the Kaiser criterion suggests keeping three
components.

A total variance of 71.7% is kept. This is under 80%. However, the bene ts of having 3 PCs are
that data can be observed in a 3D space and that more de ned groups would be obtained (As
concluded from Table 7.6).

2.5.2.4 Interpretation of the new orthogonal space

In order to analyze the new orthogonal space, loading factors can be obtained. By de nition, the
principal components are linear combinations of the original variables. Then, loading factors
are the weight each original feature contributes to the formation of the principal components.

Before analyzing the loading factors and their meaning, it is important to display how countries
are located in this new orthogonal space. From a theoretical point of view, it is important to
explain how new technologies penetrate markets and which groups can be classi ed as adopters
of these technologies.

2.5.2.4.1 Using PCA as a visualization tool

PCA is not only a good tool for deleting multicollinearity, but it is also helpful for observing the
problem visually. PCA can be used as a visualization tool to observe the data in 2D or 3D. In
Figure 2.7, countries are represented in the rst two principal components, which account for
61.4% of the total variance of the features.
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Figure 2.7: Representation of the countries in the rst two principal components (PC1 and
PC2)

From Figure 2.7 different observations can be done. As it was observed using DBSCAN, Nor-
way and Sweden are outliers because they are not very close to each other, but there are very
far away from the rest. Netherlands and Luxembourg present the same situation. Finland is
clearly separated from the rest, and Malta and Portugal are relatively far. The United Kingdom
and Ireland were outliers in the DBSCAN analysis, but in Figure 3.7 do not look like outliers
just observing these two dimensions. (In Notebook, an additional interactive 3D plot can be
observed).

Apart from countries relatively far from the rest, others are forming more delimited groups. PC3
would be used as well to separate better clusters. At this point, it is not easy to understand what
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PC1and PC2represent. Thisis analyzed in Section 3.5.2.4.3, but before doing that, a theoretical
concept related to the penetration of new technologies inside a market and the different existing
actors is introduced to understand better what will represent each cluster.

2.5.2.4.2 Innovation adoption curve of Rogers

The clustering purpose is to group countries into 5, 6 groups if possible, following the diffusion
of innovations theory presented in 1962 by Rogers [120] and shown in Figure 2.8. The inno-
vation adoption curve of Rogers is a model that classi es adopters of innovations into various
categories (innovators, early adopters, early majority, late majority, and laggards) based on the
idea that speci c individuals are inevitably more open to adaption than others.

Figure 2.8: The diffusion of innovations described by Rogers [120]

The different features described in 2.4 try to capture how evolved the vehicle market of each
country is. A country will be more prone to adopt new technologies depending on the actual
market situation, social awareness, and government policies, including investment in infrastruc-
ture, subsidies, and tax reductions. A static image of the country has been taken. It considers the
technologies already starting to penetrate markets, such as biofuels and electric vehicles. Other
alternative fuels like synthetic fuels or hydrogen have not been considered to group countries
because they do not have relevance in the current market.

2.5.2.4.3 Loading factors
The loading factors for each of the three principal components are shown in Table 2.6.

It is important to remark that initial variables are standardized, meaning the mean is 0. Then, if
GDP per capita is smaller than the mean, it will have a negative value under this scale.
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PC1 | PC2 | PC3

GDP_per_capita_2021 0,32 | -0,32| -0,07
long_term_interest_rate -0,23| 0,29 | 0,28

GHG _intensity_reduction_biofuels | 0,31 | 0,42 | 0,11
ESR_target_2030 -0,39| 0,14 | -0,07
RES_share_2020 0,20 | 0,50 | 0,23

registrations_electric_cars_2020 | 0,37 | 0,34 | -0,04
charging_points_per_100km 0,30 | -0,20| 0,10
electric_vehicles_per_charging_point 0,17 | 0,32 | -0,18
average age_cars -0,37| 0,30 | -0,14
social_awareness_ind 0,40 | -0,03| 0,26
employment_automotive_industry | -0,08| 0,14 | 0,85

Table 2.6: Loading factors of selected features

Once this is clear, the rst principal component (PC1), which captures 42.6%, appears to corre-
spond to countries that would be early adopters and the early majority on the right. Higher GDP
per capita (0.32) positively in uences the alternative vehicle transition to be more evolved. A
good public electric charger density infrastructure (0.30) and social awareness (0.40) are also
very relevant in the market's current situation. Having high registrations of electric vehicles
(0.37) is positive, and the age of cars (-0.37) also, the shorter the average life of cars is, the
more right the countries are located. Employment in the automotive industry has a minimum
relevance in this axis (-0.08). In summary, higher values in infrastructure, social awareness,
CO, reduction targets (-0.39), new electric vehicle registrations, and lower values in the aver-
age age of cars help the countries to be more on the right of the x-axis. Countries that have
worse values in the features are on the left. Sweden and Norway, followed by the Netherlands,
are the most to the right countries and Romania the most to the left (See in Figure 2.7).

On the other hand, the second principal component (PC2) has a variance of 20.4%, and it is
harder to interpret. It gives a negative value to GDP per capita (-0.37), which means countries
like Bulgaria with a negative GDP per capita (in the standardized scale) would be on the upper
part of the y-axis. Higher long-term interest rates (0.27) also contribute to be in the upper part.
Alow ESR share (0.14) and a high employment rate in the automotive industry (0.14) contribute
slightly to be in the upper part as well. Having low charging points per 100 km (-0.21) helps
to be on the upper part. Having old cars goes in the upper direction (0.31). All these features
group countries with lower development to alternative vehicle technologies in the upper part.
However, the use of biofuels (0.41), the renewable energy share (0.52), and the registration of
new electric cars go in the upper direction(0.34), which are terms that are common for countries
with a more decarbonized automotive market. Therefore, afterward, Norway and Sweden are
in the upper part. They present very high use of renewable energy sources, high use of biofuels,
and high registration of electric cars. They are outliers in these categories. The use of biofuels
is high only in Norway, Sweden, and Finland. The rest of the countries have low values (never
higher than 1) in this feature, meaning they are not going to the upper part due to this factor. The
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same happens with renewable energy share, but not that drastically. For the rest of the countries,
it can be understood that the upper dimension means to be part of the late majority or laggard,
and the down part means to be advanced. The case of Finland is more complex because it has
high values, but not enough as Sweden and Norway, so it is kept in-between.

The third principal component, PC3, has a variance of 10.2 % and gives different weighting
to each feature. It gives certain importance to the long-term interest rate (0.28) and the re-
newable energy share (-0.23), which locates countries that tend to be less advanced in the
positive part. On the other hand, countries with a dense network of chargers (high charg-
ing_points_per_100_km) (0.18) and high availability (low electric_vehicles_per_charging point)
(-0.14) will be on a positive axis. High social awareness (0.26) locates countries in the positive
axis. Some features push to the upper part more developed countries, and others push them to
the downside. However, the most relevant feature in PC3 is the employment in the automotive
industry (0.85) which is locating countries with a more prominent automotive industry sector in
positive part. The third dimension can be analyzed in a 3d plot.

Once the new reduced orthogonal space determined by the principal components can be under-
stood, the development of the baseline model is started.

2.5.3 Development of the baseline model selected and analysis of the
results

Cluster analysis is performed using 3 PCA components. Agglomerative hierarchical cluster
analysis is performed, the most widely used technique between hierarchical clustering methods
within the literature [63].

Hierarchical clustering has been selected because it does not require de ning the number of
clusters at the beginning. Here, a bottom-up approach will be followed. This is agglomerative
and consists of grouping just the instances that are closest to each other. It is like a reversed
tree.

A distance matrix needs to be constructed for clustering, and there is a distance calculation.
The distance is de ned by the linkage, the distance de ned between clusters (method), and the
similarity measurement, which is the pairwise distance between observations in n-dimensional
space (metric).

In cluster analysis, it is not trivial to determine the most appropriate clustering linkage method
and the most suitable similarity measurement. Applying a different method to the same data
produces different clusters. The same happens when applying a different metric.

In order to evaluate which is the most appropriate method, a metric for evaluating the clustering
results has been selected. Silhouette score has been selected as the most appropriate criterion
[121].
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2.5.3.1 Silhouette score

Silhouette score is a metric used for clustering when there are no ground-truth cluster labels
that can be de ned. This is the most typical case while doing clustering. If not, Rand Index or
Mutual Information could be used.

Silhouette score is used to measure the separation distance between clusters. It is used to see
how densely distributed the data is. The mean intra-cluster distance (Mean distance between
the observation and all other data points in the same cluster) with respect to the mean nearest-
cluster distance (Mean distance between the observation and all other data points of the next
nearest cluster) is calculated. Silhouette coef cient can be expressed as:

(n i)
— 2.2
max(i; n) (2.2)
Where n is the distance between each sample and the nearest cluster that the sample is not a
part of, while i is the mean distance within each cluster.

It goes between -1 and 1, where 1 means all data is packed in the center of the cluster, and -1 that
data may have been assigned to the wrong cluster. It can be used as a graphical tool where each
sample's score is observed and how dense and well delimited a cluster is. It can be obtained
a global Silhouette score by averaging the Silhouette coef cients. The global Silhouette score
describes the entire clustering performance with a single value. Figures of what a Silhouette
plot looks like and further analysis can be consulted in Appendix 7.4.1.

Once the Silhouette score has been introduced, linkage and similarity measurement methods
can be evaluated, and choose the most appropriate. The highest Silhouette score gives the best
solution, which allows checking the model's internal validation.

Apart from observing the Silhouette score, the Silhouette plot and dendrogram can be used to
make the nal decision.

2.5.3.2 Hyperparameter tuning and model selection

Once the similarity score has been selected and explained, linkage and similarity measurements
are presented. There is an extensive list, and the most common ones have been selected.

Linkage methods
 Single link: It measures the distances between closest elements from different clusters.

» Complete link: It is the distance between the furthest elements in clusters. It is the oppo-
site of a single link.

» Average link: Average of all pairwise distances, and the advantage is that the cluster
formation is less affected by outliers.

From now on, the following linkage methods presented can only be combined with Euclidean
distance (the most common similarity measurement used) because these methods compute cen-
troids in Euclidean space.
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Weighted link: Is a modi cation of the average link

Centroids: It measures the distances of the geometric centroids of two clusters

Median: It is a modi cation from centroid linkage

Ward: It measures how the total distance from centroids changes when considering join-
ing two clusters. It uses a variance minimization algorithm.

Similarity measurements

» Euclidean distance: uses Euclidean distance (2-norm) as the distance metric between the
points. Itis the most typically used.

Minkowski distance
* Manhattan distance
» Standardized euclidean distance

» Squared euclidean distance

The possible combinations have been evaluated to obtain the highest Silhouette score for 6
clusters. A summary table for each linkage with the similarity measurement, which gives the
highest score, is presented. When it was impossible to obtain 6 clusters or the score obtained
was extremely low, the result obtained for 5 clusters is shown and indicated with brackets.

linkage similarity method silhouette score Dendrograms
(method) (metric) (See in Appendix 7.4.2)
single (5 clusters) cityblock 0,251 7.9
complete cityblock 0,398 7.10
average euclidean 0,375 7.11
weighted euclidean 0,375 7.12
centroid (5 clusters) euclidean 0,372 7.13
median euclidean 0,256 7.14
ward euclidean 0,401 7.15

Table 2.7: Best similarity score obtained for different linkage methods

It is important to plot the dendrograms to analyze if the formed clusters make sense. The simi-
larity score can be very high because one cluster contains all countries, and the rest contain just
one country. This grouping is discarded. The different dendrograms can be seen in Appendix
7.4.2.

Taking into account Table 2.7 and Appendix 7.4.2 the following conclusions can be extracted:

+ Single link is discarded because it has a lower Silhouette Score than other methods. It has
a value of 0.25 for 5 clusters, and the clusters created do not make any sense.

» Complete link: It presents a relatively high Silhouette Score for 6 clusters, 0.398. The
grouping of countries is reasonable. The threshold between 5,6, and 7 clusters is very
thin. For 5 and 7 clusters, the Silhouette Score is lower.
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» Average link: The highest value obtained using Euclidean distance is 0.375. It separates
Sweden and Norway as independent clusters, and the rest of the clusters are bigger.

* Weighted: The highest value is obtained again using Euclidean distance, 0.375. The
groups of clusters follow a similar distribution to the complete link, but if countries want
to be clustered following Roger's curve, they need to be separated into more groups, 9.
In this case, Silhouette Score is 0.29. This approach is discarded due to the low score
obtained.

» Centroid: It is calculated with Euclidean distance. The results for the 5 clusters have a
score of 0.372, and the clusters are not representative. There are two clusters which are
single countries. Again, 8-9 clusters would be required, and the score obtained is very
low.

* Median: Itis calculated with Euclidean distance. A very low score is obtained, 0.256.

» Ward: It is calculated with Euclidean distance. It presents the highest Silhouette Score,
0.401. Grouping is very reasonable.

Ward method is selected because it presents the highest Silhouette Score, and the grouping
looks reasonable. 6 clusters present a score of 0.401, and 7 clusters have a score of 0.398. In
both cases, there is only 1 misclassi cation in the Silhouette Plot. The signi cance of the results
justi es selecting 7 clusters (See Section 2.5.3.3).

The Silhouette Plot for 7 clusters (See Figure 2.9) has only 1 country misclassi cation. It is
Cyprus, representing less than 0.1% of the new vehicle sales in the EU.

When analyzing the 3D plot, Finland might be the country that is being misclassi ed because it
is far away from Malta, Portugal, Spain, Italy, and Slovenia, and it is almost at the same distance
from Germany, France, and other clusters. Section 2.5.3.4 shows that one cluster is de ned as
the early majority and the second as the late majority. Grouping Finland with Spain and Italy
group would mean estimating a slower evolvement of its vehicle eet, which is a conservative
decision. Additionally, Finland's vehicle eet only represents 1% of the European eet.

The nal hierarchical clustering model has the following features:
» method: ward
* similarity measurement: euclidean
» number of clusters: 7
* Silhouette score: 0.398

The results obtained are satisfactory. The objectives of dimensionality reduction have been
achieved. The purpose was to have a model with a Silhouette score higher than 0.3. All clusters
in Figure 2.9 have individual scores over 0.3, except two which have a score around 0.3. There
is 1 misclassi cation. The score using hierarchical clustering has been improved from 0.23 (See
previous Section 2.5.2.1) to 0.40, which is quite remarkable.

The nal dendrogram obtained is shown, and each cluster is marked with a different color in
Figure 2.10.
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Figure 2.9: Silhouette plot for the nal model selected

Stability of data-driven process

Once results are obtained, the stability of the data-driven process is analyzed; what results when
deleting certain features, such as new electric vehicle registrations or environmental awareness?
A more detailed analysis can be consulted in Appendix 7.4.3.

Deleting these features shows that if a model is created with enough descriptive features, the
level of multicollinearity will be high. When deleting the features mentioned, almost identical
results to the model with all features are obtained. Then, if there is a lack of data for a speci c
feature, it should not be a problem not to use it or search for a different one. Extending results to
an international level should be possible. Deleting features from a possible international model
or selecting others similar should not be a problem, and it is still possible to obtain meaningful
results.

2.5.3.3 Signi cance of results

The hierarchical clustering can allow the grouping of countries and give them labels following
an analogy to the Rogers curve, considering how evolved each national vehicle eet market is.
Before doing that, the ANOVA analysis determines if there are statistically signi cant differ-
ences for given average values of identi ed clusters.

In the one-way analysis of variance tests, under the null hypothesis, it is assumed that all sample
means are equal. In contrast, under the alternative hypothesis, it is assumed that there is at
least one sample mean which is statistically signi cantly different than the others. Under the
null hypothesis here, it is assumed that all cluster means are equal, observing each principal
component separately.

According to the results of the one-way analysis of variance, at a signi cance level of 5%, it
can be concluded that there is a statistically signi cant difference in means between clusters of
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cluster 1 2 3 4 5 6 7 F ratio p_value
PCl1 | -2,22|-1,87|-0,76| 0,48 | 4,75| 3,11 | 1,33 | 57,52 | 1,1710°
PC2 | 0,50 | 0,20 | -0,36| 0,95 | 3,58| -2,60| -1,09| 18,73 | 2,53E10 °
PC3 | 1,51 |-1,14| 0,20 | -0,77| 0,31| 0,33 | 0,13 | 11,43 | 8,0310 °

Table 2.8: One-way analysis of variance based on clusters means of principal components

all principal components. At a signi cance level of 1%, there will still be statistical signi cance
differences for all principal components.

The one-way analysis of variance cannot show which means are different. Consequently, the
clusters cannot be ranked according to the features contained in PC levels. Because of that,
additionally, 95% con dence intervals for means for each cluster and observed principal com-
ponents are calculated. The intervals can be observed in Appendix 7.4.4 if 6 clusters are selected
and the intervals for the nal model which uses 7 clusters can be seen here in Table 2.9.

Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5 Cluster 6 Cluster 7
lower | higher | lower | higher | lower | higher | lower | higher | lower | higher | lower | higher | lower | higher
limit | limit | limit | limit | limit | limit | limit | limit | limit | limit | limit | limit | limit | limit

pC1|-331| -1,12 | -287| 0,88 | -1,31| 0,21 | -1,72| 269 | 281 | 669 | 281 | 3,41 | 041 | 2,25
pCc2|-111| 2,11 | -084| 1,24 | -063| -0,10 | 0,26 | 1,74 | 2,20 | 496 | -540| 0,2 -1,77 | -0,4
PC3| 0,47 | 255 | -1,76 | -052 | 0,05 | 0,35 | -0,9 | -0,58 | -390 | 4,41 | -1,01| 1,67 | -1,50| 1,75

Table 2.9: Con dence intervals for 3 principal components and 7 clusters, con dence level
95 %

The signi cance of the results for the 7 clusters is very satisfactory. It can be concluded that all
clusters can be well separated by at least one principal component. Then, interpreting its results
and how evolved their markets are is pretty straightforward.

2.5.3.4 Interpretation of results

Once the results of the cluster analysis have been obtained, validated using the Silhouette score,
and analyzed if there are statistically signi cant, results will be interpreted. After explaining

the Rogers curve in Section 2.5.2.4.2, an analogy is used for labelling the different countries
depending on how evolved the national vehicle market is in each cluster. Itis important to know
which market share corresponds to each cluster. In Table 2.10, it is shown which countries
represent each cluster, the new passenger car sales share of each country in the EU, and each
cluster.

Analyzing the means of each cluster (See Table 2.9) and its con dence intervals (See Figure
2.11, 7.20, 7.21) and considering the analysis of the loading factors from the different principal
components done in section 2.5.2.4.3 different conclusions can be extracted.

Considering PC1, clusters 5 and 6 have the highest means (See Table 2.8). Then, cluster 7 is
the next with the highest mean, but its con dence interval is separated from clusters 5 and 6.
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Cluster Countries New passenger car | New passenger car
sales share by country| sales share by cluster
Czechia 2,1%
Hungary 1,2%
1 Poland 4,5% 9,9%
Romania 1,2%
Slovakia 0,8%
Croatia 0,5%
Cyprus 0,1%
Greece 1,0%
2 Estonia 0,2% 2,5%
Bulgaria 0,2%
Latvia 0,1%
Lithuania 0,3%
Spain 8,7%
3 Italy 14,8% 23,9%
Slovenia 0,4%
Malta 0,0%
4 Portugal 1,5% 2,5%
Finland 1,0%
Sweden 3,1%
0 Norway 1,8% 4,8%
Netherlands 3,3%
6 Luxembourg 0,4% 3,7
France 16,8%
Germany 26,6%
Ireland 1,1%
7 United Kingdom - 52,7%
Austria 2,4%
Belgium 3,9%
Denmark 1,9%

Table 2.10: Clustering results, market share by country and market share by cluster in 2021.
United Kingdom would represent 14,4% of total EU vehicle eet share

Cluster 5 has a higher mean of PC1 than cluster 6, but con dence intervals cross slightly. Con-
sidering PC2 is more complex to interpret but shows that being at the very top meant in the
case of cluster 5 that the use of biofuels, the renewable energy share, and the registration of new
electric cars is very high. Cluster 5 is classi ed as the innovator (4.8%). Cluster 6 is classi ed
as the second innovator group or early adopter, but it has as well a tiny market share (3.7%).
Then, it is classi ed as the second innovator.

These two groups of countries formed by only four countries in total are leading the transition






	List of Figures
	List of Tables
	Background
	Grouping of European countries by automotive fleet market characteristics
	Abstract of grouping European countries
	Purpose of grouping countries
	Design/methodology/approach
	Findings
	Research limitations and implications
	Originality

	Scope of grouping European countries
	Review of selected literature
	Selection of features
	Macroeconomic data
	Current automotive market situation, targets for national automotive fleet and infrastucture
	Social awareness

	Methodology
	Data exploration and preparation
	Correlation matrix
	Scatter plots
	Outliers
	Standardization
	Variance inflation factor

	Selection of the baseline model and approach to the problem
	Baseline models and first results
	Selection of the baseline model
	Multicollinearity reduction
	Principal component Analysis (PCA)

	Interpretation of the new orthogonal space
	Using PCA as a visualization tool
	Innovation adoption curve of Rogers
	Loading factors


	Development of the baseline model selected and analysis of the results
	Silhouette score
	Hyperparameter tuning and model selection
	Significance of results
	Interpretation of results
	Comparison with electric vehicle market study


	Conclusions and further research

	Country selection and model description
	Characteristic country selection
	Regional level analysis

	Model description (Redelbach approach Redelbach.paper1)

	Demand-side and external factors of the vehicle market
	Car taxation schemes
	Germany
	Taxes on acquisition
	VAT
	Registration fees
	Environmental bonus

	Taxes on ownership
	Motor vehicle tax


	France
	Taxes on acquisition
	VAT
	Registration fees
	Regional component of the registration tax
	ecological bonus malus

	Taxes on ownership

	Italy
	Taxes on acquisition
	VAT
	Registration fees
	Registration tax
	Bonus Malus scheme

	Taxes on ownership
	Exemptions

	Taxes on motoring
	Periodic review of CNG cylinders


	Netherlands
	Taxes on acquisition
	VAT
	Registration fees
	Registration tax
	Subventions: SEPP

	Taxes on ownership

	Norway
	Taxes on acquisition
	VAT
	Registration fees
	Registration tax

	Taxes on ownership

	Poland
	Taxes on acquisition
	VAT
	Registration fees
	Registration tax
	Subventions: "my electric" program

	Taxes on ownership

	Greece
	Taxes on acquisition
	VAT
	Registration fees
	Registration tax
	Subventions

	Taxes on ownership
	Annual circulation tax
	Luxury living tax


	Finland
	Taxes on acquisition
	VAT
	Registration fees
	Registration tax
	Subventions

	Taxes on ownership
	Basic tax
	Tax on driving power



	Fuel and energy prices
	Scenario of IEA selected IEA.worldenergyoutlook
	Gasoline and diesel prices
	Components of gasoline and diesel price
	Correlation between crude oil and gasoline and diesel price before taxes
	Chow test and ARIMAX model


	Electricity prices
	Hydrogen prices

	Income distribution
	Vehicle size distribution
	Yearly mileage distribution
	Limitations of data
	Measurement of yearly mileage
	Availability of yearly mileage data

	Fitting yearly mileage distribution of Netherlands to a Probabilistic Distribution Function
	Properties of the distribution
	Distribution fitting
	Auto-fitter
	Tuning selected distribution function
	Adjusting distribution function of Netherlands to other countries




	Results
	Purchase price including taxes and incentives
	New passenger car sales up to 2035 under the STATS scenario
	EU sales by type of powertrain
	New EV sales by country


	Conclusion and further research
	Conclusion
	Further research

	Appendix of Chapter 2
	Sources of feature selection
	Data calculus of certain features and approximations
	Vehicle age of Cyprus fleet
	Electric vehicles of Malta
	Road kms of UK and Norway

	Dimensionality reduction benefits
	Boxplots of distance between countries in a N-dimensional space

	Hierarchical clustering additional plots
	Hierarchical clustering for different number of clusters
	Dendrograms for different linkage methods and similarity measurements
	Stability of data driven process
	Stability of data driven process plots

	Statistical significance for model of 6 clusters
	Representation of confidence intervals of final model

	Ranking of original features of each countries
	Bloomberg study results

	Appendix of Chapter 4
	Taxation in Germany
	Taxation in France
	Regional component of the registration tax
	Ecological malus in France
	Scrapping scheme in France
	Annual malus in france
	Taxation in Italy
	Registration fees in Italy
	Provincial component of the registration tax in Italy
	Bonus malus scheme in Italy
	Ownership tax in Italy

	Provincial exemptions of ownership tax in Italy
	Taxation in Netherlands
	Motor Vehicle tax in Netherlands
	Provincial rates of the motor vehicle tax
	Surcharge depending on the type of fuel
	Surcharge for diesel
	Surcharge for liquified petrol gas and others

	Ownership tax estimation in Netherlands

	Taxation in Norway
	Motor Vehicle tax in Norway

	Taxation in Poland
	Registration fees in Poland

	Taxation in Greece
	Registration tax in Greece
	Example of calculation of registration tax in Greece


	Fuel and Energy prices
	Scenarios of IEA IEA.worldenergyoutlook
	Correlations of gasoline and diesel prices
	Time-dependence of gasoline and diesel regressions

	Compressed natural gas price
	Components of CNG price
	Correlation between Dutch TTF natural gas price and natural gas price before taxes in each country

	Correlations of natural gas prices

	Income distribution
	Income distribution first decile, quantiles and last decile
	mean disposable income by degree of urbanisation
	Population by degree of urbanisation at a national level
	Methodology proposed for obtaining income distribution at a NUTS3 level

	Yearly mileage distribution
	Yearly mileage sources and characteristics by country
	Data of average yearly mileage distribution of countries selected
	Distribution fitting
	Normality test
	Distribution fitting: beta distribution example
	Criteria of selection of distribution functions
	Selection of adjusted distribution function
	Error of selected distribution function



	Appendix of Chapter 5
	Purchase price after taxes and incentives


