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Kurzfassung

Bei der Beschreibung von Strémungen wird klassischerweise zwischen inkompressiblen
und kompressiblen Bereichen unterschieden. Wéahrend inkompressible Strémungen durch
ein divergenzfreies Geschwindigkeitsfeld charakterisiert werden, sind kompressible Stro-
mungsfelder durch Expansionsfacher, Kontaktunstetigkeiten und Stofswellen gekennzeich-
net. Die beiden Bereiche werden damit durch stark unterschiedliche Systeme partieller
Differentialgleichungen beschrieben.

Diese Unterscheidung zeigt sich auch in der numerischen Stromungsmechanik durch die
Entwicklung separater Ansétze fiir die beiden Bereiche. Dichtebasierte Verfahren eignen
sich dabei zur Simulation von kompressiblen Stréomungen hoherer Mach-Zahlen, wahrend
druckbasierte Verfahren fiir inkompressible Strémungen bei kleinen Mach-Zahlen geeignet
sind. Beide Verfahren sind ohne Anpassungen nicht fiir den jeweils anderen Bereich
verwendbar.

In vielen praktischen Anwendungen treten jedoch Stromungen mit einer groffen Varia-
tion der lokalen Mach-Zahl auf, weshalb seit einigen Jahrzehnten intensiv an numerischen
Verfahren fiir die Stromungssimulation in allen Mach-Zahlbereichen gearbeitet wird. Fiir
dichtebasierte Verfahren wird meist die sogenannte Prikonditionierung angewendet. Die
durchgefiihrten Arbeiten beschrinken sich allerdings meist auf Stromungen idealer Gase,
womit Realgaseffekte nicht beriicksichtigt werden, die jedoch fiir viele praktische Anwen-
dungen wichtig sind.

Die vorliegende Arbeit beschéftigt sich in diesem Zusammenhang mit der Analyse nu-
merischer Verfahren zur Simulation von Strémungen im Grenzfall einer verschwinden-
den Mach-Zabhl fiir reale Gase. Als Modell eines realen Gases wird die Van der Waals-
Zustandsgleichung verwendet.

Zunichst werden die relevanten Grundgleichungen diskutiert, wobei besonders auf die
Herleitung der kalorischen Zustandsgleichung fiir ein Van der Waals-Gas eingegangen
wird. Dabei wird gezeigt, dass die spezifische Wéarmekapazitit fiir ein Van der Waals-
Gas nur mit der Temperatur variiert. Darauf aufbauend wird eine asymptotische Ein-
skalenanalyse der Euler-Gleichungen durchgefiihrt. Die Vorgehensweise folgt den aus der
Literatur bekannten Arbeiten, allerdings fiihrt der Ubergang zu einem Van der Waals-
Gas zu einer deutlich komplexeren Analyse. Im Rahmen der Untersuchung wird gezeigt,
dass die zeitliche Anderung des thermodynamischen Hintergrunddruckes fiir ein Van der
Waals-Gas nicht nur von den Fliissen iiber den Rand des betrachteten Gebiets, sondern
auch von der Dichteverteilung erster Ordnung abhéngt.

Die gewonnenen Erkenntnisse zum Verhalten der Stromungsgréfsen im Grenzfall einer

verschwindenden Mach-Zahl werden weiter zur Analyse des DLR-TAU-Codes verwen-
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det. Die MAPS+-Flussfunktion wird mittels einer diskreten asymptotischen Analyse
im Grenzfall einer verschwindenden Mach-Zahl analysiert. Diese Untersuchung fiihrt
zu dem FErgebnis, dass sich die beiden verschiedenen Versionen von MAPS+ in der
Grofsenordnung der Druckfluktuationen unterscheiden. Nur fiir die modifizierte Version
von MAPS+ stimmen diese Druckfluktuationen mit den Ergebnissen der kontinuierlichen
Analyse iiberein. Zusétzlich werden Simulationen der Umstrémung eines NACA0012-
Profils présentiert, die die analytischen Resultate bestétigen.

Abschliefsend wird mit einer numerischen Eigenwertberechnung gezeigt, dass ein Idealgas-
Priakonditionierer im Limit einer verschwindenden Mach-Zahl fiir ein Van der Waals-
Gas nicht zu einer Reduzierung der Konditionszahl fithrt und diese sogar verschlechtern
kann, wihrend ein angepasster Prakonditionierer fiir das Van der Waals-Gas zu einer Ver-
ringerung der Konditionszahl fiihrt, die vergleichbar mit dem Idealgas-Fall ist. Zusétzlich
werden Simulationen mit zwei in den DLR-TAU-Code implementierten Priakonditionier-
ern fiir ein Van der Waals-Gas présentiert, die eindrucksvoll zeigen, dass mit Hilfe der
Prikonditionierer Strémungen bis zu einer Einstrommachzahl von M = 10~* berechnet
werden konnen. Dabei werden Profilumstromungen verschiedener Van der Waals-Gase
im fllissigen, gasformigen sowie superkritischen Zustand simuliert und es werden glatte

Losungen der Dichte-, Druck- und Geschwindigkeitsverteilung erzielt.

iv



Abstract

Typically, flow fields are distinguished into incompressible and compressible flows. While
incompressible flows are characterized by a divergence-free velocity field, compressible
flow fields contain expansion fans, contact discontinuities and shock waves. The two
fields are thus described by strongly different systems of partial differential equations.
This distinction is also reflected in computational fluid dynamics by the development
of separate approaches for the two different types of flows. Density-based methods are
suitable for simulating compressible flows at higher Mach numbers, while pressure-based
methods are typically used for incompressible flows at low Mach numbers. Both methods
cannot be used for the other type of flow without adaptations.

In many practical applications, however, flows with a large variation of the local Mach
number occur. Therefore, in the last few decades, intensive research has been done on
numerical methods that are applicable to the whole Mach number range. For density-
based methods, the so-called preconditioning is usually applied. However, the published
work on this topic is mostly limited to flows of ideal gases, not considering real gas effects
which are important for many practical applications.

In this context, the present thesis deals with the analysis of numerical methods for the
simulation of flows in the limiting case of a vanishing Mach number for real gases. The
Van der Waals equation of state is used to model a real gas.

First, the relevant governing equations are discussed, with special emphasis on the deriva-
tion of the caloric equation of state for a Van der Waals gas. It is shown that the specific
heat capacity for a Van der Waals gas varies only with temperature. Based on this,
an asymptotic analysis of the Euler equations is presented. The procedure follows the
approach known from the literature, but the transition to a Van der Waals gas leads to
a much more complex analysis. As a result, it is shown that the time variation of the
thermodynamic background pressure for a Van der Waals gas depends not only on the
fluxes over the boundary of the considered domain, but also on the first-order density
distribution.

The insights gained concerning the behavior of the flow variables in the limit of a van-
ishing Mach number are further used to investigate the DLR TAU-code. The MAPS+
flux function is analyzed by means of a discrete asymptotic analysis in the limit of a
vanishing Mach number. This analysis leads to the result that the two different versions
of MAPS+ differ in the magnitude of the pressure fluctuations. Only for the modified
version of MAPS-+ do these pressure fluctuations agree with the results of the continuous
analysis. In addition, simulations of the flow around a NACAOQ012 profile are presented,

which confirm the analytical results.



Finally, a numerical eigenvalue calculation is used to show that in the limit of a van-
ishing Mach number, an ideal gas preconditioning scheme does not lead to a reduction
of the condition number for a Van der Waals gas and may even worsen it, while an
adapted preconditioner leads to a reduction of the condition number for the Van der
Waals gas comparable to the ideal gas case. In addition, simulations with two precon-
ditioning schemes for a Van der Waals gas that are implemented in the DLR TAU-code
are presented, which impressively show that flows down to an inflow Mach number of
M = 10"* can be calculated using a preconditioning scheme. Flows of different Van der
Waals gases in liquid, gaseous and supercritical states are simulated and smooth solutions

of the density, pressure and velocity distribution are obtained.

vi



Contents

(1. Introductionl

2.

Governing Equations|

[2.1. Euler Equations|. . . . . . . . . ...
[2.2. Van der Waals Equation of State] . . . . . . . .. . ... ... ...
[2.2.1. Thermal Equation of State] . . . . . . .. .. ... ... ... ...
[2.2.2. Derivation of Caloric Equation of State] . . . . .. . ... ... ..

[3.2. Properties of Asymptotic Functions|. . . . . . . . .. ... ... ... ..

13.3. Single Scale Asymptotic Expansions| . . . . ... ... 0000

[3.4.  Asymptotic Analysis of the Governing Equations| . . . . . . .. . .. ...

[4.2.2. MAPSH . . . .. .o

[4.2.3. Approximation of the continuous Hux function| . . . ... ... ..

4.2.4. Asymptotic Analysis| . . . . . . . ... ... oL

vil

10
11
14
18
18
19
21

22
23
24
26
27



[4.3. Preconditioning Scheme| . . . . . . .. .. o000 96
|4.3.1. Preconditioning schemes for an ideal gas[ . . . . . . . ... .. ... 99
4.3.2.  Difterent Requirements for a Van der Waals gas| . . . . . . . . . .. 107
|4.3.3.  Preconditioning scheme tor a Van der Waals gas| . . . . . ... .. 113
[4.3.4. Numerical Results . . . ... ... ... ... ... ... ...... 114
[5. Summary and Outlook| 132
ppend |
|A.1. Behavior ot Jacobi matrices for a vanishing Mach numberf . . . . . . . .. I
[A.2. Transformation of flux Jacobi matrixl . . . . . . .. ... o000 V
[A.2.1. Jacobi matrix of anideal gas| . . . .. ... ... ... ... ... A%
|A.2.2. Jacobi matrix of a Van der Waals gas| . . . ... .. ... .. ... VIII
|A.3. Behavior of the MAPS-+ Jacobi matrix for a vanishing Mach number| . . . XVI
[A4. Taylor series|. . . . . . . . . . ..o XVIII
|A.4.1. Taylor series of the caloric Van der Waals equation of state] . . . . XIX
|A.4.2. Taylor series of the density flux tunction ot the general MAPS+ |
[ schemel. . . . . . .. XIX
|A.4.3. Taylor series of the momentum flux functions of the general MAPS+
[ schemel. . . . . . . XXI
IA.4.4. Taylor series of the density enthalpy flux function ot the general |
| MAPS+ scheme . . ... ... ... ... XXVII
|A.4.5. Taylor series of the density flux function of the altered MAPS+ |
[ schemel. . . . . . .. XXVIII
|A.4.6. Taylor series of the momentum fHux tunction ot the altered MAPS+ |
[ schemel. . . . . . .. XXXII
IA.4.7. Taylor series of the density enthalpy flux tunction ot the altered |
MAPS+ scheme| . . .. ... ... ... XXXVII
[A.4.8. Taylor series of the Mach number Mag|. . . . . . . . ... .. ... XXXIX
|A.4.9. Taylor Series for the pressure scaling pseqt - - - - - - - - o o . L XLI
|A.4.10. Taylor Series for the velocity scaling geetl . . . . . . . . . . . . .. XLIII

viii



List of Symbols

Physical Quantities

a intermolecular forces-constant
b co-volume

c speed of sound

Cp mass-specific heat at constant pressure
Cy mass-specific heat at constant volume
e mass-specific internal energy
em molar internal energy

E mass-specific total energy

¥ isentropic exponent

H specific total enthalpy

M, molecular weight

P pressure

q total directional velocity

0 density

R specific gas constant

R universal gas constant

S mass-specific entropy

t time

v=(v1,...,09)" velocity vector

Vin molar volume

T temperature

Nondimensional Numbers

M Mach number
Ma local Mach number
May, inflow Mach number

ix



Sequences, Sets and Spaces

B

C™(A; 2)
g

oG

4

{¢n}n€No

g

T
Th
OTh
Uu
Sh
Z

Scalars, Vectors

A

set of control volumes

space of m-times continuously differentiable mapping from set A to set Z
spatial domain in R?

boundary of the spatial domain G

volume of the spatial domain G

subset of R U {400, —00}

space of absolutely integrable functions from set A to set Z
space of measurable and regarding the maximum norm finite
functions from set A to set Z

set of the grid points of neighbors with regard to x;

set of all grid points

asymptotic sequence

control volume in R¢

triangle

triangular grid

boundary of the triangular grid 7Tj

set of single scale expansions

structured grid

state space of the conservative variables

and Matrices

Jacobi matrix

preconditioning parameter

Kronecker delta

flux function in the direction of j
preconditioning matrix in conservative variables
outer normal vector

preconditioning matrix in primitive variables
vector of primitive variables

size of time step n + 1

rotational matrix

vector of conservative variables

cell mean values of o; at time ™

vector of spatial coordinates



Operators
H
0s,0,0

ih

8

44Ap e

8-

numerical flux function
Landau symbols

flux operator regarding o
averaging operator
partial differential
function

difference operator
gradient operator

divergence operator

X1



1. Introduction

Computational fluid dynamics (CFD) is a well-established approach to analyze and solve
fluid flow problems using numerical analysis. Modern CFD methods are applied within
a wide range of industrial and research problems. Over the last decades, these schemes
were thoroughly enhanced and today’s sophisticated CFD methods can be used to model
problems in different fields including aerodynamics and aerospace, environmental and
biological engineering or weather simulations. The possible applications range from low
subsonic to hypersonic flows, including both inviscid and viscous calculations as well as
turbulence and a variety of thermodynamic effects. In addition, numerous boundary
conditions are available. But computational fluid dynamics still remain a field of active
research since there are many problems left to be solved.

The early CFD methods were only applicable to fluids that can be described by a simple
thermodynamic relation. For gases, the ideal gas law was used. Therefore, the methods
were limited by the assumption that the molecules within the gas move randomly, interact
only by elastic collisions and are of equal mass and negligible volume. These ideal gas
assumptions are only true when the density is very low, which is for example for air the
case at ambient temperature and pressure.

The earliest description of real gas thermodynamics dates back as early as 1873 where Van
der Waals proposed his famous equation of state. About one century later, other more
detailed equations of state were developed and introduced into CFD methods. Within
the last decades an increasing amount of research was put into the accurate description
of real gas thermodynamic behavior.

At the present, real gas effects are important to many practical applications. Examples
are the modeling of combustion processes, flows through cooling channels or at high
temperatures or pressures. They all have in common that they require the ability to
accurately model the behavior of a real fluid.

Both ideal and real gas flows can be classified by the Mach number. It is defined as
the ratio of flow velocity to speed of sound and it is one of the dimensionless quantities
describing the flow. Depending on the Mach number, a flow can have very different

properties.



In the region of low Mach numbers, flows can be characterized by an almost constant
background pressure with low frequency acoustic pressure waves of a small magnitude.
In many cases flows in this region can be regarded as incompressible since the effect of
pressure changes on the density is in general negligible. Both the acoustic pressure waves
and high frequency pressure fluctuations with a very low amplitude have an essential
impact on the velocity field. Due to this importance of changes in pressure, flow solvers
developed for the low Mach number, incompressible region are typically pressure based.
In the region of medium to high Mach numbers, the compressible flow field shows effects
like expansion fans and shock waves. The conservative nature of a numerical scheme
becomes important. Hence, flow solvers for compressible flows at higher Mach numbers
are typically density based.

In general, flow solvers can only be used within the region of the Mach number for which
they are developed. While pressure based flow solvers designed for an incompressible
flow cannot simulate compressible effects, density based flow solvers designed for a com-
pressible flow tend to decrease considerably in both accuracy and efficiency when used
at small Mach numbers. Hence, the simulation of a flow reaching from high to very
low Mach numbers cannot be performed by either type of flow solver without further
adaptions.

Many modern applications, however, require a CFD method that is applicable to both
compressible and incompressible flows. In the simulation of an aircraft moving at trans-
sonic or hypersonic velocities, there are regions close to the stagnation point or the surface
of the vehicle, where the local Mach number approaches zero while it is close to or even
higher than one in the major part of the flow domain. In the simulation of combustion
processes at the transition between deflagration and detonation, the local Mach number
can change from 1073 to values between 5 and 10 within a small spatial distance. And
even for the simulation of flows within the low subsonic region, the consideration of
compressible effects can be important since they can also be introduced by large changes
in pressure or temperature. All these examples require a flow solver that is capable of
simulating both flows at low Mach numbers and compressible effects, typically at high
Mach numbers.

In order to attain a flow solver suitable for all Mach numbers, two different approaches
are possible. The first option is to expand a density based compressible solver towards
the incompressible limit. The second option is to introduce compressibility effects to a
pressure based incompressible solver and thereby expand it into the compressible region.
For the applications motivating this work the first approach is the more attractive one.

The considered applications can be summarized in two categories, the first one being flows



with only locally low Mach numbers which require a full compressible flow description
in all other parts of the domain. The second category contains flows with low Mach
numbers in parts or the whole domain with distinct real gas effects such as supercritical
fluids, liquids or fluids in the two-phase region. These flows require the implementation
of a thermodynamic model that covers the whole range of thermodynamic states from
liquid to supercritical. Such models are widely available in compressible solvers. Hence,
for all applications considered in the frame of this work, expanding a compressible flow
solver towards the incompressible limit is the better choice.

A common approach for the expansion of a density based compressible flow solver towards
the incompressible limit is the use of a preconditioning scheme. Different versions of a
preconditioner for an ideal gas have been proposed by many authors (see for example
the work by Turkel [68], Briley et al. [9], Choi and Merkle [I2] and Weiss and Smith
[77]) and many studies are concerned with their effects. A preconditioning scheme scales
the acoustic velocities in order to reduce the stiffness of the equations. This enables a
compressible flow solver to simulate flows in the region of low Mach numbers without
the inherent loss of accuracy and efficiency.

However, these preconditioning schemes are only developed for ideal gases and fail for
flow solvers that include the modeling of real gas effects. The mathematical properties
of real gas equations of state differ from the ideal gas one. Hence a system of equations
describing a real fluid has properties that differ from the ideal gas case. So, for simulations
that are not limited to ideal gas assumptions the preconditioning schemes available in
the literature cannot be used.

As a result, many relevant applications cannot be solved in an efficient way with the
flow solvers currently available. For example, the flow of a refrigerant through cooling
channels requires the modeling of real gas thermodynamics at very low Mach numbers.
In addition, compressible effects become important if the refrigerant undergoes phase
change. The same applies to the investigation of cryogenic fluids, which need to be
modeled by real gas thermodynamics, in the tank of a rocket in orbit. The corresponding
flows occur at very low Mach numbers while compressible effects are important due to
the massive changes in pressure and the possibility of a phase change. Another example
is the combustion of liquid fuel. In all cases, the availability of a compressible scheme for
real gases that is applicable to low Mach numbers is crucial for the successful simulation.
Therefore, the objective of this thesis is to develop a low Mach preconditioning scheme
applicable to real gases. For the analytical analysis of the equations a Van der Waals gas

is chosen as the simplest representative of a real gas.



To transfer the concept of a preconditioning scheme to a real gas, the two objectives of
a preconditioner — increase of accuracy and of efficiency as the Mach number decreases
— are approached separately. The first step is to maintain a high accuracy of the flow
solver as the Mach number approaches zero. This is accomplished by choosing a flux
function that has a numerical error independent of the Mach number in this regime for
both ideal and real gases. In the second step a preconditioning scheme suitable for a Van
der Waals gas is constructed that increases the efficiency of the flow solver at low Mach
numbers.

To investigate the behavior of the flux function in the limit of a vanishing Mach num-
ber, an asymptotic analysis is chosen. In the next chapters this method is explained,
the mathematical formulation of the problem is given and the flow solver meeting the
objectives is described.

In the first chapter, the governing equations of fluid dynamics are given. After a short
description of the conservation equations for mass, momentum and energy, more emphasis
is put on the definition and derivation of the thermal and caloric equations of state.
Another focus of the chapter lies on the nondimensionalization of the physical quantities
which is an important step for the asymptotic analysis.

This method is described in detail in the second chapter where an overall introduction
to asymptotic analyses is given. An asymptotic sequence is defined and its fundamental
properties are stated. Then the analysis of the governing equations is conducted and the
results are discussed.

In the third chapter, a numerical scheme meeting the objectives stated above is described.
After a brief overview of the DLR TAU-code which is the baseline code, the numerical
flux function and the preconditioning scheme are discussed in more detail. The chosen
flux function, MAPS+, is described and the favorable behavior for small Mach num-
bers is shown by the use of a discrete asymptotic analysis. In addition, some numerical
results are presented that confirm the outcome of the analysis. In the next section, a
preconditioning scheme applicable to a Van der Waals gas is presented. First a summary
of the existing preconditioners for ideal gases as well as some approaches for real gases
are given. Second the different requirements on a preconditioning scheme in a real gas
environment are explained and a preconditioning scheme applicable to a Van der Waals
gas is constructed. Finally, two different preconditioners are applied using the thermo-
dynamics implemented in the TAU-code. A comparison of the results of these schemes

is shown and their capability is demonstrated.



2. Governing Equations

A mathematical formulation of the physical phenomena under consideration is a require-
ment for the numerical simulation. There are many such physical phenomena that are
relevant for practical applications and hence are described by some kind of mathematical
equation. In many cases, conservation equations are used, since this type of formula-
tion is favorable for the numerical implementation. In this study, we investigate the low
Mach number asymptotic limit of the set of partial differential equations that represent
a mathematical formulation of a flow field in the continuous regime.

The Navier Stokes equations of gas dynamics govern the time-dependent viscous flow.
They are a hyperbolic-parabolic system of partial differential equations and result from
natural laws expressed by the conservation of mass, momentum and energy; closed by
an equation of state. If viscous effects are neglected, the Navier Stokes equations can be
simplified to the Euler equations which govern an inviscid flow. For simplicity, we only
consider the Fuler equations.

In this chapter, we introduce the governing equations relevant for the subsequent chap-
ters. First, we define conservation equations and describe the fundamental conservation
laws on an open domain G C R% We also discuss the assumptions made as well as
different ways to express the Euler equations.

Since a special emphasis is put on the description of thermodynamics, the next section is
dedicated to the Van der Waals equation of state. We discuss the assumptions made for
the usage of the ideal gas law and which assumptions can be lifted due to the extension
to the Van der Waals equation of state. Then we describe the thermal equation of state,
followed by the derivation of a caloric state equation. In the end, we briefly discuss the
changes in the caloric equation of state that need to be made if the assumptions about
the considered fluid are changed.

In the last section, we introduce the nondimensionalization of physical quantities which
plays an important role in an asymptotic analysis. By inserting these nondimensional
variables into the governing equations, we present the nondimensional forms of both
the conservation and the state equations. We also introduce the Mach number as a

nondimensional characteristic quantity.



2.1. Euler Equations

Physical processes are often described by conservation equations. The Euler equations,
which are a system of partial differential equations, are part of this class. We define

conservation equations in the following.

Definition 2.1.1.
Assume G C R? is an open domain and f;€ CY(G;R™+2), j =1,...,d is given, then

d
O+ 0y fj(u) =0in G x R}
j=1

is a system of conservation equations in d spatial dimensions for the function vector of

the conservative variables
G xRS > (z,t) = u(x,t) € Z.

The set Z is called a state space and the mapping f; with j = 1,...,d a flux function.
Time is represented by ¢ and x; with j = 1,...,d stands for the Cartesian coordinate in

j-direction.

In the next paragraphs we present a short description of the Euler equations. A detailed
derivation can be found in standard textbooks such as Anderson [I]. We write the
Euler equations in dimensional form where the superscript " indicates the dimensional
quantities. The equations are written in a general d-dimensional form where d = 1,2, 3
are the spatial dimensions.

For the Euler equations, the effects of the viscosity of the fluid are neglected. Hence, the
viscous terms that are present in the full Navier Stokes equations are not considered in
the following description. Here, we only focus on the inviscid terms.

The conservation of mass is represented by the continuity equation
d
0ip+ > 0, (piy) =0,
j=1

where p is the density and 9; are the Cartesian velocity components.
The conservation of momentum describes the second Newtonian law and can be written

as
d

8{ (pv;) + Z 8@. (ﬁf)z’[)]) = Z 8@. (—]55”) fori=1,...,d,

j=1 7=1



where p is pressure and d;; the Kronecker delta.

The first law of thermodynamics is expressed by the energy equation which we write as
d
o (pE) +>°0s, (pBi5) = 0.
j=1

Here E represents the mass-specific total energy which consists of the mass-specific in-

ternal energy € and the mass-specific kinetic energy. So Eis given by

N

d
E=¢é+ 3.

| =

7j=1

In d spatial dimensions, this set of conservation equations contains d + 2 equations with
d + 3 different variables. Hence, we need another equation to close the system. This ad-
ditional equation is typically provided by the law governing the thermodynamic behavior
of the fluid, in other words by the equation of state. In the next section, we describe the

state equation used in this work in detail.

Remark.

In the presented description of the governing equations, we neglect viscous terms which
leads to the Euler equations. In addition, continuum assumptions are applied. This
means that the length scales considered in this work are several orders of magnitude
higher than the mean free path. This assumption is valid for most practical applica-
tions excluding only flows like entry problems of spacecrafts, where the mean free path
in high altitudes increases greatly, and flows with very small length scales e.g. the in-
ternal structure of shock waves or micro channel flows. Further, external forces are not

considered.

If we write the conservative variables in form of the vector



we can express the Euler equations as the system of conservation equations

Here the vector f ;(@) represents the convective flux functions and is defined by
PU;
po10; + 015p
fi(a) = : for j=1,...,d, (2.2)
POq0; + dgiD
pHY;
where H stands for the specific total enthalpy of the fluid which is defined by
H=E+2
p
The system of equations (2.1)) can be replaced by the notation

d .
i+ 3 AY 00 =0 (2.3)
j=1

with the flux Jacobi matrix .

A0 _ Of;(w)

Ay = . 2.4
9= (2.4

The eigenvalues of this matrix represent the propagation of information in the flow.

They are the convective and acoustic velocities. If the convective velocities become
very small compared to the acoustic velocities, the difference between these eigenvalues
becomes important for the ability of the numerical algorithm to solve the system of
equations simultaneously. We discuss this in more detail in section about low Mach

preconditioning.

2.2. Van der Waals Equation of State

The simplest form of an equation of state can be formulated for an ideal gas. If a fluid
is considered to be an ideal gas, four assumptions are made: First, the volume of the
gas particles can be neglected. Second, all gas particles have equal mass and there is

no interaction force between the particles. This means attraction or repulsion is not



considered. In addition, the gas particles are assumed to move randomly. And last,
collisions between particles are assumed as being perfect elastic collisions without energy
loss.

Given these assumptions, the thermal ideal gas equation is
p = pRT,

with the specific gas constant R and the temperature T. The caloric equation of state

for an ideal gas is given as

p=-1p(E-59*), (25)
where v is the isentropic exponent. A caloric state equation represents the relationship
between pressure and energy.

However, the state space within which the ideal gas law is a good approximation is limited
by the stated assumptions. Air at ambient temperature and pressure is a good example
for an application where the ideal gas assumptions are fulfilled in a sufficient manner for
the usage of the ideal gas law. For low temperatures or high pressures, this is no longer
the case and the ideal gas law does not model the behavior of the fluid in an adequate
way. In addition, many fluids cannot be modeled by the ideal gas law even at ambient
conditions, for example if the fluid is in a liquid state. Hence, many interesting problems
cannot be modeled solely by the ideal gas equation of state and it is necessary to extend
it.

To increase the state space, we need to take effects into account that contradict the ideal
gas assumptions. An example for a real gas effect that is comparably simple to model is
the effect of the forces between molecules. In addition, the volume of the molecules in
the fluid can be considered with a simple extension of the equation of state. With these
changes, the resulting state law leads to a better approximation of the physical behavior
of fluids at low temperature and high pressure compared to the ideal gas law.

With these changes, we can apply the resulting state law to lower temperatures and
higher pressures than it would be possible using the ideal gas law.

To reproduce real gas effects there are two main classes of simple equations of state
available: cubic and virial equations. The representation of a fluid by virial equations of
state usually does not have a high enough accuracy over a sufficient range of states to be
used in engineering applications, see for example Pfenning [55]. Hence, we only consider
cubic equations of state. Their name stems from the fact that these equations are cubic

in terms of the molecular volume.



The Van der Waals equation of state is the simplest representative of a cubic state
equation. It is an extension of the ideal gas law and was proposed by Van der Waals [75]
in 1873. Historically, it was the first equation of state that could be used to predict
real gas effects. Compared to the ideal gas equation of state, it reduces the assumptions
necessary for the application by correcting for both the excluded volume of gas particles
and the attractive forces between molecules in the gas.

At moderately high pressures, the Van der Waals equation is a reasonable approximation
for real gases. In addition, it qualitatively exhibits key characteristics of the fluid, such
as liquid vapor coexistence and it correctly describes the critical point. For fluids at
temperatures above the critical value it is an improvement to the ideal gas law. However,
in this region the values predicted by the Van der Waals equation differ from experimental
values. Hence, at temperatures above the critical point, it is more of qualitative then
of quantitative use. A thorough discussion of the state space within which the Van der
Waals equation of state can be applied is given in Hill [28§].

At thermodynamic states that greatly deviate from an ideal gas or if a more precise
description of real gas effects is required, more sophisticated cubic equation of state can
be used. Examples are the relations presented by Peng and Robinson [54], Redlich and
Kwong [56] or Soave [65]. These equations can be considered to be modifications and
extensions of the Van der Waals equation of state. They add properties such as additional
dependencies on temperature. To accomplish this, functions of temperature that vary in
complexity depending on the specific equation of state are used instead of the constants
in the Van der Waals equation of state. However, the basic structure of the equation is
kept, which is the one of a cubic state equation. Therefore, insight from the analysis of
the Van der Waals equation is also useful for the application of other cubic equations of

state.

2.2.1. Thermal Equation of State

The dimensional thermal Van der Waals equation of state is given as

RT a
p = — - — =, 2.6
b Vin—b V2 (2:6)
where Vm is the molar volume defined as
.M,
Vin = — 2.7
5 (2.7)
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with the molecular weight M,,. The constant R represents the universal gas constant

which has a value of R = 8.314m0‘{. - The universal gas constant and the molecular

weight have the following relationship with the specific gas constant, which is used in the
ideal gas equation of state (2.2)):
R = MyR (2.8)

The two constants @ and b represent the extension of the ideal gas law made by Van der
Waals. The constant a introduces an attractive potential between the particles in the
gas, where a higher value of a stands for a higher compression of the gas due to greater
attraction. This effect is subtracted from the acting pressure. The volume occupied by
gas particles is represented by the constant b. The available volume is reduced by this
molecular volume. Both & and b depend on the specific fluid and can be calculated if the
critical values are known. For many common fluids these values are listed in standard
textbooks such as Weigand [76]. If both values approach zero, the Van der Waals equation
of state turns into the ideal gas law (see also equations and )

Since the Euler equations are in terms of density, it is helpful for the analysis to rewrite
the state equation. By substituting the molecular volume into equation ([2.6) we
get .

p= PRL__ “APQQ. (2.9)
My —=bp M,

2.2.2. Derivation of Caloric Equation of State

Unlike for an ideal gas, for a Van der Waals gas the caloric equation of state is not
given by a simple, generally valid relation. However, it can be derived using simple
thermodynamic principles. We derive the caloric equation of state in the following.

The total differential of the molar internal energy is defined as

dém:<aei”> dT+<aeJ”> av,..
oT v, OV /7

Note that we consider the molar internal energy é,, and the molar volume Vm for this

derivation. The relationship between é,, and the specific internal energy € is

em = eM,,.

After inserting the specific heat at constant volume ¢;,, = ( T )f/ and applying an

11



integral, we arrive at

T . Vi [ 96 ) ) )
ém:/ éf,,deJr/ ( Am)Ade—i—ém(Vm’o,To). (2.10)

To ‘A/mp m/ T

A combination of the first and second law of thermodynamics can be used to derive the

partial derivative of the internal energy. It is given by
déy, = Tds,, — pdV,
with the molar entropy §,,. We rewrite this equation to get the necessary derivative as

(32), -1 (52),
Vi) 7 Vi) 7

In the next step we insert the Maxwell relation
(o), = Gr)
OV ) T ) v

<6§m> :T(@) _p. (2.11)
oV ) 7 or )y,

Now we evaluate this expression using the thermal Van der Waals equation of state (2.6]).

(8‘?’”) SN (L I S (2.12)
Vi ) 7 Vo — b Vb VZ) V2

Now, to solve the integral in equation (2.10f), a representation of the specific heat at
0ém

aT ) v
of both temperature and molar volume. However, in thewfkollowing Lemma we show that

which leads to

This results in

constant volume ¢;,, is necessary. Since g, =

, in general, ¢;,, is a function

Cp,m is independent of the molar volume for a Van der Waals gas.

Lemma 1.
For a Van der Waals gas, the specific heat at constant volume only depends on tempera-

ture.

Proof.

With ¢, = <88éj'{‘ ) o we get the following expression for the change of ¢; ,, with molar
<8é@7m> 0 <8ém> 0 <8ém)
WV )i WV \OT )7 T \OVin /)

12

volume:




Next, we combine this relation with the derivative in equation (2.11)) which leads to

N . o
(861“”) 9 (7 <813> —p) =T (%) . (2.13)
W )i 0T\ \oT )y, ). a12 ) v,

We use the thermal Van der Waals equation (2.9)) to evaluate the derivative. In a first

step we get
().~ (%%
or) v, \My,—bp)

If we insert this result into the derivative in equation (2.13)), we arrive at
. (0% .9 iR
ar?) v, oT \ My, — bp

OCs
( Ci””) — 0.
oV /7

So, for a Van der Waals gas, the specific heat at constant volume is independent of the

which is equal to

molar volume and hence only dependent on temperature. ]

Inserting the results from equation (2.12)) and Lemma [I| into equation (2.10]), we can

write the integral of the molar internal energy as

T R . V’m & R ~ ~
ém = / éfum(T)dT + / 72 de + ém(vm,()? TO)‘
To Vim,o Vm

~

To arrive at an expression for ¢; ,, (1), we need to make some assumptions about the fluid
under consideration. Here we assume that the fluid is a monoatomic gas at a temperature
where electronic excitation has no influence on the value of the specific heats. Under these
conditions, we can assume ¢; ., to be a constant with the value of ¢;,, = %7@ This is
also true for a non-monoatomic gas at a temperature where it has no change in the
excitation of internal degrees of freedom. A detailed description of the behavior of é;
with temperature can be found in textbooks such as Vincenti and Kruger [73] and is
beyond the scope of this work.

Now we integrate from Tg = f], Vm,o =0toT = T, Vm = Vm to arrive at a form of the

caloric equation of state. This leads to
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Next, we replace the molar internal energy é,, by the expression

and insert the thermal equation of state (2.6) for the product RT. After rearranging the

expression, we arrive at the final form

MyE — Mo+ 2 &
p= e Yin - = (2.14)
3 (V) V2

of the caloric equation of state for a Van der Waals gas with constant specific heat.

Again, we reformulated the equation in terms of density to get the final result

A o~ R P
 MypE — 5pMylof + 5= 552
p= — w 2

3 (W — bp) M

(2.15)

Remark.

We show in LemmalI] that the specific heat at constant volume only depends on temper-
ature. The assumptions we make about the fluid limit the validity of the caloric equation
of state to a specific temperature range. To apply the state equation to gases outside
these assumptions, we can insert other expressions for ¢;,,. For example, a diatomic gas
at moderate temperatures has a specific heat at constant volume of ¢; ,,, = %7’:’, Hence, in
the final caloric equation of state , only some factors need to be adjusted while the

structure of the equation remains identical to the one analyzed in the following chapters.

2.3. Nondimensionalization

Every physical quantity is the product of a value and the corresponding unit. In this
work, we use the Sl-system as the set of fundamental units. This means that every unit is
based on one of the SI units or a combination of them. For the quantities considered here,
the basic units of length ([m]), time ([s]), mass ([kg]), temperature ([K]) and amount
of substance ([mol]) are necessary. In Table all physical quantities appearing within
this work are listed. We can see that all units can be expressed as a combination of these
five base units.

We can match all physical quantities with a dimensional reference value within a defined
region in space and time. These reference values are indicated by the subscript . The

reference values are taken from the underlying flow. For the velocity, the reference value
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Table 2.1.: Names, units and reference values of physical quantities

Physical Quantity Unit Reference Value
Cartesian coordinate x [m] iref
time t s frop = st
velocity vector v [m/s] Dref
density D [kg/m?] Pret
temperature T [K] Tret
pressure D [Pa] = [kg/(m - s?)] Dref
T A 2 /a2 Pref
specific internal energy é [J/kg] = [m* /s Gl
. o ) Dref
specific total energy E [J/kg|] = [m*/s?] et
specific total enthalpy H [J/kg] = [m?/s?] %
speed of sound ¢ [m/s] Cref = %
molecular weight M, |kg/mol] Mw,ref
specific heat at constant volume ¢&; | [(kg - m?)/(K - mol - s2)] %
ref L ref
universal gas constant R | [(kg - m?)/(K - mol - s?)] %
refdref
Are M2
intermolecular forces-constant a [(kg - m®)/(mol? - s2)] %
ref
co-volume b [m? /mol] Moy ret
Pref

Uret 1s the absolute value of the velocity vector. Each dimensional physical quantity )

can be expressed by the product

¢ = (P'(I)refu

(2.16)

where ® is nondimensional. If the reference value and the variable show the same be-

havior for a vanishing Mach number, the resulting nondimensional variable is of O(1) as

M — 0. To ensure this similarity in orders of magnitude, we choose the values of the

surrounding flow field as references. The process of turning a variable nondimensional is

called nondimensionalization.
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By replacing the dimensional variables in the governing equations by products of the
form , we can write the equations in a nondimensional form. The advantage of
such equations is that one solution is valid for multiple sets of conditions, as long as they
have the same nondimensional form. A possible application is the transfer of experimen-
tal results from measurements on a smaller model to the size of the actual configuration
by scaling the nondimensional values in an appropriate way. The results of the nondi-
mensional equations do not depend on the chosen system of units, they can be transferred
to any given system and hence be compared to measurements of actual physical values.
On the basis of the reference values listed in Table [2.I] we transform the Euler equations
given in equation on page |8 with the fluxes given by equation ([2.2)) into

d
Oru+ Y 0y fj(u)=0 (2.17)
j=1

with
PUj
pu1v; + 01557
fj(u): forj=1,...,d.
PUV; + 5@‘%
pHv;
In this nondimensional form of the equations, the Mach number M appears as a nondi-
mensional characteristic number. It is defined as
ﬁref

N Y

Cref

M = (2.18)
where Cef is the reference value for the speed of sound. This allows us to investigate the
behavior of the physical quantities in the Euler equations as the Mach number approaches
zero by means of a formal asymptotic analysis.

The set of reference values contains separate references for pressure, density and the
velocity vector, see Table 2.1} Another common approach is to use only two of these ref-
erence values. This can be realized by either replacing the pressure reference by ﬁrefﬁfef or
using % as a velocity reference. Both alternative approaches lead to nondimensional
equations that have a similar form as the dimensional system formulated in equation
(2.1) with the fluxes in equation , i.e. the Mach number does not appear in the
nondimensional equations. This form of nondimensionalization is typically used in nu-

merical codes and we come back to it in chapter [ where we describe and analyze a

numerical scheme.
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However, these choices of reference values are not favorable for an asymptotic analysis as
M — 0. The nondimensional values for pressure and velocity, which result from these two
choices of reference values, are not of O(1) as the local velocity approaches zero. Hence,
we choose the presented set of references values. It is advantageous due to both the
Mach number appearing in the nondimensional FEuler equations and the nondimensional
quantities being of O(1) as M — 0.

Remark.

Note that ¢ = gref differs from the local speed of sound of the gas, especially when

ref

a Van der Waals gas is considered. Hence, the Mach number M that appears in the
momentum equations is not equal to the local Mach number Ma. However, both é..¢ and
the local speed of sound have the same asymptotic behavior for a vanishing Mach number.
Due to the definition of the Mach number , the same is true for M and Ma. Using
the order symbols we define in chapter [3[ on page we can say that M = Og(Ma) as
M — 0.

Hence, in the context of the asymptotic analysis within this work, the usage of M and

Ma can be considered to be equivalent.

The thermal equation of state (2.9 on page L1 can be nondimensionalized in a similar

way to the Euler equations, leading to

__pRT _ap?
P My —bp T M2
The nondimensionalization of the caloric equation of state (2.15)) gives us

2
2MypE — M? M, plv|? + 2% ap? 519
- 3M,, — 3bp M2 (2.19)

b

Remark.

We choose reference values depending on the underlying physical flow field for the nondi-
mensionalization of the thermodynamic quantities instead of the critical values as it is
done in many other works. Here, the goal are nondimensional quantities of a similar or-
der of magnitude for a better understanding of their behavior by means of an asymptotic
analysis. By choosing the critical values as a reference, the constants a and b can be
eliminated from the nondimensional equations, resulting in one single thermal equation
of state for all fluids, in terms of their critical values. This concept is known as the
corresponding states principle (see for example Emanuel [21]). However, in this case the

order of magnitude of the thermodynamic quantities can differ greatly, since they are
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in terms of their critical values. Therefore, this form of nondimensionalization is not

suitable for the purpose of this work.

2.4. Initial and boundary conditions

The boundary conditions influence the fluxes over the boundary of the flow domain. Here
we consider two different boundary conditions that require the specification of distinct
boundary values. Hence, we separate the boundary of the triangular grid 7; into two
separate parts

OTh = 0Th,w U OTh g1,

where 07y, describes a solid wall and 07}, g stands for the farfield boundary condition
which covers the remaining boundaries. The reference frame is chosen such that the body
is at rest and there are no moving walls. Hence, the flow is moving through the farfield
boundary. The condition at the farfield is defined in the farfield state ug.

2.4.1. Solid Wall

The surface of the body is modeled as a solid wall through which the fluid cannot flow.

So, the velocity perpendicular to the wall has to follow
v =0, (2.20)

where the subscript n indicates the component normal to a face, in this case normal to
the wall.

With this boundary condition, an exact calculation of the integral at the boundary is
possible. Hence, for a solid wall, the calculation of a numerical flux function is not
necessary.

For an inviscid flow, nonzero velocity components tangential to the wall are permitted.
In the viscous case, however, the no-slip condition is applied. So the tangential velocity

is set to zero as well. Hence, at the wall,
v=20

has to be true. In the viscous case, an additional boundary condition for the energy

equation is required at a solid wall, e.g. an isothermal wall.
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2.4.2. Farfield Boundary

The outer boundary of the flow domain is modeled using a farfield boundary condition
based on the theory of Whitfield [78]. A Riemann problem is defined with the left state
located on the boundary face, representing the flow condition within the computational
domain and the right state being external to the computational domain. The treatment
of the boundary face depends on the sign and magnitude of the Mach number in the
direction of n

May, = v—n.

c

The magnitude of Ma,, at the left state is used to decide whether the boundary is super-
or subsonic. The direction of the flow decides over the usage of an inflow or outflow

boundary condition.

Supersonic Inflow/Outflow

If the absolute value of Ma,, at the left state is greater than or equal to one, the face is
assumed to be a supersonic boundary. If (May,); is positive, the boundary is recognized
as a supersonic outflow. Hence, the outer state is set equal to the left hand state. In
case of a negative sign of the left state Mach number Ma,,, the flow conditions at the
outer state, which represents the approaching flow, are set to the farfield state to gain a

supersonic inflow.

Subsonic Outflow

If the left state Mach number Ma,, is positive and smaller than one, the face lies on a
subsonic outflow boundary. In this case, the MAPS+ flux function, that is described
in section is used to calculate the flow over the boundary face. Here, the left
states are given by the flow state within the computational domain and represent the
flow approaching the boundary. The pressure on the boundary pyqry equals the pressure

of the leaving flow which is the farfield pressure. Hence, it is

Pbdry = PR = Pff

For the right state, which represents the flow leaving the boundary, the remaining quan-
tities are calculated using the pressure difference over the boundary. The density of the
right state results in
oR = pL + pbdryz_ pL7
‘L

where ¢y, is the speed of sound calculated for the left state. The subscript L and R
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indicate the left and right state, respectively.

The velocity components are calculated as

bdry — PL .
(vi)g = (vi)p, +mp7ry P , forie{l,...,d}
PLCL
where n;, i € {1,...d} are the components of the outer unit normal vector of the bound-
ary face in the Cartesian directions. The remaining quantities of the right state are
calculated with the thermodynamic modules implemented in the TAU-code using the

values for density and pressure estimated above.

Subsonic Inflow

If the left state Mach number Ma,, lies between negative one and zero, the face lies on
a subsonic inflow boundary. As for the subsonic outflow, the MAPS+ flux function is
used to calculate the flow over the boundary face. Again, the left states are the states
within the computational domain but in this case they represent the flow leaving the
boundary. The right states represent the flow approaching the boundary. In a general

d-dimensional system, the pressure on the boundary face pnqgry can be calculated with

ny U1 U1

1
DPbdry = = |PL + PR+ pLCL : : : -

2

ng Ud Ud

L R

Again, the right states are calculated using the pressure difference over the boundary.

The density of the right state results in

Pbdry — Pff
pr = py 4 Doty Z P
‘L

where the subscript g indicates the farfield value of the given quantity.

The velocity components are calculated as

(Uz‘>R = (Uz‘)ff—i-niw, for i € {1,...,d}.
prer

Again, the remaining quantities of the right state are calculated using the thermodynamic

modules.
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2.4.3. Initial Conditions

The initial conditions for the numerical simulation are given by the reference values

T
(prefa Ul,refs - - - » Ud,ref, pref)

All other quantities can be calculated from this set using the implemented thermodynamic

relations.
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3. Asymptotic Analysis

Asymptotic analyses are used to investigate central properties of the solution without
solving the entire problem. They can be applied to analyze both ordinary and partial
differential equations or explicitly stated functions. There are many applications for
asymptotic analyses in science and industry, see for example Schneider [63] or Kevorkian
and Cole [30].

The right choice of the asymptotic sequence is important for the success of the analysis
since it defines the function space within which the solution has to exist. This means
that the choice of the asymptotic sequence can decide whether the analysis is successful.
However, the asymptotic analysis does not guarantee the existence of a solution within
the chosen function space, regardless of the chosen sequence.

In addition, the success of the analysis depends on the choice of suitable spatial and
time scales. The results only contain phenomena that happen on the chosen scales. If
a given problem encloses several scales, for example due to a convective and an acoustic
component, the result of the asymptotic analysis can give an incomplete picture of the
actual solution even if a suitable asymptotic sequence is chosen. So, in order to gain the
best results, both the choice of the asymptotic sequence and the investigated scales are
important.

In this chapter, we introduce asymptotic functions and conduct an asymptotic analysis
of the Euler equations. We begin with a brief overview of the work this thesis builds
on. We summarize the published work on asymptotic analyses of the Navier Stokes and
Euler equations as well as asymptotic analyses of numerical schemes.

Next, we introduce some properties of asymptotic functions that are important for the
following analysis. We define order functions and an asymptotic sequence. In addition,
we state a property which helps us solve the asymptotic equations.

In the third section, we introduce single scale asymptotic expansions. We explain the
difference between a single scale and a multiple scale expansion and give the definition
of the former. Finally, we describe the typical procedure of an asymptotic analysis of a
homogeneous differential equation.

We conclude this chapter by conducting an asymptotic analysis of the Euler equations

for a Van der Waals gas. We repeat some conclusions of other authors concerning the
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behavior of the pressure distribution that result from the momentum equations. Finally,
we present the first asymptotic analysis of the Van der Waals equation of state. This
also leads to constraints on the behavior of pressure. At the end, we compare the results

to the ones of an ideal gas and discuss the differences.

3.1. State of the Art

In 1981, Klainerman and Majda [33], [34] used a single scale asymptotic analysis to inves-
tigate the inviscid flow of an ideal gas as the Mach number approaches zero. Choosing
the proper initial conditions, they show the convergence of the compressible solution
of the Euler equations towards the incompressible one where density is independent of
pressure. Klainerman and Majda investigate both open domains and domains bounded
by periodic boundary conditions. Ebin [18] arrives at similar results using more general
boundary conditions.

These investigations were repeated and extended by Ukai [70] and Asano [2]. They
broaden the validness of the results by the usage of more general initial conditions that
no longer require the leading order velocity distribution to be divergence free. However,
all these analyses were limited by the considerations of only one spatial scale and more
detailed insight about the behavior of the flow at low Mach numbers could not be gained.
A decade later, Klein [35] analyzed the compressible Euler equations in the limit of small
Mach numbers using a multiple scale asymptotic analysis. By considering two different
spatial scales, they investigate both convective and acoustic effects. Klein uses the results
of this analysis to propose an extension of a compressible numerical scheme towards
the incompressible limit that is based on physics. Meister [46] gives a mathematical
justification for the approach by Klein and presents a single scale asymptotic analysis
of a bounded domain and a multiple scale analysis of an open domain. In addition,
they further develop the numerical method proposed by Klein to cover simulations in
two spatial dimensions. A detailed summary of the improvement of numerical schemes
for the Navier-Stokes and Euler equations and the extension towards the incompressible
limit is given in the review article of Klein et al. [36]. There the application of single
and multiple scale asymptotic analyses is described precisely.

The asymptotic analysis of a numerical scheme is described by Meister [48] for an ideal
gas inviscid flow solver. A similar investigation is published by Guillard and Nkonga [27].
In both publications it is shown that the solution of the discrete scheme contains pressure
fluctuations on a different scale than the continuous pressure. This explains the failure of

a compressible numerical scheme as the Mach number approaches zero. In addition, it is
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shown that a correct scaling of the discrete pressure can be gained by preconditioning the
numerical dissipation tensor. This investigation is extended by Meister [49] to viscous
simulations.

In this work, we apply the analysis presented by Meister to a flow with a more general
thermodynamic description. We extend the continuous single scale analysis described in
Meister [46] to the Euler equations for a Van der Waals gas. In addition, we apply the
discrete analysis of a numerical scheme described in Meister [48] to a flux function that

can also be used to simulate real gases.

3.2. Properties of Asymptotic Functions

Order functions play an important role in asymptotic analyses. Since they were first
used by Landau, they are commonly referred to as Landau symbols. They describe the
relationship between the behavior of two functions as an additional parameter approaches
a limit. We define order functions in the following as shorthand notations for these
relative properties of the respective functions, following the description by Kimmerle
and Stroppel [32] and Malham [45].

Definition 3.2.1.
Suppose f(x;€) and g(x; €) are functions of the real variable & and an additional variable
€. If eg € Z, we write for f,g: G x Z\{ep} — R:

(a) Asymptotically bounded:
f(x;€) = O(g(x;¢€)) for € — €,

if there exists a function h : G — R, such that

i L (®5€)

E—€Q g(a’,‘, 6)

= h(z)

holds for each & € G.

This means that f(a;€) is asymptotically bounded in magnitude by g(x;€) as € — €.
We say f(x;e€) is of "order big O" of g(x;e€).

(b) Asymptotically smaller:

f(z5€) = o(g(x; €)) for € — €,

24



if '
lim f@ie) _

e—eo g(T;€)

holds for each « € G. This means that f(x;¢€) is asymptotically smaller than g(x;e). We
say f(x;¢€) is of "order little 0" of g(x;e€).

(c¢) Asymptotically equal:
f(x;€) = Os(g(;€)) for € — e,

if f(x;€) = O(g(x;€)) and g(x;€) = O(f(x;€)) for € — €.

An asymptotic sequence is the base of asymptotic expansions. We specify such sequences

with the help of the o-order relation in the following Definition.

Definition 3.2.2.
A sequence of functions {¢p nen, With ¢, : Z\{eo} — R is said to form an asymptotic

sequence with regard to ¢y € Z if, for all n,

Pn+1(€) = 0(dn(e)),

as € — €Q.

As an extension to this property of an asymptotic sequence, the following Lemma allows

us to identify terms multiplied by the same function ¢,,.

Lemma 2.
If {pn}nen, is an asymptotic sequence and L, for n = 0,...,N are arbitrary terms

independent of €, then the two statements

N
Z on(€) Ly = o(pn(€)) for e = €
n=0

and
L,=0 forn=0,...,.N

are equivalent.

The proof of this Lemma is given by Meister [46].
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3.3. Single Scale Asymptotic Expansions

Single scale asymptotic expansions are the simplest form of asymptotic expansions. They
are a subset of multiple scale asymptotic expansions which are out of the scope of this
work but are explained in detail by Meister [46]. If a single scale asymptotic expansion
is used to analyze a function, only phenomena on the chosen spatial or time scale are
represented in the solution.

For problems with characteristics on several scales this often leads to a limited area of
validity. In these cases, another single scale asymptotic expansion can be conducted
using a different scale which corresponds to a scaling of the initial problem. The two
locally valid solutions can then be combined within a common area of validity to gain a
single solution, see Kevorkian and Cole [30] and Schneider [63].

However, since the final expansion includes different scales it belongs to the multiple scale
asymptotic expansions. Hence, for some problems, it can be useful to start the analysis
with a multiple scale asymptotic expansion. For the analysis we present here, a single

scale expansion is sufficient.

Definition 3.3.1.
If {¢n}nen, is an asymptotic sequence of functions f : G x Z\{eo} — R, (x;¢€) EN f(z;e),
where {fn}nen, is a function sequence with f,, : G — R, we say that

N
> bule) fu(®)
n=0

is an asymptotic (N + 1)-term single scale expansion of f, if for each N

N
Flase) = ) dn(e)fulx) = o(n(e)),
n=0
as € — €p. This means the error is asymptotically smaller than the last term of the
expansion.

The typical procedure of an asymptotic analysis of a homogeneous differential equation
is as follows. First, we choose an asymptotic sequence {¢p tnen,, giving an ansatz of the

form

N
f@;€) = dnle) falz) + o(¢n(e)) for e = €
n=0

for the solution f of the differential equation. Then we insert this ansatz into the differ-
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ential equation, which is then written in the form

M

Z¢k(€)Lk(f0, ceny fN) = 0(¢M(6)) for e = €0

k=0

with M € Ny and the asymptotic sequence {¢x} for k =0,..., M. The terms L are
independent of € for k =0, ..., M. Hence, due to Lemma [2] we can find the functions f,
for n =0, ..., N by solving the differential equations

Lk(fo, ...,fN) =0 for k = O, ...,M.

3.4. Asymptotic Analysis of the Governing Equations

In this section, we present a single scale asymptotic analysis of the nondimensional Euler
equations in the limit of a vanishing Mach number. The Mach number itself acts as an
additional variable, next to the spatial coordinates and time. We indicate this by writing
u(x,t; M) for the vector of the solution.

The success of an asymptotic analysis greatly depends on the definition of a proper
asymptotic sequence and the choice of suitable spatial and time scales. Both parts need
to match the properties of the considered equations. For the definition of the asymptotic

sequence, we follow the proposal of Meister [48] and choose the sequence
Gn(M) = M™ for n € Ny

for the asymptotic analyses presented here.

We consider the Euler equations in G x RSF with the bounded region G. The set of state
vectors u : G X Rg x (0,M) — R? that fulfill the Euler equations is called U,. In
this set every physical quantity ¢ can be expressed through an asymptotic single scale
expansion

J
Y@, t; M) = ¢(M)p! (a,t) + o(M7) for j =0,1,2 and M — 0
i=0

valid on G x Ry with the asymptotic functions ¢ : G x Ry — R.
To conduct an asymptotic analysis, we insert the asymptotic expansion of the physical

quantities into the conservation equations. For the continuity equation, this leads to
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2
S [atp@ + Vg - (00)] = o(M?) for M — 0in G x RY. (3.1)
i=0
In a similar way we can write the momentum equations as
Lv pW | = o(M?)
M2oF (3.2)

forM—)Oingx]R(T

2
> M [f’t (p0)"? + Vo - [(pv) @ 0]V +
=0

and the energy equation becomes
S [at (pE)D +V,, - (va)@] —o(M?) for M »0in G xRf.  (3.3)
i=0

Considering Lemma we get the following equation that is identical to the O(1)-
formulation of the continuity equation ({3.1)):

8p 0 + Vg - (p0)? =0 (3.4)

in G xR}. The terms associated with the O(M) and O(M?)-formulations can be written
as
8tp(1) + Vg - (pv)(l) =0

and

in G x R, respectively. In the same way, the momentum equation ll leads to

Vaep'¥ =0, (3.5)
vmp(l) = (3'6)

and
0 (pv)” + Vo - [(pv) @ 0] + Vap? =0 (3.7)

in G x Ra' . Finally, the energy equation (3.3) leads to

8 (pE) + Vg - (poH)D =0 for i = 0,1,2 in G x R{.
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From these asymptotic equations, several conclusions can be drawn concerning the be-
havior of the different physical quantities. A direct conclusion from equations (3.5) and
(3.6) is the following Theorem.

Theorem 3.
For u € Us,

and

The proof for this Theorem is given by Meister [46].

One implication of Theorem [3] is that the pressure fluctuations in w € Us can at most
have an influence of o(M) on the pressure distribution. In addition, changes of the order
of O(1) or O(M) can only appear simultaneous in the whole flow domain, changing only
with time. In the limit of a vanishing Mach number, there is a spatially constant pressure
distribution.

It should be noted, however, that the second order pressure fluctuations with a small
amplitude have an influence of O(1) on the leading order momentum distribution. We
can see this from the last term on the left-hand side of equation . Hence, these
fluctuations have a great importance for the whole flow field. For more detail see the
work published by Meister [46].

Theorem 4.

For u € Us,
2 (0 3 0
1 —33Mwbp( ) + ?;Mw a:dp( ) _ v o - nds, (58)
1G] Jg 6ab[p©]° — Mya[p©®]° +5M3p©) — di 1G] Jag

where |G| is the volume of the spatial domain G, OG is its boundary and m represents the

outer unit normal vector on 0G.

Proof.
Inserting the asymptotic sequence into the caloric equation of state (2.19) on page

gives us the relation between the leading orders of pressure and total energy density as

2
0 _ 2Mu (0B)” + 52 00T alpO)
= 3M, — 30p© M2

This relation is the O(1) part of the expression we get by inserting the asymptotic

sequence. To separate this part, we need to expand the expression into a Taylor series
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which we describe in section [A-4] The above equation is the result presented in equation
A15

We can reformulate this equation to get the leading order of total energy density:

o 3M3p© — 3020 (op)"* + Mualp®)” — 3ab[p")]’

E)O) —

Hence, the leading order of the total enthalpy density can be written as

3M3p® — 3M2b (pp) + Mualp®]” - 3ab[p®)"

2013
5MEp©® — 30120 (pp) ) + Myalp©]® — 3ab[p©)]’
N oM3 :

(pH) = (pE) +p© = +p©

Now we insert these two relations into the leading order energy conservation equation
8 (pE)Y + v, - (pHv)? = 0.

This leads to

3M3p©) — 302 (pp)” + Myyalp®)” — 3ablp®)]”
% 2M

5M3p® — 3320 (o)) + Mualp®)” = 3ablp®)"] )
+v$ . 2M3 v = 0.

After some transformation we get

3 3bp® 0) 30p@  qp0 9ab[p(0)]2 0)
(2_ o, 2P T\ o, Tz T o ) 9

0 0 0)72
»© (_3529( )@@ 9ablp] ) v,

oM, ' M2 2M3

0

2 2M,

(0) (0) (0)12 (0)13
(5P 3blep) " alp™] Bablp T o) g,
2 2M,, 2M?2 M3

With the relation Vp(®©) = 0 that results from Theorem |3 we can simplify this equation
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to

3 3bp® 0 30p@  qp® Qab[p(o)]2 0
<2_2Mw o’ + T, T MZ T 2 o

30p@  qpl® 9ab[p(0)]2
0 0
ol <_ oM, | MZ  2M3 Vap?

(0) (0) (0)12 (0)13
L (5 3blep) T alpT] Bablp Ul o) g,
2 2M,, 2M?2 2M3

Now we rearrange the expression to get

3 3bp® ) 30p@  qpl® 9ab[p(0)]2 )
(2_ o, )P T\ o, Yz T o) O

2
+ 0 <_3bp(0) + ) _ 9ablp"] ) e

oM, | M2 2M3

3bp(0) ap(o) 9ab[p(0)]2
0 0
i p( | <_ 2My, " IM% - 21”1% Ve o

2 3
5p0 a[p”]"  6ab[p”)] ©0) _

which we can also write as

3 3bp 0) 3op© ap® 9ab[p(0)]2 0)
(2_ o, |2 P\ T, Yz T o ) 9

3p©@  ap©®  9ab[p®]? ©)
2 3
5p©  alp©@)” | 6ab[p)] ©0) _

From the leading order of the continuity equation (3.4]), we get the relation
op = -V, - (p'v)(o) ]

When we insert this into equation (3.9)), we can simplify it to

3b0) 6ablo O )2
(— ]\Z —I—3) Al + < aj[;g ] - a[g/p] +5p© | v, -0 =0.
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After integrating this equation over G, we finally arrive at

1 _3M3’bp(0) + 3M; dx A - _1/ v . nds
1G] Jg 6abp©)® — Mya[p©®]* + 5M3p0) — dt 1G] Jag

O

Next, we consider this equation in the limit of an ideal gas. To transform the Van der

Waals equation of state into the ideal gas law, we set @ = 0 and b = 0. Then, equation

(13.8) becomes

(0) 1
3 dp7 1 v . nds, (3.10)
5p0)  dt 1G] Jog
which equals the result of the ideal gas analysis conducted by Meister [46] for a ratio

of specific heats of v = % This is the value for v we expect due to our choice for the

specific heat at constant volume of ¢; = %7@

Equation describes the correlation between the leading orders of the pressure and
the velocity distribution for an inviscid, ideal gas. The conclusion drawn by Meister is
that the global temporal evolution of the spatial constant pressure term p© is governed
by compression of the gas over the boundary of the flow domain or expansion of the gas
due to chemical reactions. This is important for the construction of a numerical scheme
for low Mach number flows. Following this conclusion one can define the leading order
pressure to be the same in the whole computational domain.

The additional terms present in the case of a Van der Waals gas that can be seen in
equation on page |29| are products of the leading order of the density distribution,
the molecular weight and the constants a and b. These quantities are always of O(1)
as the Mach number approaches zero. Hence, the conclusions drawn in the ideal gas
analysis are still valid for a Van der Waals gas in general.

However, the influence of expansion or compression of the gas over the boundary of the
flow domain on pressure is not as simple for a Van der Waals gas as it is in the formulation
of the ideal gas law. In the case of a Van der Waals gas, the acting pressure is reduced by
the two terms depending on the constants a and b that are introduced in section [2.2.1
The two terms that are shown in equation on page |11|do not only depend on a and
b but also on the density. Since the effects that alter pressure also influence the density
distribution, these correctional terms can lead to either an increase or a decrease of the
change in pressure, depending on the specific fluid. Hence, the influence of expansion or
compression of the gas over the boundary of the flow domain that can be found for an
ideal gas still applies for a Van der Waals gas in general, but the real gas effects present

in the Van der Waals equation of state can alter this influence.
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In this analysis, no acoustic effects are observed. This is due to the choice of the spatial
scale which only shows the convective velocities. To analyze the acoustic effects, a spatial
scale of M -z could be chosen instead. To obtain both acoustic and convective influences
at once, a multiple scale analysis needs to be conducted that includes both a spatial scale
of M - x and the x-scale used in this work.

A multiple scale analysis for both viscous and inviscid flows using a spatial M -z and a -
scale is conducted by Meister [46]. In their work, the governing equations are thoroughly
analyzed for an ideal gas. Here we are concerned with the enhancement of a numerical
scheme for a Van der Waals gas. The insight necessary for this purpose can be gained
by conducting only a single scale asymptotic analysis. Hence, a multiple scale analysis

is out of the scope of this work.
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4. Numerical Scheme

The formulation of governing equations is helpful to understand and analyze a problem.
However, to gain a detailed spatial solution or even the temporal development of this
solution, the use of a numerical scheme is necessary. Especially when there is no analytical
solution to a problem, solving it with the help of a numerical scheme is the best way to
obtain results. In this chapter we cover the numerical approximation of the governing
equations we discuss in chapter [2l We limit our discussion to two-dimensional schemes.
We begin this chapter with giving a brief overview of the code used in this work. We
describe finite volume methods in general and define both weak solutions and the opera-
tors necessary to formulate the balance equation which is the foundation of finite volume
methods. We also describe the discretization of both the computational domain and the
convective fluxes in detail. Then we introduce the estimation of thermodynamic quan-
tities within the code. We also briefly cover the nondimensionalization applied in the
numerical scheme.

In the second part of the chapter we consider flux functions. We summarize the challenges
in applying a flux function to the region of small Mach numbers and give an overview over
functions adapted for flows under these conditions. We identify two numerical schemes
that are suitable for the objectives of this work.

Then we choose the MAPS (Mach number-based Advection Pressure Splitting) flux func-
tion for the further analysis. We describe both MAPS and the extension to MAPS+ in
detail. We also distinguish between the general version of MAPS+ and special adapta-
tions for low Mach number flows.

In the next step we investigate whether MAPS+ can also be used to calculate the flux
of a Van der Waals gas. To do this, we first analyze the differences in the continuous
flux Jacobi matrix depending on the equation of state since these differences need to be
present in MAPS+ as well. Then we transform MAPS+ into a sum of discrete flux Jacobi
matrices in terms of the conservative variables. This way we are able to compare the
discrete flux function to the results of the analysis of the continuous flux Jacobi matrix
of the Euler equations. We conduct this comparison both for a high Mach number and
for M — 0. In the latter case, we analyze the O-behavior of the different terms of both

matrices as the Mach number approaches zero. By this means we demonstrate that the
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MAPS+ scheme is defined in a way suitable for a Van der Waals gas.

In the last part of the section concerning flux functions, we perform a discrete asymptotic
analysis of both the general and the altered MAPS-+ scheme. The results for the general
MAPS+ scheme contradict the results of the continuous asymptotic analysis while both
agree for the altered MAPS+ scheme. This difference is also present in the numerical
results we show to conclude the section.

In the last part of the chapter, we focus on preconditioning schemes for the low Mach
number region. First we present some general reasons for the usage of a preconditioner in
addition to a description of its effects. We also generally define a preconditioning scheme
and cover the transformation from primitive to conservative variables.

Then we give an overview of preconditioners currently available for an ideal gas. We
briefly cover the evolution of preconditioning schemes and the different ways to con-
struct a preconditioning matrix. We also describe the approaches of other authors to use
preconditioning schemes for real gases.

Next, we explain the different requirements of a numerical scheme for a Van der Waals
gas concerning a preconditioning scheme compared to one for an ideal gas and deduce
the overall form a preconditioning matrix must have. The mentioned differences are then
demonstrated by calculating the eigenvalues and condition numbers of the precondition-
ing of both the ideal gas and the Van der Waals gas continuous flux Jacobi matrix. By
doing this we show that it is possible to alter the eigenvalues in the Van der Waals gas
case in a favorable way.

In the next section, we describe the preconditioning schemes we use for the simulations.
Finally, we present the results of numerical simulations. We compare two different pre-
conditioning schemes for a Van der Waals gas and show that their convergence rates are
independent of the Mach number for M — 0. Then we show the capability of one of the

schemes for different characteristic thermodynamic conditions.

4.1. Overview

The CFD (computational fluid dynamics) platform used in the following is the DLR
TAU-code. It can be applied for the simulation of both viscous and inviscid flows from
the low subsonic to the hypersonic flow regime. TAU is a compressible flow solver that
can be used to model a variety of steady and unsteady flows. It contains a wide range of
models and adaptations for different requirements. Here, we only give a brief overview of
the code and only cover the models used in the subsequent sections; a detailed description
of the DLR TAU-code can be found in Schwamborn et al. [64], Gerhold [24] and Mack
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and Hannemann [44].

TAU can be used with structured and unstructured grids. They are transferred into a
dual grid during the preprocessing, making the solver independent of the specific grid
elements used in the primary grids. All terms within the solver are computed on the
nodes or at the faces of this dual grid.

In TAU, a Godunov-type finite volume method is used to solve the system of governing
equations. For the calculation of the inviscid terms, either a second-order central scheme
or one of many different upwind schemes is available. The viscous terms are computed
with a second-order central scheme. If an upwind scheme is used, a second-order spatial
accuracy can be achieved by using linear reconstruction which is applied on the left and
right states of the dual grid faces. In the following, we focus on upwind schemes.

Both implicit and explicit methods can be used for time integration. As an implicit
scheme, the Lower-Upper Symmetric Gauss-Seidel scheme is available, which is an ap-
proximate factorization scheme. For explicit schemes one of many Runge-Kutta schemes
can be chosen. A dual time stepping approach following the work of Jameson [29] is avail-
able for time-accurate computations. There, within every physical time step a steady
state problem is solved.

To improve the performance of the code in the region of low Mach numbers, several ideal
gas preconditioning schemes are available. The implemented preconditioners are to be

used together with an explicit Runge-Kutta method.

4.1.1. Finite Volume Method

Finite volume methods can be used to discretize the conservation equations. Based on
the integral formulation, weak solutions are determined. The computational domain is
separated into many control volumes within which the governing equations are solved.

We describe the properties of control volumes in subsection [4.1.2]

Definition 4.1.1.

Let Ry > ¢ +% w(.,t) be of limited variation and w (.,t) € [L>*N L' (GUG; Z) for
every fixed t € ]Rar. Then the mapping u is called a weak solution of system on
page [16] if

d
— [ udx + Z fj(u)nids =0 (4.1)
dt J, j=1 0o

for every control volume o C G, where n = (ny,... ,nd)T is the outer unit normal vector

of Oo.
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For conservation equations like the Euler equations, a weak solution describes the prop-
erty that the temporal variation of the mean values of the physical quantities within
a control volume are defined by the fluxes over the boundaries of said control volume.
However, the introduction of weak solutions leads to a loss of the uniqueness of the so-
lution for the Euler equations. So multiple solutions that fulfill the governing equations
are possible.

Next, we introduce the cell averaging operator M,. This is motivated by the integral
form presented in equation .

Definition 4.1.2.

Let |o| be the volume of the control volume o C G. Then
1
(LN L (0:2) 3 u (., t) &% (Mou) (t) = o / u (z,t) de € R4H2
g ag

is called the cell averaging operator on o.

We take B to be the set of control volumes o; C G,i = 1,...,#B, which represents a
disjoint covering of the limited domain G. With the use of the operator £, which is

given by

1
(Lou) (t) = Z (u(z,t)) nj (x)ds for all o; € B,
we arrive at the integral form of the balance equation
d
a (My,u) (t) + (Lo,u) (t) = 0 for all o; € B (4.2)

by introducing the cell averaging operator into the representation of the weak solution.
This form of the balance equation represents the foundation of any finite volume method.
Within these methods, the temporal evolution of values averaged on the cells is calculated.
With the help of equation , a separation of the temporal and spatial discretization
is possible. This leads to a great flexibility of the numerical schemes. In many cases,
the approximation of equation is accomplished in two subsequent steps. First, the
discretization of the contour integrals in applied, which leads to a semi discrete system.
In the second step this system is approximated with the help of a time integration scheme.
In the following subsections, we describe the discretization of the computational domain

and the convective fluxes.
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4.1.2. Discretization of the computational domain

To simulate a flow with the help of a numerical scheme, we need to discretize both
the spatial part G and the temporal part Rar . In the following, we describe the spatial
discretization of G in two dimensions. We also introduce the necessary notation.

To generate the triangulation, we define a set of boundary node points both on the
surface of the profile and at the farfield boundary. The number of boundary points and
hence the distance between two adjacent points defines the size of the resulting triangles.
A higher amount of boundary points leads to smaller triangles.

In the following step a Delaunay triangulation is applied using this set of boundary
points. A characteristic of this method is that no additional node point lies within the
circumcircle of any triangle. The Delaunay triangulation maximizes the minimum angle
of all the triangles which is favorable for the numerical scheme. Then inner node points
of the grid are calculated with the algorithm developed by Friedrich [23]. These points
are then linked with the existing triangulation using the algorithm by Bowyer [7] which
ensures that the grid fulfills the Delaunay criteria. The resulting triangulation represents
the primary grid.

In the final step, the secondary grid is constructed from the primary one. For this

purpose, the inner points s = (41, xsg)T are defined as follows.

Ty = g Tm
meC(T)

with
C(T)={ie{l....,#N,} | point x; is vertex of T},

where 7T is a triangle, and

1
O =577 |l
23 mec(ry lml mezc;ﬂ

m#m

and

|ll| = ”il}] —mng for i,j,k € C(T) .

To create the secondary grid, these inner points are connected to the center points of the
edges of all triangles. This concept is also illustrated in Figure (left).

Now we introduce the necessary notation to specify a control volume. Let 7} be an
arbitrary triangulation of the region G, where we indicate the separate triangles as 7.

In addition, A}, is the index set of all node points of the triangulation 7,. We separate
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Figure 4.1.: General form of a control volume (left) and representation of the boundaries
between control volumes o; and o; (right)

this set into the indices of the internal node points A, g and the indices of the boundary
node points N, sg. So, it is Ny, = Np,.g UN, 5.

We call the open subset of R? that contains the node point ¢; = (x;1, .’Eig)T control volume
o;. This control volume is bounded by the connecting lines between the inner points x4
and the center points of the edges of the respective triangles. This is illustrated in Figure
(left). If the node point x; is a boundary point, the connecting line between x; and
the center point of the boundary edge is part of the boundary of the control volume.
With N (i) we describe the set of all indices j, for which | D00, | ds # 0 is true.

The two straight sections that separate control volume o; from control volume o; for

k

j € N (i) are called IF,, k = 1,2. The respective unit normal vectors on lfj are called nj,

ijs
see Figure (right).
4.1.3. Discretization of the convective fluxes

Based on the spatial discretization of the two-dimensional computational domain G which

we introduce in the preceding subsection [£.1.2] we can write the convective fluxes of the
balance equation (4.2 as
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(Eni) (1) = ’;i‘{ 3 f:/ T (n)"' F, (T (n)%) ds

iEN () k=115

1 ~
" /a T R u)}

with the rotational matrix T'.

Within the finite volume method, average values on each grid cell are calculated which
we indicate by the notation u. If we view these values as constant distributions within
each control volume, there are in general jump discontinuities of the physical values at
the boundary pieces lfj To approximate this Riemann problem, we introduce the term

numerical flux function.

Definition 4.1.3.
A mapping
H:R* x R* x R? —» R*

is called numerical flux function.

To ensure that this arbitrary numerical flux function has a reasonable physical and math-
ematical relationship with the considered differential equation, we define the allowed set

of numerical flux functions by the following consistency constraint.

Definition 4.1.4.

The numerical flux function H is called consistent to the operator EN, if
H(w,u;n) =T (n)"" f1 (T (n)a)

for all w € Z and n € R? with ||n|js = 1 is true.

Godunov realized the discontinuous jump at the interface to be the Riemann problem
which has an exact solution for the Euler equations. Hence, the numerical flux functions
which are introduced by this definition are often referred to as Riemann solvers.

In modern CFD codes, the Riemann problem is no longer solved exactly. Instead, ap-
proximate Riemann solvers are used. The approach presented by Godunov and Bo-
hachevsky [25], using the exact solution of the Riemann problem, requires iterative com-
putations within every time step which are numerically expensive. The approximate
Riemann solvers only produce a fraction of the computational costs while still providing

a sufficient accuracy.
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The choice of an appropriate Riemann solver for a specific problem is an important part
of building a stable and sufficiently precise numerical scheme. We discuss flux functions in
more detail in section and describe the MAPS+ flux function Hjrapsy in subsection
[4:22] With the help of this numerical flux function we can discretize the inner contour

integrals by

T (n) M F (T (n)@) ds = (1 Magarss (@ iiml)
1k

ij
To approximate the integrals over the boundary pieces we use the boundary conditions
described in subsection on page The solid wall boundary condition (2.20) allows
for an exact calculation of the contour integral in equation (4.3]). Hence, the application

of a numerical flux function is not necessary at a solid wall and the contour integral takes

the form
0
1% ~ ~ Pz, t)m
[ rw Rwma = Y |20
80’1‘067’}1710 lo. COTh w p(m@ 7t) n2
0

where x" is the center point of an arbitrary line segment [, which is part of the bound-
ary 0o;.

For the farfield boundary condition, the usage of the numerical flux function Hys4ps+ is
required. For the following description, we separate the farfield boundary condition into
Th.t = Thiin + Th,out,sub + Th.out,sup, Where Ty, i, stands for the inflow boundary conditions
while T out sub and T out sup represents the subsonic and supersonic outflow conditions,
respectively. At the inflow boundaries, we take i, (2*) to be the vector of conservative
variables that is defined in subsection for the flow approaching the boundary. Then

we get

[ ot R @ ds= Y lalHasarss @ @)in)
80N Th in 90107
with i € C(Thin)-
For the subsonic outflow boundary condition, we write wgy: (}") for the vector of con-
servative variables defined in subsection [2.4.2] for the flow leaving the boundary. With
this we get
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/ Tn) ' fi(T(m)a)ds= Y |lo[Hauapst (W, tou (@]") ;1)
a‘7'1'ﬁa7—h,out,sub

60'1'C87;L,0ut,sub

Wlth ’L c C (77170ut75ub).
For the supersonic outflow boundary condition, the left- and right-hand side values of
the conservative variables at the boundary are identical. Hence, we get the convective

boundary fluxes

-17% ~ ~ 1T -
/BUiﬂaﬁ,out,supT(n) f1(T(n)u) ds = Z o, |T (n) ™' F1 (T (n) @)

9o; Caﬁl,out,sup

with i € C (Th.out,sup)-

4.1.4. Implementation of Thermodynamics

In TAU, real gases represented by cubic equations of state are implemented as an exten-
sion to the ideal gas modeling. This way gases that follow another state equation than
the ideal gas law can be modeled. The approach follows the Multi-Fluid Mixing method
as proposed by Banuti et al. [5].

In addition, caloric imperfect gases can be considered. This means that the specific heat
at constant pressure is not a constant but depends on temperature. The available states
for the fluids range from liquid to supercritical condition. The evaluation of the thermo-
dynamic properties is an important part of the flow solver since a precise estimation of
pressure and temperature or enthalpy in every grid cell is needed for the calculation of
the fluxes during each time step.

In general, the thermodynamic model in TAU requires two state variables as an input.
The different modules then calculate all remaining variables. The specific input variables
depend on the problem within the solver and consist of the set density, temperature,
pressure, enthalpy, internal energy and entropy. In addition to these variables, the output
of the specific thermodynamic module can contain the speed of sound, the specific heats
at constant volume and pressure and a variety of transport coefficients.

We consider the description of the thermodynamics, represented by a cubic equation of
state in two parts. This agrees with the implementation in TAU. This way, any quantity

1) can be written as
w — q/}id + wres.

The first part ¥'9 represents the ideal gas component while the second part 1™ describes
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the deviation from the ideal gas behavior. This second part is called the residual com-
ponent. Note that ¢ increases as the real gas deviates from an ideal gas. If the fluid
can be described by the ideal gas law, 1" equals zero.

With a given thermal equation of state, the deviations can be calculated. The specific
relations for ¢ are derived in standard textbooks such as Baehr and Kabalac [3] and a
summary is given in Banuti [4].

In TAU, several cubic equations of state (EOS) are implemented following this approach.
The available equations include the Van der Waals EOS [75], the Soave-Redlich-Kwong
EOS as proposed by Soave [65], the Peng-Robinson EOS [54] and the RK-PR EOS
proposed by Cismondi and Mollerup [I4]. The equations are implemented in the form

presented by Kim et al. [31].

4.1.5. Nondimensionalization

The nondimensionalization used for the analysis within this chapter differs from the one
introduced in chapter on page Since we want to analyze the behavior of the flux
function as it is implemented in the numerical scheme, we apply the same reference values
for the nondimensionalization as they are used in the code. Most numerical schemes do
not use a separate reference velocity but a combination of thermodynamic reference
values to nondimensionalize the velocity.

In the DLR TAU-code, the expression chosen for the reference velocity is vyef = \/% )
This is not a reference value in the sense that we introduce in chapter[2.3]as it is generally
not of the same order of magnitude as the local velocity. Hence, it shows a different
behavior for M — 0 than v does.

For the nondimensionalization, some basic reference values are defined by the user of the
code. The thermodynamic references prer and Tref are given by the freestream values and
the lenght-reference Lo is defined using the specific grid. In addition, the reference value
of the co-volume byt is defined for the Van der Waals thermodynamics. The density
reference pref is calculated within the code using the implemented thermal equation of
state and the given reference values for pressure and temperature. All other reference
values are calculated using these given values.

The full set of reference values used in the TAU-code is listed in Table [£1l These are
the expressions used for the nondimensionalization, the analysis of the numerical scheme
within this chapter is based on.

The usage of the set of reference values presented in chapter leads to dimensionless
quantities of O(1) as the Mach number approaches zero. However, this is not achieved

for the nondimensionalization used in numerical codes. The choice of reference values for
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Table 4.1.: Names, units and reference values of physical quantities as used in the DLR

TAU-code
Physical Quantity Unit Reference Value
Cartesian coordinate x [m] Zref
pressure p [Pa| = [kg/(m - s?)] Dref
temperature T (K] Tret
density p [kg/m3] Pref
co-volume b [m?3 /mol] bre
velocity vector v [m/s] Uref = ];rei
time t [s] gref
ref
A ﬁref
speed of sound ¢ [m/s et
specific internal energy é [J/kg] = [m?/s?] %
e 7 2 /2 Pret
specific total energy E [J/kg] = [m*/s?] e
specific total enthalpy H [J/kg] = [m?/s?] %—ei
molar mass M, |kg/mol| bretpret
. » 2 2 oy £
specific gas constant R [m*/(K - s%)] o
ref
intermolecular forces-constant  a | [(kg - m®)/(mol? - s?)] ﬁref@feflafef

the DLR TAU-code as listed in Table [4.1l results in dimensionless convective velocities of
O(M).

The nondimensionalization with this set of reference values leads to the following form

of the Euler equations:

d
oru + Z@xjfj(u) =0
j=1
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with
pu;
pv1v; + 01;p
fi(u) = : forj=1,...,d.
pUav; + Og;p
pHv;

The caloric Van der Waals equation of state has the dimensionless form

2
B 2MpE — Myp|v|* + 2% ap?

- . 4.4
P 3M,, — 3bp M2 (44)

Here, the Mach number does not appear in the dimensionless equations, other than in

the ones that result from the nondimensionalization in chapter [2.3

4.2. Flux Function

In this section we are concerned with numerical flux functions that are consistent in the

sense of Definition [£.1.4) on page [40]

4.2.1. Flux Functions for low Mach numbers

For flows that encounter both high and low Mach numbers, special schemes can be
developed. Many well-known flux functions have been adapted in an attempt to improve
the properties of the scheme within the region of low Mach numbers. Ideally, in this
region the convergence becomes independent of the Mach number.

The compressible equations tend towards the incompressible ones where the density is in-
dependent of pressure, as the Mach number approaches zero (see for example Klainerman
and Majda [34]). The flux functions have to represent the behavior of the compressible
equations in the entire flow regime. Hence, at low Mach numbers, the flux functions
should represent the incompressible equations as well.

However, there are two major challenges for a compressible scheme at low Mach numbers
that are thoroughly investigated by Guillard and Nkonga [27] and Volpe [74]. First,
the time step size needs to be very small compared to the characteristic times of the
flow since the acoustic velocities are very high compared to the convective ones. The
relationship between time step size and the characteristic velocities is expressed in the
CFL-constraint. Second, the numerical diffusion negatively impairs the solution.

There are many attempts to modify the flux function of a finite volume scheme with

the goal to obtain better results for a flow at low Mach numbers. This idea was first
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proposed by Turkel [68]. Examples of this approach are the works of Dellacherie [16] or
Rieper [58], where the authors attempt to only modify the part of the flux function that
describes the numerical diffusion. Another, more detailed approach is published by Klein
[35]. Their method is based on an asymptotic expansion and considers different orders
in terms of the Mach number in the composition of the pressure term. It is applied for
example in the works of Cordier et al. [15] and Noelle et al. [53]. The algorithm proposed
by Schneider et al. [62] is also based on the work of Klein. They develop a method to
construct numerical fluxes in an upwind scheme in a way that the divergence constraint
in the asymptotic limit is met.

A group of popular upwind methods are AUSM (Advection Upstream Splitting Method)-
family schemes. This is due to their simple structure and robust as well as accurate
behavior at high Mach numbers. The AUSM scheme was initially developed by Liou and
Steffen [43], [41]. There are different modifications for flows at low Mach numbers. The
AUSM™-up scheme proposed by Liou [42] is based on a special design of the dissipation
terms, while Edwards and Liou [20] introduce a pressure-velocity coupling. The method
by Edwards and Liou also depends on the usage of a time-derivative preconditioning.
Sachdev et al. [61] further develop the AUSM™-up scheme into a more generalized form
that is better suitable for unsteady flows.

Rossow [60] follows a similar approach in expanding the MAPS (Mach number-based
Advection Pressure Splitting) scheme towards the incompressible limit. They compare
the MAPS flux function to the Roe flux-difference splitting (see Roe [59]). By expanding
both schemes in terms of the Mach number and analyzing them in the limit of M — 0,
certain dissipation terms are identified that are only present in the Roe scheme and play
an important part in the modeling of crossflow diffusion. These terms are then included
into the basic MAPS scheme, extending it to MAPS+. Like most flux functions that are
extended towards the incompressible limit, MAPS+ is intended to be used together with
a time-derivative preconditioning.

Both the AUSM™-up and the MAPS+ scheme prove to be robust and accurate at all
Mach numbers. However, in their development only ideal gases are considered. Since the
MAPS+ scheme also shows good results for simulations of supercritical fluids, we decide

to use MAPS+ for the investigations in this work.

4.2.2. MAPS+

MAPS+ is an extension of the MAPS flux function which consists of momentum fluxes
based on the central velocity component g.q and the upwind velocity component g, as

well as the pressure term pio. In the following, we use g to refer to the total directional

46



velocity, hence, it is ¢ = vin; + vons.

MAPS-+ is formulated in the conservative variables (p, pv1, pve, ph), where h is the specific
internal enthalpy. So here the energy equation is not represented by the internal energy
but by the enthalpy. For the presentation of MAPS+ we use uy; and upg for the left-
and right-hand side variable at the interface between two cells, respectively. They are
the mean values of the respective grid cells.

The two velocity components of the MAPS scheme are defined as

Gcd = —7—

v <MaL + Mag
2

5M|MGR| — [May|
2 2

and
av

Gup = TMam

with the average speed of sound

o (CL + CR)
2

and the left- and right-hand Mach numbers given by

ar

cav :

Maj, = % and Magr =
The maximum Mach number M a,, is defined as
May, = max (|[Magr|,|Mag|),
while the function M is given by
BM = max (0, 2M amax1 — 1) (4.5)

with
Mamax, = min (May,, 1) .

The contribution of pressure is defined as
P12 = Pav — /Bppd

with the average pressure
DL +DR
Pav = I
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and the pressure difference

1 < Mapg MaL)

d— 5 R — PL
Pd= 5 \PR N Map| ~ PLMay)

The scaling function [P is defined as
BP = max(0,2M amin1 — 1) (4.6)
with the Mach number
M ayin,1 = min [min (|Marl|,|Magl),1].
The two momentum fluxes (pv); and (pv) of MAPS are defined as

(pv)L = (ch + Qup) PL

and

(pv)R = (qu - (Iup) PR-
Finally, the flux function is given by
Hifaps (@i @5m) = (pv), Dr + (pv) g PR + P1oT,

with & = (1,vl,v2,h)T and ¥ = (O,nl,ng,O)T.
For the extension to MAPS-, dissipation terms are added to improve the behavior of the
compressible scheme in the incompressible limit. The extended MAPS+ flux function is
given by
D ~ o -~
/Hf\/[APS—l- (ui’ Uj; n) = H,]DMAPS (uiv Uj; n) - (q)L + q)R) Pscal — \IJQScal-
The terms of extension are the pressure scaling

max(l — Mao,()) PR — PL

Dscal = 2Cmax 2

and the velocity scaling

L+ PR
Qscal = % max (]— - MCLQ, 0) Cmin (QR - QL)
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with the Mach number

May = min <qmaX, 1> . (4.7)

Cmin

The remaining terms are defined as:
Cmax = INax (c[n CR) )

Cmin = Min (cg, cRr)

and

Gmax = M @y Cmax. (4.8)

In the case of a low Mach number, MAPS+ is adapted by changing these additional

terms to
2 1 Qyef? 2
Cmax,mod = \/ 9max 5 1- CT + Qres2s (49)
max
Cmin,mod = Cmax,mod
and

1 g
Gmax,mod = ¢max |:1 - 5 (1 - 028f>:| )

max
with the reference velocity
2 . 2 722 2
Qref = 1IN [max (|q’ 7K cmax) ?cmax] 9
where K is the product of a constant K. and the reference Mach number. Usually, K.
is set to be one.

In this case, the Mach number Mag is calculated using the modified expressions. It gets

changed to
Mag = min (qma"’m"d, 1) . (4.10)

Cmin,mod

In the following, we refer to the MAPS+ scheme using terms (4.7)) to (4.8) as the general
MAPS+ scheme while we call the one using terms (4.9) to (4.10) the altered MAPS+

scheme.

4.2.3. Approximation of the continuous flux function

The continuous flux function of the Euler equations can be expressed by a Jacobi matrix
as defined in equation ([2.4]) on page |8l We want to analyze the differences in this matrix

caused by the use of an ideal and a Van der Waals gas equation of state. To do this,
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we examine the O-formulation of the entries of the matrix for both cases as the Mach
number approaches zero.

In a first step, it is helpful to look at the transformation matrix between the primi-
tive variables q; = (p,v1,va, p)T and the conservative variables u = (ul,UQ,U3,U4)T =
(p, pu1, pv2, pE)"
of the conservative ones. For an ideal gas we get

Uy U3 ( 1) 1u3 + u? 4
ia = (u,—,—,(v— Uy — - ——= ,
T1,id ! Uy U K 4 2w

. To arrive at this matrix, we first write the primitive variables in terms

(4.11)

where the first three entries can be gained directly from the vector of conservative vari-

ables. To get the fourth entry we first rearrange the dimensionless version of the caloric

ideal gas equation ([2.5) to
1
p=(y-1) (pE - zpvz)
which then leads us to the fourth entry of the vector in equation (4.11)).

In the next step we calculate the transformation matrix % ~using the representation
(2
of the primitive variables given in equation (4.11)). This leads to

1 0 0 0

— 3 L 0 0
P u? u1
(ql> - 1 (4.12)
ou id —ug 0 1 0

u u1

2+2
FO =D (-2 (=D -1

If we replace the conservative variables, we can also write this matrix as

[ 1 0 0 0
_ v 1
(o) | z ’ ’
ou id v 1
~12 0 ! 0
(=D —ui(y=1) —v2(y—1) v—1]

To calculate the transformation matrix for a Van der Waals gas, we first write the vector
of primitive variables in terms of the conservative ones applying the nondimensional
caloric equation of state for a Van der Waals gas (4.4) on page The first three entries
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are identical to the vector in equation (4.11)). For the fourth entry we write the right-hand

side of equation (4.4) in terms of the conservative variables and arrive at

2 2 2
DMy — My, 2248 4 294 2
_ My, 1

p= -1 -
3Mw - 3b’LL1 M,LQU '

Hence, we get the following form of the vector of primitive variables:

u%—f—ug auf 2 T
uy ug 2Myug — My =72+ 257  qu? (4.13)
= U g Ty - .
q1,vaw 1 w1 ul’ 3M,, — 3buy Mz%
Now we calculate the transformation matrix (%) using this vector. The first three

rows are identical to the ones in matrix (4.12)). For the first entry in the last row we get

2 2 2 2 2
< 3(q1)4> (8My — 3bur) (M, 255 4 a3 )+ 3b (20, — M, “2E5 4 257
Ouy Vdw (3Mw — 3bu1)2
0
M3

_ ab 2
12Mw uy

2,2 2,2
2 uptuz uptuz
3MwT§ + 12auy, — 3bM,, ™

(3My, — 3bup)?

2 2
6bMyus — 3bMyy " 225 +6:2ud gy

(3My — 3buy )? M2

We can further simplify this equation to

2 2 2 2
<a(q1)4> 6DMyus + BMEEES — 6M, " — 6 uf + 120 Jau
Qur ) yaw (3M,, — 3buy)? M2

2 2 2 2
2bM3uy + M 25" — 2bM3 “255 — 2abM,,u? + 4a M2y

1
3M2 (M, — buy)?
—6ab2u‘? + 12awau% — 6aM3)u1
3M2 (M, — buy)?
20M 3 uy + Mf})u%T—?g — 2bM5’,%+lu§ — 6ab®u3 + 10abM,u? — 2aM?2uy

B 3M2 (M, — buy)?
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If we replace the conservative variables we can rewrite this as

<8(q1)4> _ 20M3 pE + M2|v|? — 2bM3 p|v|? — 6ab?p® + 10abM,,p* — 2aM?2p
| 26Myp (E - [of?) + M Jof? ~ 645 p° + 104-p* — 2ap
B 3 (M, — bp)?

The second entry in the last row becomes

(q1), _ _QMW%
g )ygy  3My —3buy’

If we replace the conservative variables we get

8((]1)4 _ —2My,v1
8uQ VAW 3Mw — 3b,0'

In a similar manner, we get

8((]1)4 _ —2Myyv2
ous Jyaw  3My — 3bp
for the third entry of the last row. Finally, we calculate the last entry which becomes
a(Ql)zl _ 2Mw
8U4 VdWw 3Mw — 3bu1 '
Again, we replace the conservative variables and arrive at
a(Ql)z,L _ 2Mw
aU4 Vdw 3Mw - 3bp'

Hence, for a Van der Waals gas with the caloric equation of state (4.4)) we get the following

form of the transformation matrix:

92



(8'11) _
ou ) yaw

1 0 0 0
Y 1 0 0
) ; (4.14)
_v2 1
p 0 P 0
2bM p(E—\v\Q)—l—MZ |'v|2—6¢p3+10a—bp2—2ap
w w M2, My —2M,v1 —2 My v2 2M,,
L 3(My—bp)? 3My—3bp  3My—3bp  3My—3bp

Clearly, only the last row of the transformation matrix differs depending on which equa-
tion of state is used. The last row contains the changes of pressure with the different
conservative variables. In the first row, the changes of density are listed. Since density
is both a primitive variable in g; and a conservative variable, this row does not change
depending on the choice of the state equation as density is solely described by itself.
Therefore, pressure is the only primitive variable out of g; that depends on the specific
equation of state and hence we only see a change in the last row of the two matrices.

For M — 0, we get the following behavior of the different terms of the transformation

matrix for an ideal gas

1 0 0 0
0q, | o) 0Q1) 0 0
<5U>id Sl om0 o) 0 1)
O(M?) O(M) O(M) O(1)
For a Van der Waals gas we get
1 0 0 0
0q, o) o) 0 0
<3U>Vclw o) o o1 0 19
(

Since |v| is of O(M) as M — 0 while all thermodynamic quantities are of O(1), the only
difference in the behavior of the terms of these matrices is the first term in the last row
% = g—’;. For an ideal gas, it is O(M?) but for a Van der Waals gas it is of O(1).

In a similar way, we can look at the behavior of the terms of the continuous Jacobi matrix

93



in z1-direction AE} ) — 6%71(:‘). For the detailed derivation see Appendix 1' For an

ideal gas, we get

0 1 0 0
AE,,I) _ O(M2) OoM) OomM) 0Q1) ’ (4.17)
O(M?) O(M) O(M) 0
O(M) O(1) OM?) O(M)
see equation , while the usage of a Van der Waals gas leads to
0 1 0 0
A0 _| om o0n onn o | s
O(M?) O(M) O(M) 0

see equation ((A.7)).

As for the transformation matrices, only one term shows a different behavior as M — 0.

2
This is the first term in the second row 8(%7(;:))2 — o g1p+p ). For an ideal gas it is

of O(M?) as M — 0 while for a Van der Waals gas it is of O(1). This difference is
expected due to the different behaviors of g—zpj depending on the chosen equation of state,

2
which is dominant over the behavior of %Zl) in the case of a Van der Waals gas. Of

course, if we consider the continuous Jacobi matrix in xs-direction, the term showing

a different behavior depending on the state equation is the first term in the third row
A(f2(u))3 _ O(pvi+p)

ouq dp
This analysis shows that there is a great difference in the behavior of some terms in the

Jacobi matrices as the Mach number approaches zero. Hence, a numerical flux function
designed for an ideal gas can only be expected to show good results for a Van der Waals
gas if these differences introduced due to the different state equations are also present in
the definition of the numerical flux function. Therefore, we need to analyze the MAPS+
function in this regard.

To compare the numerical MAPS+ flux function to the continuous Jacobi matrix of the
Euler equations, we have to transfer the dissipation terms of MAPS+ into the form of
a Jacobi Matrix. Following Rossow [60], we write the dissipation terms of the MAPS+

scheme as
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1

Cmax

Hopapsy (Wi, uj;m) = (1 —|Mao|) Ap + pBM Ag + |g|Lp

~ o~ 1
Hirapss (@i tjim) = nifPAp + vi (1= [Magl) Ap + g pemax (L — [Mao|) Lg

2 max

+pv1BM Ag + |g| 2 (pv1)

~ - 1 1
Ml s (s g5 m) = maBPp + 5 vy (1= |Maol) Ap + 5napema (1= [Mao]) g

max

+pva™ Aq + gl A (pv2)

HMAPS—}— (U'Lauja ) = h(l - |Ma0|) Ap + PhBMAq + ’q|A (ph) :

Cmax

The notation A¢ is an abbreviation for the numerical difference ¢;, — ¢g.

We can express these equations as the sum of two Jacobi matrices. The first one being in
terms of the primitive variables q;, the second in terms of the conservative ones. Using
the transformation matrix % from primitive variables q; to conservative variables u, we
can rewrite this sum in terms of conservative variables. This is necessary to compare it to
the continuous Jacobi matrix of the Euler equations which is formulated in conservative
variables as well. For simplicity, in the flowing we consider a flow-aligned coordinate
system. This gives us ¢ = v;. With this, we can write the Jacobi matrix of the diffusive

part of the general MAPS—+ scheme as

0 pBM 0 52— (1—|Magl)
A 10 pv1 M + £min (1 — | Magl) 0 Semme (L= [Maol) + 57 Oq,
wMAPSET 0 pugBM 4 i (1~ [Mag|) 0 52— (1 — [Mag|) + 87 | du
0 p(E +2)3M 0 g (1= [Magl) + 01 |
vy 00 0|
0 V1 0 0
_|_
0 0 v O
0 0 0 v1 |
(4.19)

To compare this representation of MAPS+ to the Jacobi matrix of the Euler equations,
we transform the latter into a similar form. Since we consider a flow-aligned coordinate
system with ¢ = vy, we can compare matrix to the continuous Jacobi matrix in
xz1-direction A( ) 9f 1(u)
similar to the last term in equation as it is done for the MAPS+ scheme and

We separate a matrix in terms of the conservative variables
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write the remaining terms as functions of the primitive variables g;. The detailed deriva-
tion is presented in Appendix [A22] This leads us to the following representation of the

continuous Jacobi matrix in xi-direction, written as the sum of two matrices

0 p 00 v 0 0 0
0 0 1 0 0 0

AP = o a, vl . (4.20)
0 v 0 0 | du 0 0 v 0
0 p(E+E) 0 v 0 0 0 un

This matrix is valid for both an ideal and a Van der Waals gas, as it is shown in Ap-
pendices [A.2.1|and |A.2.2] Comparing equations (4.19)) and (4.20)), it stands out that we

only consider the pressure component in the momentum equation in x;-direction in the

continuous Jacobi matrix while it is present in both momentum equations in the flow-
aligned MAPS+ scheme. However, the momentum equation in ze-direction including the
pressure component is of course included in the continuous Jacobi matrix in xo-direction.
Apart from this difference, MAPS+ is a close approximation of the continuous flux func-
tion represented by equation for Mach numbers close to or above one. Note that
the terms multiplied by (1 — [Mag|) only have a small influence as the Mach number
approaches unity from below. For supersonic flows, these terms are not considered, since
Magy = 1 in this flow region, see the definition of Mag in equation on page In
addition, for supersonic flows it is M = P = 1, see the definitions of M and AP in
equations and , respectively. Hence, in this flow region, the MAPS+ Jacobi
matrix is an exact representation of the continuous flux function of the Euler equation.
Due to the separation in primitive and conservative variables, this holds for any thermo-
dynamic state equation. The multiplication with % introduces the different behaviors
of the equations of state into the MAPS+ scheme. Hence, the numerical algorithm given
by equation represents the flux of a Van der Waals gas as well as the one of an
ideal gas.

However, this is only the case for a Mach number above 0.5. For smaller Mach numbers,
and hence in the case of M — 0, the functions M and AP become zero, see their definition
in equations and , respectively. At the same time, the influence of the terms
multiplied by (1 —|Mag|) increases. These differences are introduced to MAPS+ to
ensure the correct calculation of diffusion at small Mach numbers, both in and across the
direction of the flow, see Rossow [60)].

Since we are interested in the application of MAPS+ to small Mach numbers, we look
at the flow aligned Jacobi matrix of the MAPS+ scheme for a Mach number below 0.5:
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[ 0 s (1 — | May|

2Cmax,mod
pcmi;,mod (1 o ’MGOD

Y (1 — |[Mag|
Pcmix%od (1 — ’MCLO‘)

)
2Cmax,mod )

v2 (1— ’Mao‘) 87

2Cmax,mod
p

Ay MAPS+ =

o O O O
o O o O©

E+E
I 0 o (1 1M a0]) + 1 . (4.21)
v 0 0 0
0 v 0 0
_l’_
0 0 v 0
0 0 0 wu

Here, we use ¢max,mod and Cmin,mod instead of cmax and cpin since we are concerned with
flows at a low Mach number and hence want to analyze the altered MAPS+ scheme.

It is clear that this matrix is not as easily compared to the continuous Jacobi matrix as
the one given in equation . The additional terms introduced to MAPS+ that are
shown in equation are thoroughly investigated by Rossow [60]. In their work, they
show that these terms have the expected effect for an ideal gas. Hence, we can deduce
that the matrix representing MAPS+ for a Mach number below 0.5 closely resembles the
matrix for an ideal gas. Therefore, our goal is to show that the differences in the
behavior of the terms of the matrix between an ideal gas and a Van der Waals gas are
correctly reproduced by the MAPS-+ scheme.

As for the continuous flux Jacobi matrix of the Euler equations, we investigate the
behavior of the terms of the MAPS+ flux Jacobi matrix as the Mach number approaches

zero. Again, we look at a flow-aligned coordinate system. For an ideal gas we get

oM) 0O() o0@1) owm1
O(M?) OM) O

A =
wWMAPSET o) o) 0

Ay MAPSt = (4.22)

The derivation of the behavior of the different terms is shown in Appendix The
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obvious difference of the Jacobi matrix for a Van der Waals gas is the increase of all
terms in the first column by two orders of magnitude with respect to the Mach number
compared to the Jacobi matrix for an ideal gas. These terms are the ones that are
multiplied by Ap. The analysis of the continuous Jacobi matrices shows this difference
in the momentum equations, see the matrices and . Hence, the influence of
the different equation of state on the flux Jacobi matrix that we found by analyzing the
continuous Jacobi matrices is also present in the MAPS+ scheme.

The additional differences concerning the increased influence of the terms multiplied by
Ap on the continuity and energy equations, so the changes in behavior of the first terms
in the first and last row, do not alter the performance of MAPS+. For a Van der Waals
gas, the terms multiplied by the density difference show the same behavior for a vanishing
Mach number as the terms multiplied by the energy density differences do. So, in matrix
, the first and the forth column contain identical entries. However, in the density
and energy density equations, the terms multiplied by ApFE are higher than the terms
multiplied by Ap by a factor over 1000, where the exact value depends on the fluid. So
even though for a Van der Waals gas the terms multiplied by Ap show the same behavior
for M — 0 as the terms multiplied by ApFE do, the latter are dominant independent of
the Mach number. Hence, the energy density differences are still the main components
in these two equations.

Therefore, the adjustments made for small Mach numbers work as well for a Van der

Waals gas as they do for an ideal gas.

4.2.4. Asymptotic Analysis

Since we want to analyze the flux function the way it is implemented in the numerical
scheme, it is favorable to nondimensionalize the equations by applying the reference
values used in the scheme instead of using the nondimensionalization that is suitable
for an asymptotic analysis. We also discuss this in section and the used reference
values are listed in Table on page [44] This leads to nondimensional parameters that
are not all of O(1) as M — 0. To overcome this issue and arrive at parameters of O(1),

we introduce the following auxiliary parameters into all equations of the flux functions:

c=c, p=p, ?L:hﬁ:m g= Mg, and v = Mv

As in chapter [3| we use the Mach number M instead of the local Mach number Ma for
the investigation.

Using the auxiliary variables, we get the following form of the integral balance equation
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presented in equation (4.2) on page

d _ Lo
= (Mo0) (1) + (Egiu) (t) = 0 for all o; € B

We conduct this analysis for both the general and the altered MAPS-+ scheme. Since
both are an extension of MAPS, we start with an analysis of the MAPS scheme.

In the following, we use the discretization described in subsection [£.1.2] on page [38] The
subscript ; indicates the cell mean value of the respective quantity in a grid cell o; € B.
The subscript ; refers to a grid cell o; with 7 € A (7). The maximum and minimum
functions that are indicated by the subscripts max,ij and min,i;, respectively, indicate the

maximum and minimum of the respective quantities in the grid cells o; and o;.

4.2.4.1. MAPS scheme
For the average speed of sound, the introduction of the auxiliary parameters leads to

'c‘“”:ci+cj :Ci-i-cj

2 2

while the Mach number of each grid cell becomes

— G 2; — 2;
MaiZNq—:M q and Ma; =M 4

cav Ci + ¢ c + ¢

With ®yaxi; = max (®;, ;) the maximum Mach number becomes

- S 2 2
Ma,, = max (|Mai|,|Maj]>:maX (]M a |, |M 9 |>
¢+ ¢y ¢+ ¢y

_ MQ‘Q|max,ij

)
¢+ ¢y

while for the Mach number ]\%max’l, the following is true:

Ma — 2 )
Mamax,1 = min {max (’Maz‘\, \Maj\) ,1} — min (M‘q’m“:”7 1)
¢+ ¢y

For M — 0 the first term of the minimum function is dominant and we get

AT 2|Q’maxi'

7]

M Gmax,1 = M .
c; + Cj
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With this, we can evaluate the function BVM :

3 — 4 yy
A" = max (0, 2 Mamax,1 — 1) = max (0, oy Hebmaxas 1)
¢+ ¢y

for M — 0 we get:
M = .

Given these intermediate results, we can write the velocity components as

ed = 75~ 2 2

Gt (M 2q; M 26]]‘ >:Ci+cj (MQi+Qj>:MQi+Qj

" Ca (]\7(/1¢+mj —BM|mj| - u\%,-|>

4 2 ¢i+cj 2 ¢+ 4 Ci + ¢ 4
- : vo o d
~ Cav 757 Ci T C§ qlmax,ij q|max,ij
=—M = - M =M
ap = Ty HAm =Ty ¢+ ¢ 2

which leads to the momentum fluxes

pu G + qj iy
(p0); = (Ged + Gup) pi = M (q, 0 4] + ‘Q|m2a ,zj> o

and

— ~ ¢+ 4 |9Imaxij
(pv)j _ (QCd*Qup) pj = M< 7 T J | ’m;xl]) pj-

In the next step, we evaluate the components of the pressure contribution. For the
average pressure we get

~ pitDj  pitpj
pav_ - 9

2 2
while the pressure difference becomes
— — 2g; 2q;
— <ﬁ Ma; Ma,-> L M = ) M3
d = 5 ) T—  — Pi—— =35 il 20, i 2q;
2\ May| [ Mai|) 2\ 7ML M

_1 <p.%' _ pQ>
2\ gl 7 il
With @i 5 = min (®;, ®;) the Mach number ]\%miml is

Ma Ma Vo 2 min,ij
M in,1 = min [min <|Mai|7 ’Majo 71} = min <MM|”7 1> ‘
¢ +¢j
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For M — 0 we get:
2|q|min, i

Mamin,l =M
Ci + ¢

Hence, we can evaluate §P:

3l 'y 92 o
Bp:max(0a2'Mamin,1—1) = max <072M|Q|m1n,zj_1>
¢+ ¢y

For M — 0 we get
BP = 0.

With these results, the pressure contribution pi9 simplifies to

~ i + pi
— BPpa = ——2L.

ﬁ12 = ﬁav 9

For the extension to MAPS+ we distinguish between the general MAPS-+ scheme for
all Mach numbers and the altered MAPS+ scheme with modified terms for low Mach
numbers.

4.2.4.2. General MAPS+4 scheme

In the general case, we can write the remaining terms as
Cmax,ij — Max (Cia Cj) = Cmax,ijs

Cmin,;; = MIN (Ci7 Cj) = Cmin,ij

and
2 ‘ q | max,ij Cmax,ij

¢+ ¢y

Qmax,ij = Mamcmax,ij =M

And the Mach number ]\%0 becomes:

~ 2‘q|max,ijcmax,ij
— . { Qmax,ij (M cite; . 2|q|max,ij Cmax,ij
Mag = min (| —,1 ) = min ,1 ] =min ( M ,1
Cmin,ij Cmin,ij Ci + ¢j  Cmin,ij

For M — 0 again the first term of the minimum function is the dominant one. Hence,

we get:

mo _ M2|q‘max,ij Cmax,ij (423)
Ci +¢Cj  Cminj
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For the pressure scaling we get

nmx(b—mmm0>.ﬁf—@- (4.24)

2- Cmax,ij 2

ﬁscal =

In equation |D we see that ]\%0 is smaller than 1 as M — 0. Hence, we can further
simplify equation (4.24)) to

—_— 2‘q‘max,i' Cmax,ij 3 3
~ 1—May pj—pi (1 -M cite; . Cmin,ijj') (pj —pi)
Pscal = ’ 9 =

2- Emaxﬂj 4cmax,ij
_ Pi=pi g ldlmaxis (2 — pi)
4cmax,ij 20min,ij (Ci + Cj)

The velocity scaling becomes

~ pi + P — ~ ~ o~
Gscal = pi 4 P - Imax <1 - Ma070> Cmin,ij (QJ - Qi) .

Again, we use the fact that ]\%0 < 1 for M — 0 to simplify the maximum function.
This leads us to

- pi + P — 0\ - -
Gscal = % : (1 - MCL(]) Cmin,ij (Qj - Qi)

pi + pj 2|Q|max ij Cmax,ij
AN N Vs : W\ e M (g — a6
4 < CZ _|_ C] len,z.] min,?j (q] q’L)

_ M2 |q‘max,ijcmax,ij (Pz + pj)
2 (Ci + Cj)

M
Zzﬂm+mﬁmmﬂ%—%) (¢ — ai)

Finally, we can combine all intermediate results and arrive at the expression for the flux
functions. With the shorthand notation A;;® = ®; — ®; we get for the density flux:

(ﬁl/})z + (E{))] - 2ﬁscal

g + q; IQ‘maxij q; +q; |Q‘maxij
- M ) LM _ ; ,
< 1 + 5 pi + 1 5 Pj

Pj — Di ’ﬂmax,zj (pj —p¢)>
_2 Ly e M
<4cmax,z‘j 2Cmin,ij (Ci + Cj) (4.25)

Hirapsy (i, ujin)

Bigp - ldlmaxi; Digp +M\Q!max,ijA

2Cmax,ij Cmin,ij Ci t¢j 2

(g +q;5) (pi + pj)
4

ijP

+M
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The two momentum fluxes H?\Z%PSJF (w;,uj;n) with ¢ = 1,2 can be written as

HMAPSJr (u,,u], ) = (577)1' (Q)i + (517) ( C) +ncp12 - [(@)i +( 4) :|psca1 n(@scal

_|_ . max.id
=M<% %+m“”ﬂpr@¢

4 2
(% T4 |glmax,ij Py M (vy), +ncpz tD;
4 2 2
bj — Pi |Q|max ij (p pz)
-M { ve), + (v } < - M
( C)l ( C)] 4Cmax,ij 2Cm1n,2j (C'L + C])

M
—n¢ <4 (pi + pj) Cmin,ij (45 — i)

—M2 |q’max,ijcmax,ij (pz + pj) (Q‘ . Q)>
' i

2(ci +¢y)
+pj (v¢); + (v); -
— ncpl 2 p] + M 4C ] Az] + <_]\4pl 4 p] lenﬂJAl]q
max,ij

2|q|max,ij (ve); + (Uc)j

A
¢+ ¢y P

2Cmin,ij

M2 |QImax z;Cmax 47 Pi T Pj Al]q
C; + Cj

Glmax.ij qi + q;
+M2H;”Aij () + M> == [Wc)i + (PUC)J} '
(4.26)

The enthalpy flux becomes

h 21 27 et 7 - 7 7 I ~
Hirapsy (Wi, ujsn) = (pv); hi + (pv); by — (hi + hj) Pscal

@+ q | |qmaxis ¢+ q  |qlmaxis
=M : h). + M - ’ h) .
—(hi+hy) ( —Pi o lqlmax,ij (pj —Pi)>
4emax i 2¢min 47 (Ci + Cj)
hi +h] |Q|max7,] h; +hj ‘Q|maxzj
Niip AV M——=2/N;: (ph
1P 2Cmm dj Cit ¢y isP + 2 R ( )

4Cmax Jij

+MW [(Ph)i + (Ph)j] :
(4.27)

To conduct an asymptotic analysis, we insert an asymptotic series of the form

v =90+ MylD 4+ 2P 4o (M7)
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for every physical quantity in the numerical flux functions (4.25)), (4.26) and (4.27). Due

to Lemma [2] this results in the following asymptotic difference equations:

=3 Z ”p |l (4.28)

JEN (i) k= 1 max i

2 (0)
Zp ks U] for ¢ = 1,2
JEN(3) k=1
and
(0 0)
0
B =3 Z <o> 2ijp 1| (4.29)
JEN (1) maxz]

for every ¢ € Nhg Again we need to expand the relations into Taylor series to gain

equations (4 and (| which are given by equations (A.17) and ( -

A direct result of equatlons (4.28) and (4.29) is the followmg Theorem.

Theorem 5.
For 0Ty, = 0T U 0Ty, g with the boundary condition

p(a,t) = const + MpM (x, t) + M?p? (x, t)

for all (z,t) € OTh 5 x RS and const € R, the following is true for the leading order
pressure distribution calculated by the general MAPS+ scheme:

pz(»o) = pg-o)for all i,5 € Np.

The proof is given by Meister [47].

Now, we analyze the function H}, 4 pg, (Wi, %3 1) in equation (4.25) in more detail. We

get for the mass balance

64



[\
)

2
d . Aijp(o)
% (,0) - ' ' E ( (0)

1) (0)
+M 22: Aijp(l) B Cmax,iinjp(O) . |q|max,ij Aijp(o)
= 200 © )2 ©) 0 (0
JEN(3) k=1 Crax,ij 2 ( max,ij) Cmin,ij Ci + ¢;
(0) (0) (0) (0)
lal e (qz‘ T )(Pi T )
t— L0 + 1 1]
+O(M?),

(4.30)

where the different terms are given by equations (A.17)) and (A.18]).

In the following we consider the special case of a structured, equidistant, Cartesian grid

to which we refer as Sy,.

Theorem 6.
If Sy, is a structured discretization of the flow domain G with 0S;, = 0S8y, U OSh, ¢ and

with the boundary condition
p(x,t) = const + M?*p@ (x, t)
for all (z,t) € OSp g x Ry and const € RT, and for all i € N, g the statement
pgo) = p;o) for all j € N(i) (4.31)

with
1
ng = —MN;, = ( 0 ) for I,k € N(4)

1s true, then there exists a velocity field such that the following statement holds for the

pressure terms evaluated by the general MAPS+ scheme:

pgl) # p;(f)

Proof.
Due to Theorem [0 the leading order pressure is constant everywhere. Considering the

discretization Sy, we can simplify the asymptotic mass equation (4.30]) to
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(1) ©
- M Z < ijP |q,m2ax,’tj Aijp(o)
Jje(l,k)

LT DIGEE ) P

max K7

_l’_

4

We arrive at the following mass equation of order O(M):

(1) (1) (1) (1) (0) (0)
Lt RS it | S  ldlmasi <p(0) B l(o>>  lalmaxin <p(0) B pl(€0)>
QCfr(l):)ax,il 2 Er(l);x ik 2 Z 2 l
( O ) (60 +6) (6 +40) (5 + )
4 B 4 '
Using condition (4.31]) we can simplify this to
L 1) (1) (@) (0)
b; Py Py P (0) (0) (0)
_|_ =—(—2¢, —q —q. ). 4.32
2, o, 2 ) e

From this relation, it is obvious that p®) cannot be spatially constant for an arbitrary
velocity field. O

If we do not consider the special case of a constant density field, the relationship between
velocity and pressure is more complicated than the one stated in equation since
it also includes the density field. So, for p(!) to be spatially constant, the velocity field
needs to be a certain function of the density field. If the density field is arbitrary, there
exists a velocity field such that the first order of pressure cannot be spatially constant.

This Theorem shows that there can be fluctuations of the first order pressure term inde-
pendent of both the fineness of the discretization and the Mach number. This leads to

the following corollary:

Corollary 6.1.
There is a discretization of the domain G so that with the existence of an i € Ny, gg with

(0)—pj for all j € N(3),

the first order pressure terms as calculated by the general MAPS+ scheme have variations

on a length scale independent of M .
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This clearly contradicts the results of the continuous asymptotic analysis. This analysis
of the numerical scheme is based on one spatial and one temporal scale. Hence, it should
result in a first order pressure term that is spatially constant.

We can repeat the proof of Theorem [6] using the asymptotic balance equations for the
momentum and energy equations. This is redundant to proof the existence of pressure
waves on a length scale independent of M since the evidence that one relation causes
these fluctuations is sufficient. However, in the next step we want to show that these
pressure waves are not caused with the altered MAPS+ scheme, hence we need to detect
all mechanisms that result in these fluctuations.

Now, we analyze the momentum flux functions with ’ngﬁl ps+ (Wi, Uj;m) given in equa-
tion in more detail. To arrive at the final form, we expand the equation into a
Taylor series. We get the momentum balance as shown in equation as
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(0) (
P TP 0
SRR MO ”Awqm)zg)ﬂg|

4 min,ij

4c(

max,tj

(2) (0) (0)
+ p; (ve); " + (ve);
+1W2 E E ( J z] C + 0) J Aijp(l)

1 (1) (0) (0)
(ve)i” + (ve); A 4 (ve); " + (UC)Qj (DA p©
v 4 <C(0) ) 0]
, max,ij

0
Y i 254300 ¢

0 0
o P§) (1) (0),,F
——~c ! ../\;iq
4 min,ij —tJ z](

0) , (0
2+ 4
—i—p hi 9 ..Aijq(l) kg(

4 min,ij

0 0
_ |q(0)|max,ij (UC)E ) + (Uc)g )Ap(o)
2C$i)n,ij CEO) + CS'O) j
|q(0)|maX,ijC§r(1)a)mx,ij PS ot pgo) 0), k
- ootk
2 ¢+ 7

q max,?
i 100

(0) (0)
+4;
+ I (o)™ + () })u ]

+O(M?3) for ¢ =1,2.

Again, we consider the special case of a structured, equidistant, Cartesian grid Sy. The

leading order pressure is constant in the vicinity of control volume o;, see Theorem
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Hence, we can simplify the momentum balance to

2 (ove) = Y Vi

je(l,k)
(1) (1) (0) (0)
;D pi +p;
+M ) ( o SRR >"ij,<
je(l,k)
(2) (2) (0) (0)
p; +Pp v i
+M? ) (23"w<+ e © 0 AijpY
je(l,k) 4cmax 17

(1) (1)
+057 o
74 Ll Diga i

(0) (0)
I Pi + p] (1)

0
T Cin 2050 i

© , (0)
L P Th 0

1
4 Crnin,ij Aijq( )”ij,c

14 lmaxiiomis 25 25 o
- L o L i
2 ¢, + Cj

’q( ’ma.x K% A

(0)
5 )

ij (PUC

( )+q](0)

+ f [(pvc)go) + (pvc)§°)]>

+O(M?) for ¢ =1,2.
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We can rewrite the momentum balance of O(M?) as

( 1 (1)) (W) + (ve))” +( a (1)) (W + ()
i D 120 p ©0) -

i Dy,
max il max,ik

2 2 1 1
+Pz()+p5)+17§c) p()+P()C(0> ((0)—%(0))

4e

(2)

9 2 min,l
+ ”()Z‘)()cﬁﬁfn ik ( 0 _ Q;io)) + pl Eil)n,’il ( o QI(O))
+ f’()zp()cgfn " ( — g ) + o+ i ( W Qz(l))
LSO (=)
(0)

N g Ima);zzcmaxzz pi +p(0) <qo _ )
18 e ki pﬁ )+p;(c) ( 0 _ (0)

5 ( ) N cg)) 4q; 4y )
_ ’q(o)gna’@il {(pvc)go) - (pvg)l(o)] - W [(pvc)go) ~ (pvo)y)
- qi(o};:ql(m [(pvc)z('o) + (pvc)z(o)] ()Iq’(“o) [(pvc)(o) + (pvc);(go)]

for ( =1,2.
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Using condition (4.31]),we can simplify this equation to

0 0 0 0
( M (1)) () + (ve))” _|_< (1 (1)) W) + (v
P — D ©) Pi = =Py 10 -
Cmax,il Cmax,ik

9 2 9 min,il

P+ 0 P 4p? oM () (4 )
+ ¢ '

) )
p© D) ) (qz@ _q(O)) _A2 o : (qz(l) _q(1)>
)

0
lq 0)‘maX,ilcl(n;x,ilp( ( (0) (0))
4q;

cgo) + cl(o)

‘q(o) ’max,ikcgq);x ikp(O) (0) (0) ’q(o) |max,it (0) (0)
0 0’ 4 —4q, ) — = |(pve); ~ — (PUC)Z
it (0 o) s | |
(0) (0)
|q(0) | max,ik 0 0 q; " +q 0 0
- {(pvc)z(' ) — (puo) )] - l {(pvc)g )+ (pe) )]
q@@ + q(o) (0)

- T (o) + ()|

for ( =1,2.
(4.33)

Without further simplification, this relation shows that the first order pressure distribu-

tion cannot be always spatially constant for arbitrary velocity and momentum fields.
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Finally, we look at the function Hﬁ/}; Aps4 (Wi, uj;m) in equation || We get

(0) (0)
+h
Z Z ( l]p(0)> |lf]|

0
JEN (i) k= 461(11;)3x Jij
2 (0) (0) (1) (1)
h; —|—h h;” + h;
+M Z Z( Nyp + o 2 Njp©
JEN(3) k=1 max K7 4Cmax,ij
(0) 0)) (1)
B (h h ) maXZ] Jp(l)
D) i
4 <C§r?:)ax ij)
(0) (0) (0)
N ‘q’max,z] h‘ + hj A”p(())
20 5 O
¢l

+ s A (ph)©

© , O

+ I () + (o), Dur
+O(M?).

With the leading order pressure being constant in the vicinity of control volume o,
see Theorem [5] and the structured, equidistant, Cartesian grid Sy, we can simplify this

equation to

(0) 0\ (1)
d h(o) + h( ) (1) (hl + h] ) cmax,ij (1)
at t Z 1 Aijp — ©) D) ijP
Jje(lk) Cmax 47 4 (Cmax,ij)

‘q|max i
+ 5y (ph)"”

(0) —I—q( )
J

+4[@M”+w%ﬂ)+mM%
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We arrive at the following equation of order O(M) for the stationary case:

IR

(0) (0) (0) (0) ,
(1) (1) hz +hl (1) (1) hl +hk (1) (1) max,il
b, —Pp ——— *+\p; =D 7y —\p; " —P
< l ) 201(3;)(,1’1 ( ’ ) 201(1?;x,ik ( : ) 4(0(0) '1)2
(0, 0 (1) ©)
_( (1) _p(l)) (hl I )Cma“’“ — _|q|maxvil [( m)\0 (ph)(ﬂ)}
[ k 4 (0) 2 2 7 l
(Cmax,ik)
@l g (0) (0)
i max,j (0) _
It (o) = (oh)} |
(0) (0)
q; " +q
= [om® o+ (o))
(0) (0)
q; " +q
—H = [om® o+ (o),

(4.34)

If we extend condition (4.31) of a constant density field to a constant enthalpy-density
field

(ph)” = (o)) for all j € N(i),

we can simplify equation (4.34) to

0 0 (1) 0 0 (1)
(p(l) _pl(1)> hz( ) 4 hl( ) 1 Cmax,il n (pg) _pl(:)) hg ) 4 h,g) 1 Cmax,ik
' 2651?2»(,1’[ 2c£noz)1x,il ’L 2C$;X,ik QCEI?;X,'L'I{
(ph)(o) 0 0 0
~ O (a0 - )
(4.35)

For an arbitrary velocity field and without special requirements on the first and second
order speed of sound this relation also leads to a first order pressure term p*) that cannot
be spatially constant.

Now, we repeat this analysis for the altered MAPS+ scheme.

4.2.4.3. Altered MAPS+ scheme

In the case of the altered MAPS+ scheme, we need to consider the reference velocity
Z]fef,i T For a small Mach number, it becomes

~ : 2 2r27-22 ~2

Qref; = MmN [max (Ifﬂ , MK Cma.x,ij) ’Cma.x,ij]
= min [max (M2|q\2, M2 ) e ] .

max,ij max,ij
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For M — 0 we can simplify this expression to

a?ef,ij = M? max ("1‘27 cr211ax,ij) = MQ‘]rzef,z‘j-

Hence, we use the dimensionless quantity qfef i to refer to the maximum of |¢|> and

2
cmax,ij .

With this, we can write the remaining modified terms as

2
~2
1 Qg i
. — g2 __reby 52
Cmax,mod = A | Ymax,ij 5 1 2 + Qref,ij
max,ij

2|Q‘max,ijcmax,ij 2 1 2 ql?ef,ij ’ 92 9
= M |1 Mi5— T M2t 45

Ci + ¢4 2 Cinax,ij
2 2 4 _ 2.2 2 4.4
M 49| fyax i Cmax.ij Cmax,ij — 2M=CaxijTret i T M et 4o
N @) 1o, Gt
) j max,ij
2
| |2 A M2ag2 — 2 )
q max,ij qref,ij max,ij 9
= M 2 ] ] 2 + qrefﬂ'j,
Cmax,ij (CZ + CJ)
Cmin,mod = Cmax,mod
and
~2
~ o~ 1 ref,ij
Gmax,mod = 9max,ij 1— 5 1- =
Cmax,ij

2
2‘Q|max,ijcmax,ij 1— 1 1— M2 qref,ij

. . 2
¢+ Gj 2 Cmax,ij

2
2|q|max,ij Cmax,ij lmax,ij Cmax,ij Qref,ij
‘| ,2) st] M‘| ,t] 52) 1—M22 ]
¢+ ¢y ¢ +cj c

max,t)
2/q|max.ij Cmax.ij |q|mas.ij Cmax.ij Gt ii |qlmax.ii
— M 4|max,ijCmax,ij M 4d|max,ij Cmax,ij 4 WE refij |q|max,ij
¢+ ¢y ¢+ ¢ Cmax,ij Ci + Cj

2
_ M!Q\max,ijcmax,z‘j gyE Tretij |q|max,ij
c +¢j Cmax,ij Ci + Cj
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The modified terms are also used to calculate the Mach number mo. Hence, we get

M ‘qlmdx ijCmax,ij + M3 qref ij Iq‘mdx iJ
Qmax mod . Ci+c;j Cmax,ij CiTCj
Mao—mln ————,1 ) =min ,1

Cmin,mod 2 2 2
M |q‘max 1] ref iJ Cmax,ij) + 2
(ci+es)? Uref,ij
max ,17 J

(4.36)

¢ q?
‘qlmux ijCmax,ij + M2 dref,ij ‘q‘max ij
cit+cj Cmax,ij CitCj

= min ;1

2 2 2
Iq‘max,i] (M qref zg de,ij)
anax,lj (Cl+cj)

2
+ qref,ij

To be able to use this Mach number for the asymptotic analysis, we expand the first

term of the minimum condition as a Taylor series, see equation (A.32) in appendix
This results in

Cmax,ij‘Q|max,ij
2
\/ max,ij ‘q’max Jij + q?ef,ij (Cz' + Cj)

2
’q‘max Zquef K (2Cma.x z]|q’max i + q?ef,ij (Ci + Cj) ) 1
+ M2 L +O0MY|,1

2
Cmax,ij (anax,ij|q’max @ + qref K7 (cl + Cj) )

May = min

If we look at the first term, we can see that it is smaller than one. Hence, for M — 0 we

can simplify this expression to

Mao _ Cmax,ij |Q|max ij

2
\/ Chax ,iJ ’q‘max g + q?ef,ij <ci + Cj)

—|—M ‘q’max Z]qrefm <26max zg‘q‘max i + qrefzg (Cl + Ci) ) n (’)(M4)

2\ 2
Cmax,ij (c?nax i ‘q|max K] + qfef,ij (Ci + cj) >

The pressure scaling using the modified expressions is defined as

max <1 —Ma0,0> ﬁj — B

2E/max,mod 2

ﬁscal =
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Since the Mach number mo is smaller than one as M — 0, we can simplify this to

~ o 1-— MCLQ ﬁj —ﬁi
Pscal = .

2Cmax mod 2

2M 5 - -
|q‘m'1x Z] rcf 17 lex,ij) _|_ q2
max ,17 CZ+C.7) ref,zy

Cmax,ij ‘Q|max ij

\/ Chax Ky ‘q’max ,4] + qref K (CZ + C])

a5 @ty (260 + By (e + ¢1)°) N
pga s st S vour | B

2
Cmax,ij (Cr2nax i |q|max KA + qref K7 (CZ + CJ) >
(4.37)

For the asymptotic analysis, we expand the second factor into a Taylor series, see equation

(A.33) in appendix . This leads to
ﬁscal
1 ( ¢ + Cj
T oM 2
\/ Chax 1]|q|max i + q?efij (Ci + Cj)
‘q|max zjqref i (Ci + Cj)

(C?nax i |q|max 7 + qref K (Cz + CJ) )

+ M?

3
2

+ 0(M4)>

Cmax,ij |q’max Jij

\/ max z]|q|max ij + qrefzg (Cl + CJ)

2
—M? @l Gre 5 (2612% i @lmax.ij et (i + Ci) ) +o(mty | B

5 2
2 2
Cmax,ij ( Chax ,iJ |q‘max )1 + qref K7 (CZ + CJ) )
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We can simplify this to

5sca1

. 1 ¢ + Cj

AM 2 2 2 2
\/Cmax,ij ’q‘max,ij + qref,ij (Ci + Cj)

_ Cmaxij|9lmax,ij (¢i +¢5) ) (p; — ps)
J 7

2
C12nax,ij|q,12nax,ij + qfeﬁij (Ci + Cj)
M |q|?ﬂax,ijq3ef,ij (ci +¢5)
Y 7+ : : -
(c?nax,ij’qEnaX,ij + qgef,ij (ci + Cj)Q) (Cm3X,ij|q’max,ij 4 02 (ci + Cj) )

Cmax,ij ’q|?nax7ijqr26f,ij (Ci -+ Cj)

2
’q|maX,Uqr2ef,ij (2cr2nax,ij|q‘r2nax,ij + qr2ef,ij (i +¢) ) (ci + Cj)) )
Pj — Di

2
2
Cmax,ij (C?nax,ij|q|?nax,ij + q?ef,ij (ci +¢5) )
+O(M?).
The velocity scaling can be written as

~ pi + pj

Gscal =

- max <1 — MCLO, 0) : Emin,mod (q~] - (71)

which we can simplify to

~ pi + pj —\ -
Qscal = - 1 J <1 - MaO) * Cmin,mod (Qj - Qi)
_pitp; (1 _ Cmax,ij 9| max.ig
4 2 2 2 2
\/Cmax,ij |q|max,ij + qref,ij (Ci + Cj)

2 2 2 2 2
2 |q|maxaijqref,ij (2cmax,ij|q’max,ij + qref,ij (Ci + Cj) )

— + 0(M4>>

2\ 2
Cmax,ij (C?nax,ij|q’?nax,ij + qr26f,ij (Ci + C]’) )

2
2 2 2
’q|max,ij (M2qref1ij - Cmax,ij) + 2 M( )
GQrefii” q; — 4qi) -
c?nax,ij (Ci + Cj)2 rel,z)

(4.38)

Here, we expand the last square root into a Taylor series. See equation ([A.34]) in Appendix
[A4] for the detailed derivation. This leads to the following expression, which is suitable

for an asymptotic analysis:
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Cmax,ij |C]|max,ij

~ _ Pi + Pj 1
Gscal = 1 — 5 - - 2
\/Cmaxvij‘ﬂmax,z’j + Gregij (¢ 1 ¢5)

2 2
) |qlmax,i G5t i <2 (Cmax,ij|@lmax,ij)” + Qg i (ci + ;) > A
- M 3 +O(M*?)
2

Cmax,ij [(Cmax,ij|q’max,ij)2 + q?ef,ij (Ci + Cj)z}

2 2
Conax,ig ¥ mmax.ij
M max,ij |1 Imax,ij qg N
(\/ (Ci Cj)2 ref,ij

2 qrzef,ij|Q|12nax,ij 4
- M +OM") ) - M (g5 — @)

(C'+C')2 Iq‘?nax,ijcfnax,ij + 2
i TG (cite;)? Dref,ij

2 2
) ) c g -
_ M2pz + pj (\/ max,z]| ‘max,z] + C]2

4 (Ci + ¢ ) 2 ref,ij

2
a0, /i 0y + Gt (05 + ) ) |
45 — 4q;

2
\/C?nax,ijmrznax,ij + qrgeﬁij (ci + Cj) (c; + cj)

2 2
il <|Q|max7ijqr2ef,ij (2 (Cmax,ijdlmax,if)” + dreg i (ci + ¢5) )

4 3
Cmax,ij |:(Cmax,ij|Q|maX,ij)2 + ql?ef,ij (Ci + Cj)2:| ’
2 2
\/Cilax,ij |q|1?nax,ij qg qref,ij |q’max,ij
’ 2 refij 5 5
Ci+¢j 2 [ maxiijl9max,ij
o (et ) \/ ey Gt

Cmax,ij |q’max,ij

+
2 2 2 B
\/Cmax,ij|q‘max,ij + qrefﬂ.j (ci -+ Cj)

2 2
qref,ij |q,max,ij

2

( + )2 Cmax,ijlq‘ﬁ]ax,ij + 2
& C] (CHer)Q ql-ef’ij

+0O(M?")
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We can further simplify this equation to get

2 2
Z]J _ M2 pi + Pj Cmax,ij|q’max,ij + q2 . Cmax7ij|q‘max,ij (q . q)
scal 4 (Ci + Cj)2 ref,ij (Ci + cj) 7 7

2 2
4o ( @i iy |2 (Comacillmasis)? + @ i + )7

Cmax,ij [(Cmax,z'j\ﬂmax,ij)Q + ety (ci+ CJ‘)Q] (ci+eg)
qfef,ij lq] 12nax,ij

2

( + )2 Cmax,ij‘q‘iax,ij + 2
Ci + Cj T (eite)? Qref ij

2 3
2 2 Cmax,ijqr;f,ij‘q|max,ij . > 4 O(M6)
(Cmax,ij|q’max,ij + qref,ij (Ci + Cj) ) (Ci + Cj)

As for the general MAPS+ scheme, we combine the intermediate results to arrive at the

flux functions. The density flux becomes

Hirapsy (Ui, uj;n)
= (ﬁﬁ)z + (ﬁ)y - 2fﬁscad

qi + q; |Q‘maxij qi + q; |Q‘maxij
- M , M _ , A
( 1 + 5 pi + 1 B Py

1 ( Ci + ¢
2M 2
\/c?nax,ij’q‘?nax,ij + ql?ef’ij (ci +¢j)

a3 iy (€5 + )
- maxgz] max 1]2 7 j . (pj . pi)
Cmax,ij|q|max,ij + qref,ij (Ci + Cj)
M \q,?nax,z‘jq?ef,ij (ci +¢5) Cmax,ij’Q‘?nax,iquef,ij (¢i + <)

3 )
2 2 2 2
(CIQnaX,ij|q|r2nax,ij + g s (ci +Cj)2)2 (Cmax,ij|q’max,ij + Greg,ij (¢i + ¢5) )

2
’q‘max,ijq?ef,z‘j (2012113x,ij|q‘12nax,ij + qr2ef,z‘j (ci +¢5) ) (ci +¢5)
2\ 2 pj — i)

Cmax,ij (C?nax,ijm‘r?nax,ij + q?ef,ij (ci + Cj) )

+O(M?).
(4.39)
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We can simplify this to

HﬁMPM (ui, uj;n)

_ 1 Ci + ¢4 _ Cmax,ij|qlmax,ij (¢i + ¢;) Aiip
B 2 2 2 T2 | P
M \/CIZnax,ij 0 iy + Goss (i ¢5)° CmaxiiglCmaxiis T Gretj (¢ +¢5)
4 M |2 as iy qr2ef,ij (ci +¢) Cmax,ij |4 |?nax,ijQr2ef,ij (ci +¢5)

2 3 2 2 2 2)
(C?nax,ij’q‘?nax,ij + quef,ij (Cz' + Cj)Q) ’ (cmax,ij|q|max,ij + Qret,ij (Ci + cj) )

2
|9l max,ij Qe i (QCIQnax,iﬂq,ilax,ij + @l (ci ) ) (ci + Cj))
ijP

p
2

Cmax,ij (C?nax,ij|q raxij + Qoegij (i ¢h) )

(¢ + ;) (pi + pj)

1 + O(M?).

+M‘Q|m2ax,ij Ap—i—M
(4.40)
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The momentum flux H4;% pg + (w;, uj;m) results in

’H?\Zixpk% (ws, uj;n)
= (39): (50, + (70); (5), + e — [(50), + (), | Peat — e

Y <qz ; q; n ‘Q|n;x,z]> i - M(/UC)+M (QZ y q; - |Q‘m2ax,l]> ;- M(UC)j

+”Cpi -;pj

= M |(vc); + (v);]

1 ( ¢+ ¢y

a4M 3
\/Ciiax,ij |q|?nax,ij + ‘I?ef,ij (Ci + Cj)

Cmax,ij|q|max,ij (¢i +¢5) ) (pj — pi)
' i

- 2
Cnaxij 9ax,ij T Gret.ij (i +¢5)
M |q|12nax,ijqr2ef,ij (ci +¢j)

+ ; 3
2
(C?nax,ij’q‘?nax,ij + ql?ef,ij (ci + cj) )
Cmax,ij’q‘?nax,ijq?ef,ij (ci +¢5)
2
2
(CI2naX,ij|q|1?naX,ij + G i (ci + ) )

2
|Q|max,ijqr2ef,ij (2cr2nax,ij|q‘12nax,ij + qr2ef,ij (i +¢) ) (ci + Cj))

_.|_

2
2
Cmax,ij <C$nax,ij|q|12nax,ij + q?ef,ij (Ci + Cj) )

- (pj — pi) + O(M?)

—n M2 pi + Pj C?nax,ij|q’12nax,ij + q2 . Cmax,ij|q’max,ij (Q‘ . Q‘)
| M*= e EE T (e )W

2 2
A pi + pj ( |Q|max,ijqrzef7ij |:2 (Cmax,ij|Q|maX,ij) + qr2ef,ij (Ci + Cj) :|
- 4

Cmax,ij |:(Cmax7ij‘Q|max77jj)2 + qfefﬂ-j (Ci + Cj)2] (Ci + C])
qfef,ij lq| IQIIaX,ij

+ 2 cr2nax ij‘q‘?nax ij + 2
(CZ CJ) (ci+c]-)2 qref,ij
a2 3
Cmax,ij qref,ij‘q|max,ij >

+
2
(il + By (i + 1)) (e + 5

+ O(M®) for ¢ =1,2.
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We rearrange this equation to

pv ~ -
Hirapsy (Ui, jimn)
Di +pj ¢ + ¢
(o + - ; : :
Cmax,ij|q’max,ij + qref’ij (Ci + Cj)

Cmax,ij|q|max,ij (¢i + ¢;) > {(UC)i * (Ug)j]

2 v
C?nax,ij |q|12nax,ij + qr2ef,7jj (C’i + Cj) 4
M |q|12nax,ijq1?ef,ij (Ci + CJ) Cmax,ij’q|?nax7ijqr26f,ij (Ci + Cj)
2

16 2 2 2 2) 2
(c?nax,ij’q |max,ij T Qoetij (i + Cj)Q) (Cmax,z‘ﬂq [maxij T Gretij (¢i ¢5) )

2
’q|max’ijqr2ef,ij (2cr2nax,ij|q‘12nax,ij + qr2ef,ij (ci +¢5) ) (ci + Cj))

2
2
Cmax,ij (C?nax,ij|q|?nax,ij + q?ef,ij (i +¢) )

: [(vc)i + (Uc)j] Ligp

L, M2 Pi + pj Cilax,ij‘q’?nax,ij g2, — Cmax,ij | 4| max,ij A
¢ 4 (Ci +Cj)2 ref,ij (Ci +Cj) ijq
q|max,ij g + q;
+M27| | 2a LN (pue) + M2 1 21 (poe); + (pvg)]} + O(M?)

(4.41)

with ¢ = 1,2.
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Finally, we can write the ph-flux as
h o ~
Hirapss (Wi, ujin)
= (70); - B+ (70), - oy = (Bi 4T - Peca

v <qi —Z q; i |Q|m2ax,ij) (Ph)z M (%’ ZQj _ |Q‘m2ax,ij) (Ph)j

1 ¢+ ¢
“ ) AM 2 2 2 2
\/Cmax,ij‘q’max,ij + Qref,ij (c; + Cj)
C i N e _|_ Ci
— 5 maxg]‘ﬂmax,zg( 7 ]) 2) (pj _ pi)
CmaX7ij’q|max,ij + qrew (Ci —+ CJ)

M ‘q|?nax,ijq3ef,ij (i +¢)

+ (hi + hj) —=
4 2
(Cfnax,iﬂq max,ij T Qoetij (i +¢5) )
Cma,ij a1 Bret 17 (i + €5)

2
2
(Crznax,ij|q|r2nax,ij + qrzef,ij (ci +¢5) )

[ NI

2

|q‘max,ijq1?ef,ij <2Ci1ax,ij‘q’12nax,ij + quef,ij (ci +¢5) )

o\ 2 (Ci + Cj)
Cmax,ij <Cr2nax,ij’q ‘?nax,ij + quef,ij (i +¢5) )

(pj — pi) + O(M?).
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We rearrange this equation to

h o o~
Hirapsy (i, ujin)

M 4 2 5 > -
\/Cmax,ij|q‘max,ij + qrefﬂj (Ci -+ Cj)
—= Cmaxgj"ﬂmaijQ(Ci +¢j) 2) Aisp
CmaX,ij’q|max,ij + qreﬂij (Ci + Cj)
-M (hi + hy) ’q|?nax,z'jqr2ef,ij (ci +¢j)

! N
(C?nax7ij|q’12nax7ij + qfef,ij (Ci + Cj) )
Cona iU e i Dot i (i + €5)
2
2
(sl + oy s+ )

2
|Q‘max,ijqr2ef,z'j <2cr2nax,ij‘q’?nax,ij + q?ef,z’j (ci +¢5) >

_l’_

2 (Ci + Cj)) Aijp
2 2 2 2
Cmax,ij (Cmax,ij|q’max,ij + qref,ij (Ci + Cj) )

q|max,ij 4+ g
s ) I o, ] + 0

(4.42)

In the next step, we insert the asymptotic sequence into the equations. To arrive at a

final result, we expand each equation into a Taylor series. The mass balance is given by

equation (|A.27) as
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2
a _i Z 1 &2 &8 (0) IEA
2 Y

= M e (%3)252 €2 4 (qref) & ijP
2 1 §2 B §162 AspD)
RE )
+ % ( <C’(1) - c§1>) B &

f%‘F(quf)) & 2[5% (qref) 52}

1
[2 e 110 ™M fmaig + 208504516 a1

+2 (qref> & (V + ) + 2006

51( 1)+C( )) maxz_y’q ’maxij&
g+ s g+(d) g

(1) (0)
_ Cmax,z’j’q  |max,ij€2 §1&2

g+ (i) & [ar(@)’e]

0 1
. [20;;X7ij|q(l) |max,ij£1 + 2cr(nix7ij|q(0) |max,'ij£1

+ 2 (qref) 52( (1))+2qrefqref€2]> b ]Il 1

+O(M)
(4.43)
with
&1 = maw\q ) |max,ij (4.44)
and
g=c” + . (4.45)
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From this equation, it is clear that Theorem [fis also true for the altered MAPS+ scheme.

Next, we deduce the following Theorem from the mass equation of O(1):

Theorem 7.

If 8§y, is a structured discretization of the flow domain G with 0Sy, = 0S8y, 4, UOSy, 1¢, then
the following statement holds for the pressure terms evaluated by the altered MAPS+
scheme:

p()—p] for alli,j € Np.

Proof.
Due to Theorem [5] the leading order pressure is constant everywhere. Considering the

discretization Sy, we can simplify the asymptotic mass equation (4.43) to

-y Z & B 182 Dyp® | [i8]

5N g+ () e &+ (42) g
+O(M).

We arrive at the following mass equation of order O(1):

0 4

) 2\/<C$z)1x,il|q(0)|max,il)2 + (qr(gf),11>2 (Cgo) + Cl(O)>2
CEr?e)mX,il|q(0)|max,il (C(O) + Cl(o))
¢ °>\max,u)2 49 (égf)ﬂ) ( 0, Cl(0)>2

cgo) + c,(fo)

) 2\/(6$&X7ikq(o)|max,z‘k>2 + (qfef)lk) (CZ(O) + C’(CO)>2
cfﬁix,ik 0O maxin ( M Ci(c ))

2 (Cgr?;x,ikm(o)’max,ik)Z +2 (q£2271k>2 ( o + Cl(cO))

From this relation, it is obvious that p() is spatially constant regardless of the velocity

2 (c(o)

i (plg) _ pg)

distribution.
However, so far, we only show that fluctuations in p(*) are not caused by the mass balance.

But for the general MAPS+ scheme we show that these fluctuations can also originate in
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the balances of momentum and enthalpy density, see equations and on page
Hence, in the following we show that both the momentum and the density enthalpy
flux functions lead to a spatially constant p(!)-field as well.

First, we analyze the functions H?\Z%Ps + (uj,uj;m) for ¢ = 1,2 in equation in
more detail. The result of the expansion into a Taylor series is presented in equation
. Hence, we get the momentum balance
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2 ( ) 4 (0

2 (0) (0)

E E : &2 §182 (ve);  + (v C)] 3
Niip 1%

+J€Nz 1[( £+ 6383 §%+§3€§> 4 A il

—~

2 (1)+p() ¢ €16
M _ J 2 . 152
: jem;[ T (m s%+»sssa)

(UC)EO) + (vc)(.o)
' | 1)
_ X 1
+M 22: ( ) RStS ) (’UC)E )+ (v<)§ )A o ] “ ‘
jeN() k=1 L VE + 66 §+E&68 4 J
2 [ CONNCY
1 ¢’ +g & o 1
M Z < 5 N 3 QCmaxi'gl‘q( )‘max,ij
FEN (i) k=1 _2 \/m 2 (g% + 5353)5 [ J

+2c max U|q a1 + 26562 ( + C ) + 2\/§>3Qref§2:|

), 1)
_ gl (Ci + cj ) o Ci?ix,ij|q(1)|max,ij£2

& + &85 €2 1 £562
1
+CEn;x,ij 100 1max.ij&2 &6 ©) 0
a 2 2 + 2 |:2 max,ij’q ‘max,ijgl
S+ & (& +&83)

+2cr(ie)xx,ij’q(0) |max,ij§1 + 26362 <C§1) + Cgl)) + 2\/673(]1{;262])

(0) (0)
(TR p bl\
+M 22: [1 < q(O)‘max 1153‘52 I él‘q(§)|r2nax,i;&;§2
JEN (i) k=1 (& + 5352) (& +&363)

100 | imax,ij€32 0¢? 9 >
&1+ &3¢
I(I?;XZ] (51 +§ 52) [ ' ’ 2]

@) + (@)0] 2igp® ]+ O(M2) for ¢ =1,2.
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where &1 and & are given by equations (4.44)) and (4.45]), respectively and &3 represents

&= (%)

Again, we consider the special case of a structured, equidistant, Cartesian grid Sy. With

the leading order pressure being constant in the vicinity of control volume o;, see Theorem

we can simplify the momentum balance to

dt va Z Z z] C|l

JEN (i) k=1
(1) (1)
TP 3 &1&2
+M J_ _
JE%Z[ (e ate
(W) + (ve)
’ 4 ’ Aijp(l) |ll‘€‘|

+O(M?) for ¢ = 1,2.

With the given discretization, we can write the momentum balance of O(M) as

(1)_pl() ()~I—cl(0)

b () (00 + (o) (742
B cr(ge)mx,z‘l‘q(o)|max,il( W +Cl )
() (0 hawe)? + (%) (e + %)’

(1) _pl(c) (0) + CI(CO)

) ()

qﬁef@kz)( +Cl(<:)>2
(0)

o
s ()
] o+ sy () T

1 _ @
:% for (=1,2

(@) + ()”] +

Again the p(!-distribution is spatially constant regardless of the velocity field.
Finally, we analyze the function Hzp\f} apss (Wi, wj3m) in equation |i The result of
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the expansion into a Taylor series is shown in equation (A.31]). With this, we can write
the balance

(0) (0)
1 2 & &1 hi +hi o
Z Z Nijp |51
M ) 4
JEN (i) k=1 \/ 24 (qref U) {2 ‘51 + (qref zg) 52
2 h(,o) + h(.o)
i Z Z 52 5152 ? J Al]p( )

JEN (@) k=1 \/2—1— (ql-efz]) & 6%—1_ (qrefw> & !

1 1
&2 §1&2 hz( )+ h§ )

+ 1 Aijp
2

\/52 + (qref 2]) 52 51 + (qrefz]) 52

(1)
—|— c; ) - & ”
3 max zgfl,q |max,zy

\/51 qrefz] 6% 2 |:§% + (qlggf)l]) 5%:| 2

+2c$;x,ij|q(0)‘maxvij§1 +2 (qﬁgf),ij)Q £ (Cgl) + cg.l)) 42 ( (0) ) qref&]

(0)

qref i

4 M
fl( ] ) maxz]’q ’maxij§2 +C(1) i ’q O)Imaxijéé

max,ij

&+ (qref”) g a+r()8 g+l 8

+ S [201(1(1];X7'ij ‘q(l) |max,7§j§1 + 20(1) i "q(o) ‘max,ijgl
|:§% + (qref z]) 52:|
(0)

s
1 0 hz('o) + h;
12(49,) & (9 + ) 124/ (42 qﬁef’£2]>49mjp<o>] I ]

where & and & are given by equations (4.44) and (4.45|), respectively.

Again, we consider the special case of a structured, equidistant, Cartesian grid Sy. The

leading order pressure is constant in the vicinity of control volume o;, see Theorem
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Hence, we can simplify the balance equation to

d, L as h +

n (Ph)z' )
o ¢g g” Vo &+ ()@
+O(M

NggpM | (18]

We write the balance of O(1) as

pz(l) —pfl) (0) + Cz( )
' V«ﬁ;@%wmmm>+@g» (4940
ot} i ( ) (0) , 1(0)
‘(ﬁ;@%wwmmf+@go UM+$02<i o)
pgl) . p](€1) cz(O) + C](60)
b ) (0 et + (85)” (2 +0)’
(0) ,
_ H(‘)ax it 4 b i ( + el ) (hzgo) +h;(<30)> —o.

(i) (2 hmei) + (6%s)” (e 42’

From this relation we can see that p(!) is spatially constant.
Hence, for the altered MAPS-+ scheme, all flux functions lead to a spatially constant field

of the first order pressure. O

4.2.5. Numerical Results

To fortify the results of the asymptotic analysis of the MAPS+ scheme in numerical
simulations, we choose the inviscid flow around the NACAO0012-profile. We vary the
inflow Mach number in the region from 0.1 to 10~*. For all calculations a two step
Runge-Kutta scheme is used. The grid is built following the description in subsection
[T on page B3

The initial conditions are a spatially constant distribution of all thermodynamic variables.
We define the inflow pressure pin = pref and the inflow temperature T3, = Tyer, all other

variables are calculated by the thermodynamic modules in the solver. In addition, a
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spatially constant velocity field is given by initiating a spatially constant field of the
Mach number of Ma;, = Maer. These values are also taken for the farfield state that is
needed to define the farfield boundary condition.

The pressure distributions of the results for inflow Mach numbers 107!, 1072 and 1073
are shown in Figure[£.2] On the left-hand side, we show the calculations using the general
MAPS+ scheme while on the right-hand side the calculations using the altered MAPS+
scheme are presented. From top to bottom, the inflow Mach number is altered from
10! over 1072 to 1073. For these calculations, nitrogen modeled as a Van der Waals
gas is used with the inflow conditions of a pressure of p;, = 10°Pa and a temperature of
Tin = 300K. This is condition 1 as listed in Table on page [115

The variations in pressure which are present in the flow field are small compared to
the inflow and background pressure. Hence, in Figure [£.2] we show the distribution of
the local deviation from this background pressure of 10°Pa. We call this difference the
pressure offset.

In the figure, we see that the general MAPS+ scheme only produces a reasonable result
for the Mach numbers of Ma;, = 10~! and 10~2 which are shown in Subfigures and
[4:2d], respectively. For lower Mach numbers, the numerical error increases and the results
deteriorate, see Subfigure The altered MAPS+ scheme, on the other hand, leads to
reasonable results for all investigated Mach numbers.

Now we compare the results obtained for an inflow Mach number of 10~! using the general
and altered MAPS-+ scheme that are shown in Subfigures and respectively.
Both results are qualitatively similar, which supports the observation that the general
MAPS+ scheme correctly calculates the flow at an inflow Mach number of 107!, Next,
we compare the results for the general and the altered MAPS+ scheme for an inflow
Mach number of 1072 shown in Subfigures and respectively. At this Mach
number, we see a distinct difference between the results obtained with the two schemes.
While the result obtained with the altered MAPS+ scheme contains smooth transitions
between the different pressure levels, we see disrupted transitions in Subfigure which
is obtained using the general MAPS} scheme. Hence, at an inflow Mach number of 1072,
we can already see an influence of the numerical error in the results obtained with the
general MAPS-+ scheme.

Comparing the plots for the different calculations done with the altered MAPS+ scheme,

we first notice that the three plots in Subfigures [4.2b] [4.2d] and [4.2f] are qualitatively sim-

ilar. They only differ by the general magnitude of the pressure offset which is of O(M?)

as the Mach number decreases.
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(a) general MAPS+, Ma;, = 107} (b) altered MAPS+, Ma;, = 107!

(c) general MAPS+, Ma;, = 1072 (d) altered MAPS+, Ma;, = 102

(e) general MAPS+, Ma;, = 1073 (f) altered MAPS+, Maj;, = 1073

Figure 4.2.: Pressure distributions in Pa (offset to background pressure of 10° Pa) calcu-
lated with the general and altered MAPS- scheme at different inflow Mach
numbers
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Clearly, we do not see this similarity in the plots for the calculations done with the
general MAPS+ scheme. The cause of the deterioration of the general MAPS+ scheme
are the fluctuations of the first order pressure term on a length scale independent of the
Mach number shown in Corollary [6.1] To prove the existence of these fluctuations in the
numerical results, we consider the behavior of the pressure quotient
ﬁmax - ﬁmin
Pind = — =
pmax

with

Pmax = max (p;) for 7 in N,

and

Pmin = min (p;) for i in Ny,

as a function of the Mach number analogous to the work of Meister [48|. For stationary
numerical results the behavior

Pind = Pmax — Pmin _ O(M?) for M — 0
pmax
reflects the behavior of the Euler equations as can be deducted from the single scale
asymptotic analysis.
In Figure Pind 18 shown for the general MAPS+ scheme as a function of the Mach

number. The plot follows the relation

Pind = Prmax — Prin _ O(M) for M — 0,
Pmax

as it can be expected from the results of the analytical analysis presented in Corollary[6.1]
So, we can show the existence of fluctuations in the first order pressure term in the
numerical experiment. This agrees with the results of the asymptotic analysis and shows
why the general MAPS-+ scheme leads to unphysical results in the limit of small Mach
numbers. Note that py,q is of order O(M?) down to a Mach number of 1072, This agrees
with our observation that the result obtained with the general MAPS-+ scheme for a
Mach number of 1072 is qualitatively reasonable.

Next, we consider the behavior of the pressure quotient for calculations with the altered
MAPS+ scheme. From the asymptotic analysis, we expect the first order pressure term
to be spatially constant in these calculations. The plot of the pressure quotient shown
in Figure [£.4] satisfies this expectation. For the altered MAPS+ scheme, the pressure

quotient shows the behavior
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Figure 4.3.: Plot of the pressure quotient for the general MAPS-+ scheme

Pind = Lmax —Pmin o r2) for M — 0,

pmax
which indicates that there are no fluctuations of the first order pressure term. This as

well agrees with the results of the asymptotic analysis.

Remark.

In this section, we show that the altered MAPS+ scheme correctly models the Euler
equations to an inflow Mach number as low as 104, However, to gain these numerical
results very small CFL numbers have to be used for the numerical scheme to be stable.
Birken and Meister [6] notice that a scheme becomes unstable unless the time step size is
of O(M?) as M — 0, hence we choose the CFL number to be of O(M?). To gain results
using this method is numerically very expensive and not suitable for practical applica-
tions. A solution to this problem is the use of a preconditioning scheme which allows for
a time step size and hence a CFL number of O(1) as the Mach number approaches zero.

Therefore, we cover preconditioning schemes in the next section.
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Figure 4.4.: Plot of the pressure quotient for the altered MAPS+ scheme

4.3. Preconditioning Scheme

Flows relevant for practical applications can often cover a range of Mach numbers from
low subsonic to hypersonic. An example is the flow around an airfoil at transonic Mach
numbers. In the region of the stagnation point, the Mach number approaches zero while
it can reach values above one in other parts of the domain. Ground test cases of rockets
also cover a wide range of Mach numbers as the supersonic plume is in close proximity to
the surrounding air that moves at very low Mach numbers, if at all. A third example are
combustion processes, where a subsonic deflagration can turn into a supersonic detonation
within a small spatial distance. If we want to simulate these flows with a numerical flow
solver, a scheme covering the whole range of Mach numbers is necessary.

However, the unmodified flow solvers available in the literature are only applicable to
a part of the Mach number regime. Solvers based on the incompressible equations are
not built to model compressible effects and hence cannot be used to simulate flows at
high Mach numbers. Flow solvers that originate from the compressible equations, on the
other hand, cannot be applied to incompressible flows in general. A thorough discussion
of this issue is given by Langer [38].

To obtain a flow solver suitable for the whole range of Mach numbers, two different
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approaches are common. On the one hand, it is possible to take an incompressible
scheme and add compressible effects to cover flows at a higher Mach number. On the
other hand, a compressible scheme can be extended towards the incompressible limit.
Here, we choose to follow the second approach since the flows we are interested in show
strong compressible effects in a big part of the flow domain.

If a compressible scheme is used to calculate flows at low Mach numbers, different prob-
lems occur. Typically, the numerical error grows as the Mach number decreases. At
the same time the computational costs increase. These issues with both accuracy and
efficiency have been reported by many different authors, see for example the work of
Briley et al. [8], Merkle and Choi [51] and Volpe [74].

This is due to the growing difference between the eigenvalues of the problem which are the
characteristic velocities. The influence of this difference in the eigenvalues at low Mach
numbers on numerical schemes is shown by Guillard and Nkonga [27]. The convective
velocities are of order O(M) as the Mach number decreases while the acoustic velocities
are of order O(1).

Remark.

Note that this is only true for the chosen nondimensionalization. With a different set of
reference values, the convective velocities v1 and vy and the total velocity ¢ can be of
O(1) and the speed of sound ¢ of O (ﬁ) However, there is still a difference of O(M)

between ¢ and c¢. So, they are of different orders as the Mach number approaches zero.

The increasing difference of the eigenvalues can better be described by their ratio. This

is closely related to the condition number of the flux Jacobi matrix.

Definition 4.3.1.

The property A A)
= @)

where Apax(A) and Apin(A) are the largest and smallest eigenvalue of A, respectively,

is called the condition number of the matrix A.

A problem with a low condition number is said to be well-conditioned while a prob-
lem with a high condition number is said to be ill-conditioned. Since )\maX(Agf)) and
/\min(A'Sf)) are of different orders as the Mach number approaches zero, the flux Ja-
cobi matrix of the Euler equations Ag) is ill-conditioned for small Mach numbers. This
eigenvalue stiffness has negative effects on the convergence of both explicit and implicit

schemes.
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A preconditioning scheme is a common remedy for these issues. The goal of a precondi-
tioner is to decrease the condition number by altering the eigenvalues so that they are
of the same order of magnitude. This allows for a numerical error independent of the
Mach number as well as a bigger time step size and hence a reduction in costs. An ideal
preconditioning scheme would lead to a condition number of one.

In general, a preconditioning scheme is used to premultiply the time derivative by a
matrix suitable for scaling the eigenvalues of the system. This method is not consistent
in time and can only be used to find a steady state solution. The steady state solution
of the preconditioned system is the same as the solution of the original system.

As stated in section 4.1 on page a dual time-stepping approach is used for time
accurate computation in the DLR TAU-code. This means that a steady state problem is
solved within every physical time step. Hence, this limitation to steady state solutions
does not prevent us from using a preconditioning scheme for time accurate computations
within TAU.

A preconditioner can be built following different approaches and using different sets of
variables. Hence, there is not just one preconditioner, but several families of precondi-

tioning matrices. Premultiplying the time derivative by a preconditioning matrix means

equation ([2.3) on page [§]is replaced by

d
T(u) 5 + Y AV =0, (4.46)

where I'(u) is the preconditioning matrix formulated in the conservative variables w.
Equation (4.46)) is equivalent to the following expression:

ou _1 d (i) Ou
S T (u);Au praial
with the inverse of the preconditioning matrix T'~!(u).

Preconditioning schemes are usually derived using a set of primitive variables that con-
tains pressure, the Cartesian velocities and one additional variable. The choice of pressure
as a primitive variable is preferable since it plays an important role in the incompressible
limit and allows for a direct treatment of pressure waves. To distinguish a precondition-
ing matrix formulated in the primitive variables g from the preconditioner I'(u) that is
formulated in conservative variables, we call the former P(q).

Since the preconditioning matrix P(q) is in terms of some set of primitive variables g
and the system , where the preconditioner is applied, is in terms of the conservative
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variables, the preconditioning matrix needs to be transformed to conservative variables.
This leads to the following form of the preconditioning matrix in terms of the conservative

variables w:

_ Ou dq

I'(u)= aiq (Q)%a

(4.47)

where g—’; and g—z are the transformation matrices from conservative to primitive variables
and vice versa, respectively.

Here, we consider the following sets of primitive variables:
* q; = (p,v1,v2,p)
° gy = (p,v1,v2,T)
e g3 = (p,v1,v2,h)
® g, = (p,v1,02,5)
* q5 = (p,v1,v2,p)

Different authors mean either I'(u) and P(q) or T} (u) and P~!(q) when they refer to

the preconditioning matrix. Within this work, we call I'(u) and P(q) preconditioner.

4.3.1. Preconditioning schemes for an ideal gas

In this section, we briefly discuss the evolution of preconditioning schemes and the cur-
rently available preconditioners. A detailed review is given by Turkel [67]. For simplicity,
we formulate all schemes in two spatial dimensions.

In 1967, Chorin [13] proposed the method of artificial compressibility to solve the steady
state incompressible Euler equations. The idea of this method is to add a density time
derivative to the continuity equation to regain the hyperbolic type of the equation. This
converts a mixed system of elliptic-hyperbolic type to a fully hyperbolic system. The

continuity equation

o ow
8951 69:2 ’
is replaced by 5 5 5
=+ 8—2 + a—;’z =0
with
p = dp, (4.48)
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where the relation (4.48) plays the role of the state equation. The parameter § is called

artificial compressibility. Inserting the state equation, this can also be written as

d(6p)  Ovy  Ova
ot T om T om

In other words, the time derivative is multiplied by the preconditioning matrix

Il
S O O
o = O
= o O

Chorin chooses the parameter ¢ and the time step size in a way such that the scheme is
stable and the convergence towards steady state is as fast as possible.

The idea to multiply the time derivative by an artificial term with the goal to accelerate
the convergence to steady state has since been studied by several authors. It cannot only
be applied to the incompressible equations, but also to the compressible ones.

Turkel [66] presents a generalization of the artificial compressibility method. In a first
step, they develop a preconditioning matrix for the incompressible Euler equations follow-
ing the same approach as Chorin but with the difference that the pressure time derivative

is added to all equations. So,

% 0 0

p
a1 0 Q (4.49)
/32 6t U1 ) .
v v2
N2 01

with functions a and 3 is added to the system of equations

0 00 5 P 0 1 0O 5 D 0 0 1 P D

C— —— ——— = 0.
01 0 ot U1 + 1 V1 0 83}1 (% + 0 V9 0 6%2 U1
0 0 1 () 0 0 V1 V2 1 0 () V2

Here, « is evaluated using

1+Ma3, Mayer < 1

o =
1
2(1‘/1+Ma3>, Mayes > 1,

with the global Mach number Ma, and a reference Mach number M a,ef, while 3 is a
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function of (v} + v3). Turkel chooses 3 in a way that ensures it to have a nonzero value

at the stagnation point. They define

max [(2 — @) (vi+3).¢], a<l1
Kmax[a(v%%—v%),e], a>1,
where K is a constant slightly larger than one and € is chosen to be a fraction of the

maximum value of (v} + v3).

In the next step, the compressible system

P vi pc2 0 0 P ve 0 pc? 0 P
o | v -1 0 0 0 v 0O » 0 O 0 v
g Ly P 1 o L C 9 L
ot | vy 0 0 v1 O 0r1 | vy 0 0 wo O 0x2 | vy

s 0 0 0 wu S 0O 0 0 v S

is considered.
In a generalization of the preconditioning matrix for the incompressible equations that

is shown in equation (4.49), the compressible system is preconditioned with

o5 0 0O
a1 00
pB?
P(q,) = . (4.50)
Qv
o5 010
0 0 0 1

This has the effect that the equations are decoupled and the entropy equation is not
preconditioned. Therefore, the compressible system is similar to the incompressible one.

Usually, this preconditioner is applied in g, variables where it takes the form

[ é 00 0]
a5 1.0 0
P(qy) = : (4.51)
A5 0010
1-82
| o 001

For the transformation, ideal gas assumptions are applied.

This preconditioning scheme is further modified by Turkel [66] to also include precondi-
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tioners by other authors. The modified scheme can be written as

[ —(y=1)8§ 0 0 26 ]

/82
Sy 10 0
P(qy) = s : (4.52)
o8, 01 0

| A (F-9) 00 g |
with ¢ = 1+ (y—1)d. The parameter J is needed for the transformation to a not
preconditioned system. It is set to § = 1 if the preconditioning is required and to
0 = 0 to switch the preconditioning off. This is the most commonly used preconditioning
scheme by Turkel.

Turkel also applies the approach used in to g5 variables. Again, a generalization
of the incompressible preconditioning matrix is applied which leads to the compressible

preconditioner

P(qs) = (4.53)

If this matrix is transferred to g, variables, assuming an ideal gas, it takes the following

form:
_— 00 0]

P(q,) = " : (4.54)

avy
P 010

() 001,

Hence, with the preconditioning scheme derived in the g5 notation, the entropy equation

is no longer decoupled.
Another approach is taken by Briley et al. [9]. Their preconditioning matrix is derived in
q, variables and applied to the isoenergetic Navier Stokes equations. The preconditioning

matrix takes the following form:
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1 0 0 O
01 0 O
P(‘h): 00 1 0
0 00 pB

Here, the rate of change of the pressure contribution is decreased by a factor . For

this preconditioner, 8 is proportional to a parameter that resembles the square of the
reference Mach number. It is given by

B _ Mfef’ Mref < 1

17 Mref > 17

where Myt = vpef/ /Y RIver with the isentropic exponent . The reference values vyef
and Ter should be chosen such that they represent the global flow properties for the
considered test case. For external flows, it is recommended to use the freestream values.
Briley shows that the use of this preconditioner greatly improves the convergence rate
at a reference Mach number of 0.05 for a turbulent flow through a ninety-degree channel
bend.

Choi and Merkle [12],[11] study the convergence of implicit solutions of the Euler equa-

tions and introduce a similar preconditioning matrix. In conservative variables it takes

the form
1 0 0
0 1 0 0
I'u) =
0 0 1

i (Mcf2 — 1) v1 (1 — Ma’Z) Vo (1 — Ma’Q) Ma=2

when it is transformed from primitive variables using the ideal gas law. Here, Ma
resembles the local Mach number. The preconditioner by Choi and Merkle is similar to
the one by Briley, but a progress in the sence that it is no longer restricted to isoenergetic
flows. In addition, it is implemented in conservative variables.

Erikson [22] presents an extension of the preconditioning matrix by Briley. They adapt
the matrix so that the entropy of the system is preserved. This leads to the following

preconditioning matrix:
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100 -5
010 0
P(q,) =
0 01 0
|00 0 g
Erikson suggests a value for g of
v% + v%
B =~ -
c

Van Leer et al. [40] also present a family of preconditioning schemes in g, variables and
a flow-aligned coordinate system. However, these preconditioners require a well-defined
flow angle. This can become a problem in the vicinity of the stagnation point or on
unstructured meshes.

Weiss and Smith [77] take a different approach on the derivation of a preconditioning

scheme formulated in g, variables. Instead of multiplying a separate matrix P(q,) to

the transformation matrices in equation 1} the product P (q,) %% is replaced by the
preconditioning matrix
6 00 2
0 p 0 O
0 0 p O
| -1 0 0 po |

where 6 is given by
- ( 1 1 8p>
v, pep OT

with the reference velocity vier which is defined as follows:

ec, gl <ec
Vref = 4 |v|, ec<lgl<c, €e=1077 (4.55)
¢, lgl=c
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Hence, the preconditioning matrix in conservative variables is given by

[0 0 0 2]
fvq P 0 vl%
P(u) - i
Avs 0 p V2 57

| 0H —1 pvr pv2 H% + pep |

A similar approach is taken by Diangui [17] where a preconditioning matrix in g5 variables

is constructed. The final form of this preconditioning matrix in conservative variables is

[0 0 0 % ]
Ovq 0 0 vl%
I'(u) = ) , (4.56)
Ovs 0 P Va5
| 0H —1 pv1 pog H%—I—p_

where 6 is given by

< 1 1 8p)
0=\ ——5,
Uret P oh
and vyer is defined by equation (4.55)).

4.3.1.1. Approaches for Real Gases

The preconditioning schemes described in the previous section are only designed for ideal
gases. However, many relevant applications require a preconditioner that is applicable to
a real gas, like the simulation of refrigerants in cooling channels or combustion processes
that involve real gas thermodynamics. Hence, we review approaches to use precondition-
ers for real gases.

Especially the modeling of two-phase flows in the region of low Mach numbers is chal-
lenging, since the speed of sound can vary by multiple orders of magnitude between the
different phases of the fluid, see for example Eddington [19]. This increases the difference
between the eigenvalues of the system and hence intensifies the need for a preconditioning
scheme. Particularly flows covering cavitation phenomena include both a wide range of
thermodynamic states and compressible effects. The physics of cavitation are described
in detail in Reisman et al. [57].

There are many approaches in the literature to apply preconditioning schemes to two
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phase flows, e.g. for the simulation of cavitating flows. However, in these cases the
gaseous and liquid phases are described by two different equations of state. Typically,
the gas phase is assumed to follow the ideal gas law and the liquid phase is either modeled
to be incompressible or is described by a stiffened equation of state. The latter is designed
for water under very high pressures and treats the fluid as if it was an ideal gas that is
already under a very high pressure. A detailed description of the stiffened equation of
state and further developments can be found in O Le Métayer and Saurel [39).

In the work of Merkle et al. [50], a preconditioning scheme for ideal gases is applied to
a two-phase flow by using the mass fraction of one fluid as the dependent variable. A
similar path is taken by Kunz et al. [37] with the difference that the volume fraction
is taken as a variable. In these approaches, the densities for both the liquid and vapor
phases are assumed to be constant and hence no real gas effects are considered.

More detailed models for two phase flows apply separate continuity equations for the
different phases including special mass transfer terms that account for the phase change.
The work of Venkateswaran et al. [71], [72] is an example for such a scheme. These
models are usually called homogeneous mixture model since the interface between the
liquid and the gaseous phase is assumed to be in dynamic and thermal equilibrium and
hence the momentum and energy equations are formulated for the mixture. In their work,
Venkateswaran et al. use a preconditioning method to model compressible cavitation.
However, the densities of the different phases are kept constant in the earlier work. In
the more recent publication the density varies with pressure but is independent of the
other thermodynamic properties. So again, real gas effects are not examined.

There are many more schemes that apply ideal gas preconditioners to two phase flows,
for example the work of Murrone and Guillard [52], Chen at al. [10] and Goncalves and
Patella [26]. But in these works, the different fluids are treated either as an ideal gas
or are described by a simplified equation. Hence, these approaches do not consider the
mathematical properties of a real gas equation of state.

Zong and Yang [79], on the other hand, adapt the preconditioning scheme by Weiss
and Smith to a cubic equation of state. Since the formulation of this preconditioner
requires thermodynamic derivatives of the state variables instead of applying the ideal
gas assumptions, it is in general possible to apply it to a real gas equation of state.

In their work, Zong and Yang present a detailed derivation of all required thermodynamic
quantities and derivatives. However, they only apply their preconditioning scheme to su-
percritical flows. In a test case of a flow around the NACAQ012 profile at subcritical
conditions, we find that a numerical scheme with this specific preconditioner does not

converge to a steady state solution below an inflow Mach number of about 0.05. There-
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fore, this preconditioning scheme is not suitable for our purposes, while it works well for
supercritical conditions and a Mach number around 10~!, which is sufficient for some

applications.

4.3.2. Different Requirements for a Van der Waals gas

The purpose of multiplying a preconditioning matrix to the flux Jacobi matrix is to gain
a condition number close to one. Hence, an ideal preconditioning matrix would be the
inverse of the flux Jacobi matrix. But it is numerically expensive to calculate this inverse
at every grid point. In addition, the exact form of the flux Jacobi matrix is generally
not known and hence the direct calculation of the inverse is not possible. Therefore,
preconditioning matrices are approximations of the inverse of the flux Jacobi matrices,
that are numerically more easily calculated and have one general form for every grid cell.
In section [4.2.3|starting on page we show that the differences in the equation of state
lead to different behaviors of the entries of the flux Jacobi matrix as the Mach number
approaches zero. The derivative of pressure with respect to density strongly depends on
the chosen state equation. For an ideal gas it is of order O(M?) as the Mach number
approaches zero while for a Van der Waals gas it is of order O(1). This difference leads
to a different behavior of certain terms of the flux Jacobi matrix.

Since the preconditioning matrix approximates the inverse flux Jacobi matrix, a precon-
ditioner built for the ideal gas Euler equations cannot, in general, lead to a favorable
condition number of the Van der Waals gas flux Jacobi matrix. The different behavior
of the terms of the flux Jacobi matrix as the Mach number approaches zero need to be
considered when the preconditioning scheme is built. Hence, in general, for an ideal gas
and a Van der Waals gas, different preconditioning schemes are required.

In section [4.2.3] we analyze the continuous flux Jacobi matrix of the Euler equations in
xr1-direction. There we also refer to the differences between this matrix and the one in s-
direction. The flux Jacobi matrix representing the flux function contains the properties
of all directional Jacobi matrices of the Euler equations.

Since the preconditioning matrix is applied to the Jacobi matrix representing the flux
function, we cannot build separate preconditioning schemes for the different spatial di-
rections but have to include all properties in one single matrix as well. The differences
between the continuous Jacobi matrices in the different spatial directions only concern the
momentum equations. From this, we can formulate requirements for a preconditioning

scheme that contains the properties of the inverses of all directional matrices:

e For the rows of the matrix that represent the momentum equations, both the terms

multiplied by Ap and the ones multiplied by A (pE) only differ by the respective
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Cartesian velocity.

e The terms on the principal axis in the two rows of the momentum equations are
identical. They only vary in the square of the respective Cartesian velocity, if at
all.

e The same holds for the terms that are multiplied by A (pv1) and A (pvg) of these

two rows that are not on the principal axis.

e The terms multiplied by momentum differences in both the mass and energy equa-

tion only differ by the respective Cartesian velocity each

Hence, the preconditioning matrix takes the form

m 1201 202 13
2
v v U v
T (u) = av1 MV 76 122 N1 (4.57)
N4V2  MeV1V2  N5V5  M7U2

78 91 Tl9oV2 110

with the ten functions 71 to 119 that need to be defined. These functions are in terms
of the thermodynamic properties pressure, density and enthalpy or temperature as well
as properties of the fluid but independent of the velocity. So, the requirements we define
for the preconditioner reduce the entries of the matrix we need to define to ten. Note
that no additional entry is necessary to transfer this scheme to three spatial dimensions.
If a preconditioning matrix fulfills these requirements, the resulting matrices of a precon-
ditioning of the flux Jacobi matrix of the Euler equations in any spatial direction have
similar condition numbers. They only differ due to the specific flow situation. Hence, we
can limit the analysis of preconditioning matrices to the effect on the flux Jacobi matrix
in only one spatial direction and still get a generally valid result.

In addition, with these requirements an approximation of the inverse of the continuous
flux Jacobi matrix of the Euler equations has comparable effects to an approximation
of the inverse of the Jacobi matrix of a numerical flux function. That means that the
resulting condition numbers are within a small range when both approximated matrices
are used to precondition either the continuous Jacobi matrix of the Euler equations or a
Jacobi matrix that represents a numerical flux function. Since the continuous flux Jacobi
matrix has a simpler form compared to the MAPS+ flux Jacobi matrix, we choose the
former as the base for the construction of a preconditioning scheme applicable to a Van

der Waals gas. The resulting preconditioner is presented in the following section.
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4.3.2.1. Analytical Demonstration

To demonstrate the different requirements on an ideal gas and a Van der Waals gas
preconditioner, we look at their effects on a flux Jacobi matrix. For the ideal gas precon-

ditioning scheme, we take the preconditioner presented by Turkel in g5 = (p,v1,v92,T)

variables ) i
F—(—1)8 0 0 s
p;;g;z 1 0 O
P(qz)Turkel - 5
p%% 01 0

1 (1
s (F9) 00 g ]
with g = 14 (v — 1) d. Here, we set @« = 0 and 0 = 1 since this combination shows to be

a good choice for flows that are at an overall low Mach number, see Turkel et al. [69].

For 8 we choose the relation
$ = min [max (|¢?, K|goo|?) , ¢*]

where K is a constant which is set to one and |gs| is the absolute value of the inflow
velocity.
To transfer the matrix to conservative variables, we multiply it by the two transformation

matrices for an ideal gas:

ou 0q
r (u)Turkel = (an> y P(qQ)Turkel <8’u,2> y

1+&  &un o202 —&2
Gror 1+&vf Luive  —&u
- Giva  Suive 1+ 603 —&we
| S fn €v 1-¢ |

with .
§ =1+ 1 —Ma,
B¢
&= o 552
and )
’7 J—
52 - CZ
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If we compare this matrix to the requirements for a preconditioning scheme we list at
the beginning of section we see that all requirements are indeed met.
For the Van der Waals gas preconditioning scheme, we take the matrix written in equation

(4.57) in the slightly modified form

m n2v1 202 13
1401 5 NeV1V2  17V1
N4vV2  MeV1V2 5 n7v2

8 M94q 949 1o

I'(u) =

with the following definitions of the functions 71 to n1o:

- 5M?2p — 3M,bpp + ap?
' 5M2p — ap? ’

__ 2Mgp
- 5MZp—ap?’
L 2Mgp
Ny =mnr = 5M3)p—a,02’
p (3M2bp — 2Myap + 9abp?)

N2 = 16

"= S5M3p — Myap? ’
ns =1,
_ —15M3bp? + 10M2app + IM2b?p?p — 54M,abpp® + 2a°p?
= 10M2p — 2M2ap? ’

_ 15M2p — 30Mybpp + Tap?
= 10M2p — 2ap?

and
) (3M5}bp — 2Myap + 9abp2)

o= S5M3p — Myap?

This matrix approximates the inverse of the flux Jacobi matrix of the Euler equations
for a Van der Waals gas represented by the caloric equation of state on page
Since the procedure of taking an inverse of a fully occupied matrix requires many steps,
we use the python library SymPy to calculate the inverse. The presented matrix is then
acquired by considering the requirements stated at the beginning of section It is
formulated in conservative variables.

To compare the two preconditioning matrices, we multiply each matrix with both the

ideal gas and the Van der Waals gas flux Jacobi matrix in xi-direction. In the next
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step, we calculate the eigenvalues of the resulting matrices and the respective condition
numbers and compare them with each other. In Table the values used for the

calculations are listed. For 3, we use the expression 8 = (v{ + v3).

Table 4.2.: Conditions for the calculations of the eigenvalues

Values Ideal Gas Van der Waals (Oxygen)
v 1.39502 -
My, - 0.0226820
a - 1.38191-1076
b - 3.18575-107°
c 1.39502 1.39502
P 1 1
P - 1
T 1 -
vy 10-1/107% 10-t/10~*
Vo 10-t/1074 10-t/1074
A3 2-1072/2-1078 2-1072/2-10°8

In Table [4:3] the eigenvalues and corresponding condition numbers are listed for precon-
ditioning of both the ideal gas and the Van der Waals gas flux Jacobi matrix by each
preconditioning scheme. In addition, we present the values of the non-preconditioned
matrices.

From the values, we see that there is only a small difference between the two precondi-
tioning schemes at a Mach number of M = 10~!. Both preconditioners lead to a lower
condition number when they are applied to the ideal gas flux Jacobi matrix. The con-
dition number in the case of a Van der Waals gas matrix is higher but still well below
10. Compared to the cases without preconditioning, both preconditioners improve the
condition number by a factor of 6.5 in the ideal gas case and 4 in the Van der Waals
gas case. However, at this Mach number, most numerical schemes converge well without
a preconditioning scheme. So, the preconditioners are not yet required in this Mach
number regime.

At the lower Mach number of M = 10~%, there is a notable difference between the
two schemes. The preconditioner of Turkel works as well for the ideal gas flux Jacobi
matrix as it does at the Mach number of 10~!. The same applies for the Van der Waals
gas preconditioner applied to the corresponding flux Jacobi matrix. In both cases, the
condition numbers are the same for both Mach numbers. Compared to the calculations
without a preconditioning schemes the condition numbers are lowered by about four

orders of magnitude in both cases. Hence, here the preconditioners produce the expected
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Table 4.3.: Eigenvalues and condition numbers of the resulting matrices from the precon-
ditioning of the ideal gas and the Van der Waals gas flux Jacobi matrix with
the two preconditioning schemes at Mach numbers M = 10~ and M = 1074,
as well as the values of the non-preconditioned matrices

Preconditioner | Mach Flux Jacobi Eigenvalues Condition
Number Matrix Number
Turkel 1071 ideal gas —0.078, 0.1, 0.1, 0.18 2.3
Turkel 1074 ideal gas —7.8-107°,1.0- 1074, 2.3
1.0-107%,1.8-107%
Turkel 101 Van der Waals | —0.084, 0.064, 0.1, 0.22 3.5
Turkel 107* | Van der Waals | —6.5-107°,1.0-10~%, | 2.1-10°

1.0-107* + 0.0144,
1.0-10~* +0.0144
VAW 1071 ideal gas —0.15, 0.1, 0.17, 0.24 2.4

VAW 10~4 ideal gas —2.6-107%,1.0-107%, | 5.6-10°
1.3-107* + 0.0154,
1.3-107% —0.015¢

Vdw 101 Van der Waals —0.15, 0.1,0.1, 0.35 3.5
VAW 10~%* | Van der Waals | —1.4-107%, 1.0- 1074, 3.5
1.0-107%,3.5-107*

none 101 ideal gas -1.3,0.1,0.1, 1.5 15

none 1072 ideal gas —1.4,0.1-107%, 1.4-10%
0.1-107%, 1.4

none 10~1 | Van der Waals —1.2,0.1,0.1, 1.4 14

none 1074 Van der Waals —1.3,0.1-107%, 1.3-10%
0.1-1074, 1.3

results.

However, if the preconditioning schemes are applied to the matrices they are not designed
for, they increase the condition numbers of the matrices. So, they enlarge the stiffness
of the problem. In addition, both preconditioners lead to complex eigenvalues.

So, at low Mach numbers, a preconditioning scheme that is used for a set of equations
containing a different thermodynamic relation than the one enclosed in the precondi-
tioner causes two problems. It increases the condition number and also worsens the
circumstances for the numerical solver by producing complex eigenvalues. One possible
effect of complex eigenvalues is that they are no longer within the stability domain of
the time integration scheme and hence cause it to abort.

It is also possible to repeat this analytical investigation with the MAPS+ flux Jacobi

matrix. The resulting eigenvalues are similar to the ones for the flux Jacobi matrices of
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the Euler equations presented here. In addition, similar results can be obtained for other
values of the variables listed in Table 2]

This analytical demonstration also shows that it is possible to successfully precondition
a Van der Waals gas flux Jacobi matrix. The premise is that the used preconditioning
scheme is designed for a Van der Waals gas. Then favorable eigenvalues can be gained.

However, the thermodynamic relations the presented Van der Waals gas preconditioning
scheme is based on are not the same as the ones implemented in the DLR TAU-code. This
preconditioner is based on the analytic caloric equation of state as it is derived in equation
(2.14]) on page while the real gas thermodynamics implemented in the DLR TAU-
code are based on an iterative calculation of thermodynamic properties within the code.
These two versions of real gas thermodynamics do not agree with each other. Hence, the
behavior of the terms of the transformation matrices g—z and g—g as the Mach number
approaches zero cannot be expected to be the same. So, the presented preconditioner
cannot lead to favorable eigenvalues when it is used in the DLR TAU-code together with

the implemented thermodynamics.

4.3.3. Preconditioning scheme for a Van der Waals gas

For the flux Jacobi matrices and hence for the preconditioning scheme, the transformation
matrices between primitive and conservative variables are the relevant difference between
an ideal gas and a Van der Waals gas. Especially in the limit of a low Mach number,
some of the terms of these matrices show different behaviors depending on the applied
equation of state. We discuss this in detail in section [4.2.3] starting on page

This difference is why a preconditioning scheme in conservative variables that is built
for an ideal gas cannot be used for a Van der Waals gas and vice versa. However, in
primitive variables a preconditioning scheme is applicable to either gas, as long as no
assumptions concerning the thermodynamic equations are used to build the scheme.
Therefore, the preconditioners by Turkel stated in equations and on page
are applicable to both an ideal gas and a Van der Waals gas, while the preconditioners

described in equations (4.51]) and (4.54) are limited to an ideal gas. All preconditioning
matrices in equations (4.50|) to (4.54) are derived in a similar way, but in different sets

of variables. We have to consider this when we choose a preconditioning scheme.

Hence, for the following simulations, we choose the preconditioner described by equation
as it is a generalization of the scheme described in equation (4.50). However,
to avoid the limitation to an ideal gas, we conduct the change from g, to g, variables
in general terms using the derivatives of the thermodynamics implemented in the DLR

TAU-code.
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In a similar way, the preconditioning scheme by Diangui presented in equation can
be applied to a Van der Waals gas. Here, we simply have to evaluate the derivatives of
enthalpy using the real gas thermodynamic relations implemented in the code.

In a last step, we transfer the preconditioning schemes from primitive to conservative
variables. We use the numerical derivatives of the implemented thermodynamic relations
to create the transformation matrices. This leads to the final preconditioning schemes
formulated in conservative variables. Compared to the preconditioning scheme presented
in section [£.3.2.T], this approach has the disadvantage that the numerical derivatives need
to be evaluated for every grid cell at each time step. However, it has the advantage that
the formulation of the preconditioner is independent of the used equation of state as long
as the derivatives are defined in an appropriate way. Hence, this method can be applied
to any implemented thermodynamic relation while the preconditioning scheme shown in

section [£.3:2.1] is limited to one single caloric equation of state.

4.3.4. Numerical Results

We choose the inviscid flow around a NACA0012 profile as a test case for the numerical
results. This is the same setup as in section [£.:2.5] We also use similar initial and
boundary conditions as for the computations in section and the same grid. All
calculations are conducted using a two-step Runge-Kutta scheme with a CFL number
of 0.8.

First, we present results of the two chosen preconditioning schemes for a Van der Waals
gas. We compare these results with each other and with a reference solution of an ideal
gas at one set of thermodynamic conditions and for two different Mach numbers. For the
ideal gas, we use the preconditioner of Turkel presented in equation on page
The fluxes are calculated with the altered MAPS+ scheme for the low Mach region that
we analyze in section [£.2.4] For the comparison of the schemes, we consider both field
solutions of different quantities and the convergence rate. The quantities we present in
the field solutions are pressure, density, the z1-component of velocity and the local Mach
number.

In the next step we compare the convergence rate of the two chosen preconditioning
schemes. We present the convergence rates of both preconditioners for one set of ther-
modynamic properties but multiple inflow Mach numbers. This way, we can show that
both preconditioning schemes have a convergence rate independent of the Mach number
for M — 0.

Finally, we demonstrate the capability of the preconditioning scheme of Diangui. We

show the results of simulations for a wide range of thermodynamic conditions for two
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different Van der Waals gases. The conditions used for the calculations are summarized
in Table Again, we present field solutions of pressure, density, the x1-component of

velocity and the Mach number.

Table 4.4.: Conditions used for the calculations

Condition fluid state inflow pressure | inflow temperature
1 nitrogen gas 10°Pa 300K
2 nitrogen liquid 10*Pa 64K
3 nitrogen | supercritical 105 Pa 300K
4 ideal gas gas 10°Pa 273.15K
5 oxygen gas 10°Pa 300K
6 oxygen liquid 10°Pa 64K
7 oxygen | supercritical 10 Pa 300K

4.3.4.1. Comparison of preconditioning schemes

First, we present the numerical solutions of the flow around a NACAO0012 profile. The
considered fluid is nitrogen modeled as a Van der Waals gas. The inflow Mach number
is M =103 and condition 1 in Table [4.4] is used.

In Figures [£.5] and [£.6] the numerical results are shown. They are obtained with the
preconditioning schemes by Turkel and Diangui, respectively. In both figures, the field
solutions of the thermodynamic properties are presented in the upper row, with pressure
on the left and density on the right-hand side. In the bottom row, the subfigure on
the left-hand side shows the distribution of the x1-component of velocity and the subfig-
ure on the right-hand side presents the Mach number distribution. Again, the plots of
the thermodynamic properties show the difference to the background values since these
differences are very small in comparison.

The pressure distributions in these figures are similar to the one shown in Subfigure [£.2]]
on page [93] that is obtained without a preconditioning scheme. So as expected, the use
of a preconditioning scheme does not change the solution.

The density distributions in Subfigures and [£.6D] show the offset to the background
density of 1.284068%. This value indicates that the modeled nitrogen is indeed at a
gaseous state. The plotted density differences are of the order of 10*7% which is due to
the low Mach number.

The distributions of the Mach number shown in Subfigures and [£.6d have a slimmer
shape than the xi-velocity distributions shown in Subfigures and This shows
the influence of variations of thermodynamic quantities such as pressure or density on

the speed of sound.
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(a) Pressure distribution (offset to background (b) Density distribution (offset to background
pressure of 10°Pa) in Pa density of 1.284068%%) in X4

m

(¢) x1-velocity distribution in (d) Mach number distribution

Figure 4.5.: Field solutions for a Van der Waals gas obtained using the preconditioning
scheme by Turkel at a Mach number of Ma;, = 1073

In general, we see similar results for all plotted quantities in both figures. It can be
said that the numerical scheme is able to converge to a reasonable solution using each
preconditioning scheme at the presented inflow Mach number.

As a reference, in Figure [£.7] the distributions of the same quantities are shown for the
flow of an ideal gas around the NACAO0012 profile. The inflow Mach number is set to
Mai, = 102 and condition 4 in Tableis used for the inflow pressure and temperature.
We choose the Mach number and pressure this way to be the same as for the calculations
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(a) Pressure distribution (offset to background (b) Density distribution (offset to background
pressure of 10°Pa) in Pa density of 1.284068%%) in X4

m

(¢) x1-velocity distribution in (d) Mach number distribution

Figure 4.6.: Field solutions for a Van der Waals gas obtained using the preconditioning
scheme by Diangui at a Mach number of Maj, = 1073

using the Van der Waals thermodynamic modeling, while the temperature results from
the ideal gas law.

As expected, the numerical solver converges to a reasonable solution for the ideal gas
case. In addition, the ideal gas solution is qualitatively similar to the solutions obtained
for a Van der Waals gas. This strengthens the statement that the solver converges to a
reasonable solution for the Van der Waals gas.

The background density in Subfigure [1.7D] is slightly lower than the one in the cases for
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(a) Pressure distribution (offset to background (b) Density distribution (offset to background
pressure of 10°Pa) in Pa density of 1.275607 %‘%) in X4

m

(¢) x1-velocity distribution in (d) Mach number distribution

Figure 4.7.: Field solutions for an ideal gas obtained using the preconditioning scheme
by Turkel at a Mach number of Ma;, = 1073

a Van der Waals gas shown in Subfigures [£.5b] and [£.6D] The inflow temperature in the
ideal gas case is slightly lower than for the calculations with a Van der Waals gas which
should lead to a higher density due to the ideal gas law. The lower value of the density
in comparison is due to the fact that the ideal gas does not exactly represent nitrogen
and hence there are differences in the modeling compared to the modeling as a Van der
Waals gas. Apart from this difference, the results of the ideal gas calculations closely

resemble the ones for a Van der Waals gas. This makes sense as the chosen conditions
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lay well within the region where ideal gas assumptions are valid. Hence, the deviations
due to real gas effects are very small.

Now, we present the solution of a repetition of these calculations for an inflow Mach
number of Ma;, = 10~* while all other parameters stay unchanged. In Figures and
[4:9] the results for the numerical simulations using the Van der Waals gas thermodynam-
ics are shown. Again, the applied preconditioning schemes are the ones by Turkel and

Diangui, respectively. The order of the subfigures is the same as in Figures [£.5] to [£.7]

density offset

(a) Pressure distribution (offset to background (b) Deunsity distribution (offset to background
pressure of 10°Pa) in Pa density of 1.284068%) in %

(¢) x1-velocity distribution in (d) Mach number distribution

Figure 4.8.: Field solutions for a Van der Waals gas obtained using the preconditioning
scheme by Turkel at a Mach number of Ma;, = 1074
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) Pressure distribution (offset to background (b) Density distribution (offset to background

pressure of 10° Pa) in Pa density of 1. 28406811—1 ) in —i
) x1-velocity distribution in 2 ) Mach number distribution

Figure 4.9.: Field solutions for a Van der Waals gas obtained using the preconditioning
scheme by Diangui at a Mach number of Ma;, = 10~%

Both schemes produce similar results for the majority of the quantities. The pressure
distribution, the flow field of the x1-component of the velocity and the distribution of
the Mach number are all alike. But only the calculations done with the preconditioning
scheme by Diangui result in a reasonable distribution of density.

Looking at Subfigure [£.95] we see that the difference of the density to the background
value is of the order of 10_97%%. The density distribution obtained with the precondition-
ing scheme of Turkel shown in Subﬁgure contains values of the order of 10_8%’5. This
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is the numerical error that overlies the actual density distribution. So due to this error,
the preconditioning scheme by Turkel cannot produce reasonable results for the density
distribution and hence is not applicable at an inflow Mach number of Maj, = 10~% for
this configuration.

Comparing the results obtained for an inflow Mach number of Ma;, = 10~ in Figures
and with the ones for the inflow Mach number of Ma;, = 1073 in Figures and
we notice that all distributions are qualitatively similar in both cases (except for
Subfigure . This is because the solution becomes self-similar in the incompressible
limit, so the qualitative nature of the distribution of any quantity becomes independent
of the Mach number as M — 0. The fact that the shown distributions are qualitatively
similar is a strong indication that the preconditioning schemes work as expected.

As a reference, we present the results of the ideal gas simulations at an inflow Mach
number of Ma;, = 10~ in Figure m The other inflow conditions are similar to the
case of the inflow Mach number of 1073. Again, in the ideal gas case the numerical solver
converges to a reasonable solution.

The distributions of pressure, x1-component of velocity and Mach number shown in Sub-
figures [.10a), [£.70c| and [4.10d] are similar to the ones obtained with the two Van der
Waals gas preconditioners in the real gas case. The density distribution in Subfigure
is similar to the one shown in Subfigure that is obtained with the precondi-
tioning scheme by Diangui. This underlines the quality of the solution obtained with the

preconditioning scheme by Diangui.

In addition to the flow field, we compare the convergence rates for all three precondi-
tioning schemes in Figure In the three subfigures, the normalized density residuum
is plotted over the number of iterations for both Van der Waals gas preconditioning
schemes in the upper and middle plot and the ideal gas scheme as a reference in the
bottom plot. The convergence rates belong to the calculations done at an inflow Mach
number of Mai, = 1073 with the results shown in Figures to

At these conditions, both preconditioning schemes for a Van der Waals gas take approx-
imately the same number of iterations of about 10,000 for the convergence rate to reach
the fully converged state. For the preconditioner of Turkel, the fully converged state is
at a density residuum of 3 - 1072 which is slightly higher then the final residuum of the
preconditioner of Diangui which is at 1-1073. Both preconditioners have a convergence
rate comparable to the one of the ideal gas preconditioning scheme we use as a reference.
In the ideal gas case, the solver needs approximately 10,000 iterations as well and the
fully converged state is reached at a density residuum of 1-1073. So, there is only a

small difference between the convergence behavior of the three considered preconditioning
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(a) Pressure distribution (offset to background (b) Density distribution (offset to background
pressure of 10°Pa) in Pa density of 1.275607015%) in X9

m

(¢) x1-velocity distribution in (d) Mach number distribution

Figure 4.10.: Field solutions for an ideal gas obtained using the preconditioning scheme
by Turkel at a Mach number of Ma;, = 10~*

schemes.

From the shown results it can be said that both Van der Waals gas preconditioning
schemes work equally well in the region for an inflow Mach number of Ma;, = 107!
to Maj, = 1073. In the region from Maj, = 1073 to Maij, = 1074, however, only
the preconditioning scheme by Diangui converges to a stable solution while for the pre-
conditioner of Turkel the solution deteriorates due to numerical errors. Hence, for the

demonstration of the capability of the preconditioning scheme in section [£.3.4.3] we only
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(c) Convergence rate of the preconditioning scheme of Turkel for an ideal gas

Figure 4.11.: Convergence rates of all preconditioning schemes at May, = 1073
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consider the scheme by Diangui.

4.3.4.2. Comparison of the convergence rates of both preconditioning schemes

Now we compare the convergence rates of the two preconditioning schemes for a Van
der Waals gas. We use one set of thermodynamic conditions and multiple inflow Mach
numbers. In Figures and the normalized density residua are plotted over the
number of iterations for the calculations using the preconditioning scheme by Turkel and
Diangui, respectively. We compare the convergence rates at the inflow Mach numbers
of Main, = 107!, May, = 1072, May, = 1073 and, for the scheme by Diangui, of
Mas, = 10~*. The considered calculations are again flows of gaseous nitrogen around a
NACAO0012 profile at condition 1 in Table on page [115]

In both figures, the plots at all considered Mach numbers agree well. The density
residuum of the fully converged solution stays at a value of 3 - 1073 for the precondi-
tioning scheme of Turkel and at 1-1073 for the one of Diangui as the Mach number
decreases. Both schemes need approximately 10,000 iterations to reach the fully con-
verged stage for either inflow Mach number. So, both preconditioning schemes have a

convergence rate that is independent of the Mach number as M — 0.

4.3.4.3. Demonstration of the capability of the preconditioning scheme

In this section, we present the results of numerical simulations using the preconditioning
scheme of Diangui. In each simulation, we consider the flow of a fluid modeled as a
Van der Waals gas around the NACAO0012 profile. The inflow Mach number is set to
Mas, = 107* for all calculations, while the inflow pressure and temperature vary. The
specific conditions used are listed in Table [£.4] on page [[15] We consider both nitrogen
and oxygen, modeled by the Van der Waals gas implementation in the DLR TAU-code.
First, we continue with the calculations using nitrogen as a gas. In Figure [£.14] the flow
of supercritical nitrogen at condition 2 in Table is presented. Again, the figure shows
the field solutions of pressure and density in the upper row and the xj-component of
velocity and the Mach number in the bottom row.

These results are qualitatively similar to the ones for gaseous nitrogen presented in Fig-
ure [4.9] The distribution of the pressure offset shown in Subfigure is lower than
the one for gaseous nitrogen in Subfigure by a factor of 10 since the background
pressure is lower by this factor as well due to the different inflow conditions. For the same
reason the distribution of the density offset shown in Subfigure [f.14b] is lower than the
one in Subfigure The value of the background density of 0.6039360338% agrees

well with the expected value for supercritical nitrogen. The velocity distribution shown
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Figure 4.12.: Convergence rates at different Mach numbers for calculations using the
preconditioning scheme by Turkel for a Van der Waals gas
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Figure 4.13.: Convergence rates at different Mach numbers for calculations using the
preconditioning scheme by Diangui for a Van der Waals gas

in Subfigure is lower than the one for gaseous nitrogen shown in Subfigure by
a factor of 2 while the Mach number distributions in Subfigures [4.14d| and [4.9d| agree

well. This is due to the lower value of the speed of sound for a supercritical fluid. So,

the distributions shown in Figure [4.14] agree well with the expectations for supercritical
nitrogen. Hence, we can conclude that the preconditioning scheme works as well for
supercritical nitrogen as it does in the gaseous case.

In addition, we consider liquid nitrogen at condition 3 in Table [£.4] The results of this
calculation are presented in Figure Again, we show the four different field solutions.

The presented results are qualitatively similar to the ones for gaseous and supercritical

nitrogen presented in Figures [4.9] and
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(a) Pressure distribution (offset to background (b) Density distribution (offset to background
pressure of 10 Pa) in Pa density of 0.6039360338%‘%) in %%

(¢) x1-velocity distribution in (d) Mach number distribution

Figure 4.14.: Field solutions for a Van der Waals gas obtained using the preconditioning
scheme by Diangui at a Mach number of Ma;, = 10~* and condition 2

Similar to the difference between the gaseous and supercritical case, the pressure offset
distribution shown in Figure is at a higher level than the other presented distribu-
tions. This difference agrees with the different inflow pressure due to the used condition.
The same applies to the distribution of the density offset shown in Subfigure [£.I5b] The
value of the background density is 12.9497 796%75 which is a reasonable value for liquid
nitrogen at this elevated pressure.

Overall, the distributions shown in Figure [£.15 agree well with the expectations for liquid
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(a) Pressure distribution (offset to background (b) Density distribution (offset to background
pressure of 106Pa) in Pa density of 12.94977967%%) in n%%

(¢) x1-velocity distribution in (d) Mach number distribution

Figure 4.15.: Field solutions for a Van der Waals gas obtained using the preconditioning
scheme by Diangui at a Mach number of Maj;, = 10~* and condition 3

nitrogen. So, the preconditioning scheme of Diangui is applicable to nitrogen modeled
as a Van der Waals gas at a liquid, a gaseous and a supercritical state.

The next fluid we consider is oxygen. We present the numerical results of calculations
with gaseous, supercritical and liquid oxygen in Figures [£.16], [4.17| and [£.18] respectively.

For all calculations the inflow Mach number is Ma;, = 10~%. For the flow of gaseous
oxygen, condition 4 in Table [£.4] is used while conditions 5 and 6 are used for the flow

of supercritical and liquid oxygen, respectively. In all cases, oxygen is modeled as a
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(a) Pressure distribution (offset to background (b) Density distribution (offset to background
pressure of 10°Pa) in Pa density of 1.123807241 %4 ) in X4
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(¢) x1-velocity distribution in (d) Mach number distribution

Figure 4.16.: Field solutions for a Van der Waals gas obtained using the preconditioning
scheme by Diangui at a Mach number of Ma;, = 10~* and condition 5

Van der Waals gas. For all results, we present the field solutions of pressure, density,
x1-component of velocity and Mach number.

The results are qualitatively similar to the ones we obtain for nitrogen. All three pres-
sure offset distributions are qualitatively similar while representing the respective inflow
condition. The distributions of the density offsets are similar as well and the values of
the background density represent the respective state of the oxygen, namely the gaseous,

supercritical and liquid state.
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(¢) x1-velocity distribution in (d) Mach number distribution

Figure 4.17.: Field solutions for a Van der Waals gas obtained using the preconditioning
scheme by Diangui at a Mach number of Maj;, = 10~* and condition 6

The Mach number distributions are similar both in a qualitative and a quantitative
manner in all three cases since the inflow Mach number is the same. The xi-velocity
distributions are qualitatively similar but vary in magnitude. This is due to the different
values of the speed of sound that is caused by the different condition of pressure and
temperature and the differences in the states of oxygen.

So overall this preconditioning scheme leads to the expected results both for nitrogen

and oxygen modeled as a Van der Waals gas. From this it can be expected that the
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Figure 4.18.: Field solutions for a Van der Waals gas obtained using the preconditioning
scheme by Diangui at a Mach number of Ma;, = 10~* and condition 7

preconditioning scheme by Diangui works well for any fluid modeled by a Van der Waals
gas to an inflow Mach number as low as 10~* in comparable cases or a local Mach number

as low as 107° in general.
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5. Summary and Outlook

This work is concerned with the analysis and application of numerical schemes.

The Euler equations describing the flow of an inviscid fluid are described. To close the
system of equations, the Van der Waals equation of state is used. From the definition of
the thermal equation of state, a caloric state equation is derived, assuming the specific
heat at constant pressure ¢, to be constant. In the process of the derivation, it is
proven that ¢, is independent of the specific volume for a Van der Waals gas. Next, the
nondimensionalization is described which introduces the Mach number into the governing
equations. Then the boundary and initial conditions used within this work are stated.
In the next step, the properties of asymptotic functions are described and the process of
an asymptotic expansion is explained. Then an asymptotic expansion of the governing
equations for a Van der Waals gas is conducted for the first time to analyze their behavior
in the limit of a small Mach number. As a result, the pressure distribution is found to be
spatially constant in the limit of a vanishing Mach number. This agrees with the behavior
in the ideal gas case. Additionally, the behavior of the change of pressure with time is
analyzed. It is found that the leading order of the pressure is governed by compression
or expansion of the gas over the boundary of the flow domain like in the case of an ideal
gas, but that the real gas effects present in the Van der Waals equation of state can alter
this influence.

Next, numerical schemes are considered. Finite volume schemes are defined and the
discretization of both the computational domain and the convective fluxes is described.
The MAPS+ flux function is chosen for the analysis. It consists of a general part and
special adaptations for the low Mach number region and is described in detail. Then the
different terms in the flux Jacobi matrix representing MAPS+ and the flux Jacobi matrix
representing the continuous flux function are compared. By showing that their behavior
for a vanishing Mach number is similar, it is concluded that the MAPS+ flux function
is a close approximation of the continuous flux function. This analysis is conducted for
both an ideal gas and a Van der Waals gas with the result that MAPS+ approximates
both gases equally well.

In the next step, a discrete asymptotic analysis of the MAPS+ flux function is conducted.
This results in the statement that the general MAPS+ scheme can lead to fluctuations
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of the first order pressure term on a length scale independent of the Mach number while
no such fluctuations are possible with the altered MAPS+ scheme which includes the
adaptations for the low Mach number region. These variations in the first order pressure
terms contradict the results of the continuous asymptotic analysis. The result of this
finding is that only the altered MAPS+ scheme is suitable for the simulation of low
Mach number flows. To complete this section, numerical results are shown which confirm
that the altered MAPS+ scheme produces reasonable results in the limit of a low Mach
number while the general MAPS+ scheme deteriorates as the Mach number decreases.
Finally, preconditioning schemes are analyzed. A detailed overview over the currently
available schemes is given and the different requirements of ideal and Van der Waals gases
concerning preconditioners are discussed. The differences in the properties of the flux
Jacobi matrices in both cases are analyzed with the result that an ideal gas precondition-
ing scheme cannot, in general, lead to favorable results in the case of a Van der Waals
gas. This is then demonstrated by the analytical preconditioning of both the ideal gas
and the Van der Waals gas flux Jacobi matrix. For this demonstration, an ideal gas pre-
conditioning scheme by Turkel is compared to a Van der Waals gas preconditioner that is
constructed by simplifying the inverse of the Van der Waals gas flux Jacobi matrix. The
demonstration shows that the Van der Waals gas preconditioner works as expected for
the corresponding flux Jacobi matrix while the ideal gas preconditioning scheme leads to
complex eigenvalues and an increased condition number when used in the Van der Waals
gas case.

However, the constructed preconditioning matrix is limited to the analytical caloric equa-
tion of state for a Van der Waals gas and hence cannot be used with a numerical estima-
tion of the thermodynamic properties as it is implemented in most CFD codes. Hence,
the DLR TAU-code is used in combination with two suitable preconditioning schemes by
other authors to demonstrate the capability of preconditioners for a Van der Waals gas
using the TAU-code. The preconditioning schemes are implemented into the code using
derivatives of the thermodynamic modules within the code for the transformation from
primitive to conservative variables. The simulations with these preconditioners show
that flows of a real gas described by the Van der Waals gas equation of state can be
successfully simulated to a local Mach number as low as 107 for liquid, gaseous and
supercritical states. In addition, the convergence rates of these preconditioning schemes
are found to be independent of the Mach number as M — 0.

The work conducted in this thesis is intended as a baseline for further investigation of
preconditioning schemes for real gases. The analysis done for an inviscid fluid can be

extended to viscous calculations. In addition, the investigations done in this work are
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not limited to a Van der Waals gas but can be extended to other, more detailed cubic

equations of state.
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A. Appendix

A.1. Behavior of Jacobi matrices for a vanishing Mach
number

The continuous Jacobi matrix in x;-direction AE} ) = 6f8171§u) is defined in equation l)

on page [§l The convective flux in z;-direction is given by

pU1
pvi +p
pUIV2

pHuv;

Fi(u) =

In a similar way as in subsection [£.2.3] on page [49] we can write this vector in terms of

the conservative variables u = (u1, ug, us, U4)T = (p, pv1, pva, pE)T. This leads to

U2
u% 1 u+u2
*"‘('7_1)( 4— 3 2 3)
frlw)=|[ ™ o “ : (A1)
ugus _ (’Y*ull) (“§+“2“§>
7 w1 2 u%

For the representation of pressure see equation (4.11)) on page The term pHwv; can

be rewritten as
pHvy = puy (E + i) = pn1 E + v1p. (A.2)

If we insert the conservative variables into this relation we get

U U4 wsty 1 ud + ugu
pitvy = "2 4 - (2 - S0 T )

uq 2 uj

which can be simplified to the last entry in equation [A.T]



Taking the derivative, we arrive at

i 0 1 0 0 ]
u? 1 ud+u? U u u
o e e e
Ay =
__ua2u3z us u2 0
u? u1 u1
U u+ugu’ u ¢ [ 3ud+ul U u
| e () a5 (M) e (up) o
with
§=7-1

In the next step we replace the conservative variables. This leads to

0 1 0 0
) —of + 3| (B=7)u —&va 3
A _ (A3)
—V1V2 V2 U1 0
| Y0 E & (0] +uvd) E - §(3v?+v3) —€(vav3) vo |

For M — 0, v and E are of O (1) while v1, v2 and |v| are of O (M). Hence, in the limit
of a vanishing Mach number we get the following behavior of the different terms in the

Jacobi matrix:

0 1 0 0
A _ | O(%) 0@r) O(M)  O(1) (A4)
* O(M2) OM) OMM) 0 '

O(M) 0(1) OM?) O(M)
Now we repeat this derivation for a Van der Waals gas. From the representation of the
primitive variables in terms of the conservative variables in equation (4.13)) we take the

pressure of a Van der Waals gas written in conservative variables. For the enthalpy flux,
we take equation (A.2]) and insert the conservative variables. This leads to

u3+UQu2 auZUQ
I U2U4 2Myuguy — My, =2 o 24+ 2 ]\}w auug
pL1v1 = — .
ul 3U1 (Mw — bul) Mq%
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Hence, the convective flux in z;-direction for a Van der Waals gas is given by

U2
u2+u2 au2
Uj n 2 Mg — My, 2u1 3+2ﬁ _ au?
U1 3 My —3buy M2
fi(u) = . (A5)
u2u3
U1
U U4 + 2Mypugus Mw(ug-‘rugu%) 2au1us _ auiug
ul 3u1(Mw—bU1) 3u%(Mw7bu1) 3Mw(Mw—bU1) Mi

Now, we take the derivative to arrive at the Jacobi matrix. The first and third entry of
the convective flux vector are identical to the ideal gas case, hence the first and third
line of the Jacobi matrix are identical to the matrix in equation (A.3]). The second row
can be deduced with the help of the fourth row of the matrix in equation . For the
first entry of the last row we get

O(fi(u)),  wusug = —2Myuguy (3M,, — 6buy) = My (u% + uzug) (6Mwu1 — 9bu%)

Ouy B u? 9u? (M, — bul)2 ui (M, — bu1)2
6aMyus (My, — buy) + 6abMy,uiusg _auy
9M2 (My, — buy)? M2

Now we replace the conservative variables and arrive at

Oh W)y _ g =2MuniE (3My —6bp) | My (o7 + v103) (2Mup — 30p°)
duy 9 (M, — bp)? 3p (M, — bp)?
2aM,pv1 (My, — bp) + 2abM,,p*v; _apuy
3M2 (M, — bp)* M3,
C wE+ —2M 1 E (My —2bp)  2M v |v|? (M — 2bp) + bM,pv1|v|?
! 3 (Mg — bp)? 3 (M, — bp)?
2aM,pv1 (My — bp) + 2abMy,p?v1  apvy
+ 2 o 2
3M2 (M, — bp) M,
2M,v1 (2bp — My,) (E — |v|?) + bMypvi|v|?
=—unF+ 1(2bp )( | |2) pv1 v
3(My, — bp)
2a M, pv1 (My, — bp) + 2abMy,p?vi  apuy
+ . -
3M2 (M, — bp) M2
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For the second entry in the last row we get

0(fi(u)), ug 2Mua My, (BU% + u%) 2au; auy

duz  wr | 3uy (My —but) 32 (My —buy) | 3My (My —buy) | M2

Replacing the conservative variables this becomes

(9(f1 (u))4 _ B4 2M,FE B M, (3’1)% -+ ’U%) 2ap _ap
Ouy 3 (Mw - b,O) 3 (Mw - bp) 3M, (Mw - bp) Mg)
2B — vl —207) + 24 q4p
=k 30 —bp) T
My w

The third entry in the last row can be written as

0 (f1(u)), 2M yuus3

Ous N _3u% (My — buy)’

replacing the conservative variables we get

I(fi(u)y  2Myvive

dus  3(My—bp)

And finally, the fourth entry of the last row is

0 (fl (u))4 _ % + 2Mwu2
aU4 (51 3U1 (Mw — bul)'

If we replace the conservative variables we get

d(f1 (u))4 2My,1

duy :U1+3(Mw—bp)'

Combining all these results, we can write the Jacobi matrix for a Van der Waals gas:

0 1 0 0
o2y 20My p(E—|v|2)+ M2 02— ¢y 2oy 4 —2Muwoy —2Myvo 2My,
1 3¢2 vt 381 38, 38,
(1) _
Ayl = —v1vg vg v 0
5 2Muvy (2bp—Muw) (B—|v]?)+bMu pvq 0|2 5 (2B—|v|2—203)+264 2 My vy vy 2My vy
b 522 + 35y T g vt Ty
1 M,
w
+v1€3 —viéa J
(A.6)
with

51 = Mw *bP,
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ab? ab
=6-—5p° —10—p? +2
) M2 p wa + 2ap,
£ = 2a My, pé1 + 2abM,,p?
3M2ES
and
ap
&= —5
M2

For M — 0, a, b, My, p and E are of O (1) while v, v2 and |v| are of O (M). Hence,
in the limit of a vanishing Mach number we get the following behavior of the different

terms in the Jacobi matrix for a Van der Waals gas:

0 1 0 0
AW _ | 0) o) o) o) (A7)
“ O(M2) OM) OM) 0 '

OM) 0@1) O(M?*) OM)

A.2. Transformation of flux Jacobi matrix

Here, we want to transform the flux Jacobi matrix into a form similar to the Jacobi
matrix of the MAPS+ scheme presented in equation (4.19)) on page Hence, we want

to write the flux Jacobi matrix as

vy 0 0 0
oq 0 v; 0 0
AD — 4 90 , A.
prim ., + 0 0 v, 0 (A.8)
0 0 0 wu

In a first step, we transform the matrix for an ideal gas, followed by the transformation

for a Van der Waals gas.

A.2.1. Jacobi matrix of an ideal gas

In terms of the conservative variables, the flux Jacobi matrix of an ideal gas is given by

equation ((A.1)).
To attain the matrix Apm, we first need to subtract the last matrix in equation (A.8)

from the flux Jacobi matrix. In terms of the conservative variables we get



2 0 0o 07
2., .2
_up | 1.uptuj ug ug ug ug
w + 3¢ w2 2ar — &y Sy 3 0 — 0 0
Aprim = _uoug ug uy 0 B uy
u? uy uy 0 0 uy 0
: 2,2 u
uguyg ugtuguy ugq _ & (Buptuz ugug ug 0 0 0 =2
Yooz tE o3 Ty 3 W2 13 Yuy up
f 1 1 1 1 1
N (A.9)
-2 1 0 0
uy
,ﬁ + lgﬂ u2 _ 5”72 ,gi& 3
ug 2 u? uy uy ul
- ugug Zs 0 0
uy 1
3 2 302402
uguy uptugujy uy _ & (Buptuj ugug uy
Y= + & w32 P —£ p) 3
u uy 1 uy uy 1 ]
with

Next, we need to multiply this matrix with the transformation matrix from conservative
to primitive variables. In order to attain the transformation matrix, we write the vec-
T
) =

tor of conservative variables in terms of the primitive variables q; = (q1, 2,3, q4

(p, v1, v2, p)T. For the representation of pressure we first rewrite the dimensionless version
of the caloric ideal gas equation (2.5 on page |§| to

1
pE = Ig + ip'UQ.

We get the vector of conservative variables:

T
g 1
u = <Q1, g2, s ¢ + 50 (65 + q§)>

With this, we can write the transformation matrix as

1 0 0 0

<a’ll,> B q2 q1 0 0
oq, 0 0

q3 q1

3+q3
2

=
L

q192 4143

For the multiplication, it is helpful to rewrite this matrix in terms of conservative vari-

ables. This gives us
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L2 (5% 0 0

< ou 1
aq> -
1 Z% 0 (75} 0

2.2
us+ujz 1
2’1/,% Uz U3 &

Now, we multiply the result of equation (A.9) with the transformation matrix from

conservative to primitive variables. This gives us the following form of the matrix Aprim:

_u2 1 0 0
ul
u% 1 u§+u§ ug ug usz
*?+§§ o2 q*fﬁ 76“1 3
Aprim =
_uaug u3 0 0
uy Ul
ugug u+tupul ug _ ¢ (3u3+ul ugug ug
—77“( 3 ) %Tl—i( " ) —5( w2 ) Sar
1 0 0 0 0 w1 0 0
w uy 0 0 0 ug 0o 1
- o w o] |o us 0o 1
ud4u? uZ4u “
%L%& u2 us3 % 0 yugq — % 2u+1 3 0 Z—?
Replacing the conservative variables, we can get
0 p 0 0
0 pU1 0 1
Aprirn = (A10>
0 pU2 0 1
g 2
0 ypE —3plv[* 0 v

The second term in the last row can be reformulated which results in

¢ 1
WE = Splol* = (v =1)pE — 5 (v = 1) plv|* + pE

With the caloric equation of state (2.5)) we can introduce pressure into the equation which

gives us

1
(v =1 pE =5 (y=1)plol* + pE =p+ pE.
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Now, we can write the Jacobi matrix for an ideal gas in its final form

0 0 0 v 0 0 0
0 0 1 0 0 0 0

AY = ol 90 vl (A.11)
0 pU2 0 0 | Ou 0 0 v O
0 p(E+E) 0 v 0 0 0 un

A.2.2. Jacobi matrix of a Van der Waals gas

The flux Jacobi matrix of a Van der Waals gas is given by equation (A.6)). In terms of

the conservative variables, we can write it as

0 1 0 0
2 2
2 uptug .
o 2bMyestM2 P2TE ey —2My Y2 —2My 23
M2 d qu2 4 T Tug T Puy 2Myy
u? 3¢7 ug 381 381 38
1) ugus us u
AL — _ugug u3 2 0
w uil ul uyl
ug 5 udtugul uy  Bud+ul ugu
2May 2 (20ug —My) 22 +bMyuy —2——2—5 224 2.3 )ioey 2M,, 2253
1 ul u$ wg ul u? p _ uf uy 4 2Myuy
3¢2 uy 38, 4 B3 uy Bup€y
My
_ugug4  Up . U
2 +oarés — s

with
51 = Mw - bula
b2 b
& = G%uﬁ — 10]\62—1@ + 2auyq,
w w
¢ 2aMyu1&1 + 2awau%
3 = ’
3M2&;
aul
54 = Mig)
and ) )
_ . ujtujg
§5 = uq T
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Now, we subtract the last matrix in equation (A.8]) from the flux Jacobi matrix:

r 0 1 0 0 7
2 2
2 uptuz . .
w2 2PMuwEst My, =gt =L 20y, 42 oMy, U3
_uy Qu2 w w1 2My
w2 3§% w1l 3¢, 381 381
_ ugug ug ug 0
uy ul wy
u £x u3+u2u2 w 3u2+u2 Uou
2May 22 (2bug —My) 22 +b My ug —2—2—53 204 2.3 )42 2M,, 2253
Uy ! Uy R ul u? 4 u?
uq + 1 — €4 _ 1 ug 2Myug
367 Ul ]3\;1 381 ul 3u1éy
w
ugu4g u ug
L *? + 71'53 - Hﬁ:} |
=2 0 0 0
ul
0o =2 0 0
w1
0 0 22 0
uyl
L o 0 o 2
- _% 1 0 0 T
2 2
2 uptuy .
w2 2PMuwEst My, =gt =L —oMy, Y2 oMy, U3
G 1 ug o w1 wy 2My
u? 367 ul 381 381 381
_ _ugug ug o 0
w uq
1
3 2 2 2
e 3 4 P
2 M Y2 (2bug — Map) E5 b My uq “2TU2YE Juq  Buptuiz ). 2 My L2083
1 1 2 4 2
uq uq uf wy uy u? _e _ u? 2 My us
32 up If\s/fl 4 3 Bui€y
w
_ugug u2 _ u2
L u? tards T arée ]

(A.12)

For the next step, we need the transformation matrix from conservative to primitive
variables for a Van der Waals gas. First, we write the vector of conservative variables in
terms of the primitive variables g¢; = (q1, g2, Q3,q4)T = (p,vl,vg,p)T. For this purpose,
we rewrite the caloric Van der Waals equation of state on page [45| as

3 ap? 1 5 ap?
- G0N (M, — bp) + = plv]2 — 2
9M,, (p M3,>( w = bp) + 5[Vl M2

With this, we get the vector of conservative variable as

pE

3 aq? 1 aq? r
u= <ql, 0192, 6143, 57— <q4 + M§> (M —bgr) + a1 (63 +63) — 5
w w w
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Now, we can write the transformation matrix as

[ 1 0 0 0 |
( ou > q2 q 0 0
oa) qs3 0 q1 0
_%q% +tazat 5(B+3)--au 0w ap s (My - ba1).

To gain the first entry in the last row, we transform the derivative to

ou —3b aq? 3a 1 a
(8 4) <q4+‘-’1)+ My — b)) + 5 (63 +6) - 255

()~ 2M, \7' T M3 ) T M 2 M
B VU TR P DR 7}
- 2qu41 2M3]Q1 Mg}Ql Mg}‘]l 9 q2 q3 M,[%Q1
_ —9ab , a 1,5 5 3b

For the multiplication we rewrite the transformation matrix in terms of conservative
variables. For the first term in the last row, we use the representation of pressure in
terms of the conservative variables that is given in equation (4.13]) on page [51|to get



( Ouy > —9ab , Ot uj + u}
= ——uf + —u;
5, ) ~ DRI T

u2+u2 au?
3b [ 2Myug — M2 + 2570 g2

- 2M,, 3 (My, — buy) - M2
_ —9ab 4 a u3 + u3 b b u3 + u3
Tt T T My, b T 20 —bu) w

ab 9 3ab 4
T2 (M — b)) T a3 ™
B —9abu? (M, — buy) + 2aMyuy (My, — buy) — 2abM,,u?
N 2M3 (M, — buy)
3ab (M, — buy) u? N (u3 4+ u3) (My — bu) + buy (u3 + u3)
2M3 (M, — buy) 2u? (M, — buy)
b
B Mw — bu1 t
B —9awau% + 9ab2ui’ +2aM2uy — Qawau% — 2awau% + 3awau%
QME’) (Mw — bul)

3ab*u? M,y (u + uj) b
— — u
OIM3 (My —buy)  2u2 (My — buy) My —buy
6ab®u3 — 10abM,u? + 2aM2uy My, (u% + u%) b
= — Ug.
2M3 (M, — buy) 2u2 (My — buy) My —buy
We arrive at
[ 1 0 0 0
( 811, % (75} 0 0
2)-
N 43 0 w 0
6ab%u3 —10abM,u?+2a M2 u Mw(u2+u'2) b 3(Mw—bu1)
S bt @0 b~ Mabut4 U2 U3 Tgap |

Now, we multiply the result of equation (A.12) with the transformation matrix from

conservative to primitive variables. This gives us the following form of the matrix Aprim:
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— 1 0 0 1
uy
2,2
2 uptugy
o 2bMyés+MZ 253 g —2 My 22 —2My 23
_Y2 “1 up T w1 o ur 2My
u? 367 uy 3&1 3&1 381
Aprim = —223 o8 0 0
u? uy
3 2 2, .2
+ugu u 3u5+u uou
2My Y2 (2bug — M) E5 4 bMyuy 2274243 o4 ZUDTMZ ) 4o 2 My, X243
w gy (2bul w) 5y HoMwuy %, u o wZ +2€4 e B el 2Mapus
3¢2 ul Jg’él 4 381 3upéy
U Uy ug ug w
— =5+ 283 — 28
L uy 1 1 d
r 1 0 0 0
2 wy 0 0
uy
13 0 up 0
uy
6ab2ud —10abMyuZ+2aM2uy | Muw(ud+u3) 3(My—buj)
i i w _ b vy up  ug  S(Mw—buy)
L 2M3 (My —buy) 2u? (My —buy) Moy —buy 2 Moy
[o up 0 0
0 us 0o 1
0 us3 0 0
o —aMyuf+3abud M ud+u? 4 BMw-=8bug o up
3M2 (Mo —buq) 3(My—buy) uj 3(My —buy) uq

In the following, we present the simplification of some of the entries of this matrix. We

refer to the entry in row ¢ and column j of Aprim as a;j.

2 2wa§5+M2“§—+2"§—§2 2 2 P

= < 4 4 _ —= _
1= 362 TR T3 @ 3 @
2M,, [ 6ab*ui — 10abMyu? + 2aM2uy My, (u3 + uj) b
- u
36, 2M3 (M, — buy) 22 (My — buy) My —bup

To simplify this entry, we substitute the abbreviations & to &5 by the corresponding
expressions:
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B 20M,, < . u3 + u%) M2 u3 + u3
2

oy — — W
2T 3 (My — buy)? ui 3 (M, —bup)? i
6%@ — IOA‘}—ZU% + 2au oM, u% + u%
3 (My, — buy)? 3(My —buy) u?
L 2M, 6ab’u} — 10abMy,u? + 2aM2uy 2M,, M,y (u3 + uj)
3 (Mw - bul) 2M5’) (Mw - bul) 3 (Mw - bul) 2u% (Mw — bul)
2M,, b
3 (My — buy) (My, — buy)
_ 6ab®Mui — 10abMZui + 2aM3uy  6ab*Myui — 10abMZuf + 2aM3wy
3M3 (My, — buy)? 3M3 (M, — buy)?
2bMyuy  u3 +ul 2M2 ud+ud  2M,, (My, — buy) ué + u}
3(My —buy)®  ui 3(My —buy)® i 3(My, —buy)*  ui
_2M2 - 2bMyug ui +uj 2MZ — 2bMyug ul + uj 0
3(My —buy)®  ui 3(My —buy)*  ui
13 u3+u u?
2Muy 2 (20ur — M) 35 + bMypuy = u; L uouy N u2§ u2§ | U2t
a. = — J— N —
H 3¢2 u? u > u? u?
3 2 2 2
U (2% - ugud) +26 U9 2Mu ufﬁ?’
T 3¢ Tt T T3
Uy S u1 3¢
2Myus [ 6ab?u3 — 10abMyu? + 2aM2uy M, (ug + u%) B b "
3ur &y 2M3 (M, — buy) 22 (My — buy) My —buy
Again, we substitute the corresponding expressions for & to &. This leads to
2M,, (2buy — My,) uz ( uj + u§> bMyur  u + ugud
as = — | ug —
al 3 (Mw — bu1)2 U% 4 uy 3 (Mw — bu1)2 Uf‘%
ug 2aMyuy (M, — buy) + 2abM,u? ug auy 2M,, UgU4g
uy 3M2 (My, — buy)? ug M2 3(My —buy) u?
M, ug 3u§ + u% 2M,, Ug AUl U9 AU 2M,, uzug

C3(My —bup)up ud +3(Mw—bu1)aﬁg_aﬁg 3 (M, — buy) ud
n 2M,uo 6ab2u:{’ — 10awau% + 2aMfuu1

3uy (My — buy) 2M3 (M, — buq)
N 2 M, us My, (u3 + uj) B 2 M, us b

3uy (My — buy) 2u? (My, — buy)  3ug (My, — buy) (M, — buy)

Uy,
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which we can further simplify to

2aM3) — 2abM,u1 + 2abM,uq 2a 2M,, a
TR (M — bu ) T T S — buy) 22,

n 2M,us 6ab2u% — 10abM,uq + 2aM5] B 4bM,uq — QMEJ ug + uzug
3 (M, — buy) 2M3 (M, — buy) 3 (M — buy)? ud

n bM,,uq u% + uzug _ M, 3u§ + ung _ 2M,, ung
3 (M, — bu1)2 ud 3 (My — buy) u} 3(My —buy) ud

n 2Mi u% + u2u§ 4bM,uq — 2Mi %u n 2M,, U Uy
3(My —bup)®  2u$ 3(My —bup)? w2+ 3(My —bur) 2

3 (Mw — bu1)2 U1
2aM3 — 2abM?2uy + 2abM2uy 2aM,, (M2 — 206Myuy + b*u?)

- 3M3 (M, — buy ) o 3M3 (M, — buy )2
2aM?2 (M, — buy) M, us 6ab’u? — 10abMyuq + 2aM?2
3M3 (My — bur)? > 3 (M, — bur) M3 (M, — buy)
4bM,uq — 2M3, u% + uw% bM,uq ug + uzug
C3(My—bup)? 4 3(My —bup)®  uf
M, 3u§ + uzug 2M,, ung 2M3} u‘% + ung
C3(My—bu) Wl 3(My—bw) w§  3(My—buy)?  2u
4bM,u1 — 2M12u U9 2M,, Uy 2bM,, UgUg
—u4 +

3(My —bup)? ©2 " 3(My—bur) w2 3(My —bup)® w
B ZaMg’)uQ — 6aM5’}u2 + 12abM5]u1uQ — 6ab2Mwu%uz + 2(1:M,5)}U2 — 2abM3}u1u2
B 3M3 (M, — buy)*
n +6ab2Mwu%uQ — 10abM3}u1uQ + 2aM5’}u2 B 3bM,u1 — Mi @u% + u§

3M3 (My, — buy)? 3(My —buy)* ui  w
M, U9 u% + u% 20 M g — 2M3, Us N 2M,, UgUy
— —= —1
(My — bur) ug u% 3(My, — bu1)2 u% ! 3 (My — buy) “%
~ (8bMyuy — M) ug (u3 + u3) — (3Mg — 3bMyur) up (uj + u3) 0
B 3 (M, — buy)? ul '
2 2
(QU4 - Suﬂ-w) + 2&4u, 2Mwu§
Q42 = Ugq + 36, —&§u + 37
e (1S
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First, we replace £; and &4 by the corresponding expressions, which leads to

2M,, M, 3u3 + u3 2% au?
42 = Uy + ————FUyg — + V)
3 (Mw — bul) 3 (Mw — bul) (51 3 (Mw — bul) Mw
n 2 My}
3U1 (Mw - bul)
_ 2aMyuf — 3aMyui + 3abu} M, u3 +u3 N 2My + 3Myy — 3bur
B 3M2 (M, — buy) 3(My — buy) 3(My —buy)
—aMy,u? + 3abu? M, uj + u3 N 5M,, — 3bur
4.

T 3M2 (My —buy) 3 (My—bu)  u 3 (M, — buy)

Now, we replace the conservative variables in Ap;im. For the second entry in the last row

we can also insert pressure from the caloric equation of state for a Van der Waals gas

({4.4) on page
—aMwu% + 3abu:{’ M, ug + u?)) n 5M,, — 3buy
a. = — u
2T BM2 (My —buy)  3(My —bur) 3(My — bup)
_ —aMyp® +3abp® M, ool + 5M,, — 3bp )
3Mg (My —bp) 3 (My — bp) 3 (My, — bp)
2 3
G+ 5 — Muplv? + 2MypE B
- 3 (M., — bp) P
—ap? 2
Gt 3 (My = bp) + T — Muplvl* + 2MupE o
- 3 (M, — bp) P
2
B Muplol 4 2MupE o DB p B
3 (My, — bp) M2
With this, we get
[0 p 0 0]

Apsim = . (A.13)
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Now, we can write the Jacobi matrix for a Van der Waals gas in its final form

0 0 0 v 0 0 0
0 0 1 0 0 0

AY = ol 9a, vl (A.14)
0 pU2 0 0 | Ou 0 0 v
0 p(E+E) 0 v 0 0 0 un

This matrix is identical to the one in equation (A.11]) on page [VIII| for an ideal gas. The
multiplication with % introduces the differences due to the different equations of state.

So, for our purpose, we can use equation (A.11)) regardless of the equation of state.

A.3. Behavior of the MAPS+ Jacobi matrix for a vanishing
Mach number

In this section, we analyze the different entries of matrix on page [57 as the Mach
number approaches zero for both an ideal and a Van der Waals gas. As M — 0, p,
p and E are of O(1) while vy is of O(M). In subsection on page |73 we see
that cmaxmod = O(M) and (1 — |[Mag|) = O(1) as M — 0. For the behavior of the
transformations matrices, we take the results in equation and for the ideal

and Van der Waals gas case, respectively.
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For an ideal gas, we get

S) T ool T oo
OOOWWOOWOOOWWOOW
OO O OO )
Lol --25-G5228--5-528%
S .- =5Ss S
OOOOO/M.\OO/O\/O\WU\/O\O/M.\OONU\WU\NU\WU\
© 0 /M\OOO W(WW /M|\OOO WWWW
o o oo © ©CQ 909 9 © Q9 ©
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=
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While the usage of a Van der Waals gas leads to

0 0 0 oMY 1 0 0 0
A o om0 o@) oM) o@1) 0 0
wMAPST = 0 o) 0 o1) oM 0 01 o0
00 0 oW o) OM) O(M) O(1)
o) 0 0
N 0 OWM) 0 0
0 0 OM) 0
0 0 0  OWM)
o o) o@1) oM
| o) ow) ow) 01)
| o) o) oM) o)
o) o) oa) oM
o) 0 0 0
N 0 OM) 0 0
0 0 oW 0
0 0 0 OW)
oY o) o@1) oM
| o) ow) ow) 01)
| o) om) om)  0Q)
oY) o) o) oM

A.4. Taylor series

In general, a Taylor series is defined as follows.

Definition A.4.1.

The Taylor series of the function f(x) at the point a is the power series

— " (a)
7;) n!

where f( (a) denotes the nth derivative of the function f(z) evaluated at the point a

and n! is the factorial of n.

In the following, we only consider Taylor series up to the second power.
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A.4.1. Taylor series of the caloric Van der Waals equation of state

Inserting the asymptotic sequence into the caloric Van der Waals equation of state (2.19)
on page [I7 we get
2M,, (p© + MpW + M2 @) (EO + MED 4 M2E®)
3My — 3b (p© + MpM) + M2p2))
M?2M,, (p(O) + MpM) + M2p(2)) (|v(0)| + MoM| + MQ"”(Q)D
3My — 3b (p + Mp() + M2p(2))
a 2
L3t PO MY M) a(p® 4 M 4 M2p®)°
3My — 3b (pO + Mp() + M2p(2)) M2 '

2O 4+ MM 4 2@ =

2

Now we expand the right hand side of this equation into a Taylor series around M = 0.
Since we are only interested in the O(1) part of the expression, we only consider the

function f(M) and neglect the derivatives. Hence, we can write

2 2

0 2a
p® = £(0) = 2Mu (E)" + 52 [0 ~a[p] (A.15)
3M,, — 3bp0) M2 '

A.4.2. Taylor series of the density flux function of the general MAPS+
scheme

If we insert the asymptotic sequence into the density flux function of the general MAPS+
scheme presented in equation (4.25) on page (62| we get

~ o~ Zi_ MkAZ p(k)
Hirapss (@i, wj;n) = =50 G
2310 M*ef))

J1(M)

- M (Zio MF1g™ | may g > io MFAp™) )
>k Mhcly) >0 Mkcz(‘k) + X im0 Mk0§k)

min,ij

max,t)

f2(M)

2 arkl k) B 2
— max,?.
1A [Zk_o 2“1 |masxij (Z vk éijp(k)>
k=0

S (M 4+ M)
; .

2
Y (MEg + arhg)
k=0

(A.16)
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We expand the right hand side of this equation into a Taylor series around M = 0. The
part of O(1) is given by
Nip©)

Hirapsy (Wi, uj;m) = 500)

max,ij

(A.17)

For the part of O(M), we need to consider the derivative f'(M). In a first step, we only

look at the first summand, so

g MEA )
_ LA
257 Mk

max,tj

f1(M)

Now, we can write the derivative as

2 kA k) (D 2)
f1(M) = AijpD + 2M Ayp® <Z’f:0 M Ligp ) (Cma"vij M 2Mcmax’ij)
2 k 2 '
22 k=0 Mkcr(ngx,ij 2 (Zzzo Mkcr(xlf;m'j)

For M = 0 we get

1
/(0 — Ayypt) Ciné)mx,iinjp(O)
fl( ) - 9 (0) - 0) 2
Cmax,ij 2 (Cmax,ij>

Next, we look at the second summand. We can simplify the process of taking the deriva-

tive when we remember that we are only interested in the expression for M = 0. With

this, we can deduce

(0) g . .(0)
/ _ |q ’max,z] Asz
f2(0) - C(O)

min,ij

CEO) + c§0) '

In a similar way we obtain the results for the remaining terms in equation (A.16)). Com-

bining all these expressions, we get

(1)
f(O) _ Aijp(l) _ Cmax,iinjp(O) _ ’q(0)|max,ij A’ijp(o) |q(0)|max,ij A (0)
NONS 0 \2 EONEONNO) 2 i
max,]j 2 ( max,ij) min,ij 7 J (A18)
(42 +4) (2 + )
+ 1 .
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A.4.3. Taylor series of the momentum flux functions of the general
MAPS+ scheme

We insert the asymptotic sequence into the momentum flux functions of the general
MAPS+ scheme presented in equation (4.26)) on page . This results in

o (M + 2t
2

S [ME @) 4+ Mk ()] 2

S22 Mback

PV _
Hiyrapsy (Wi, uj;n) =ng

+M

ZMk s

max Jij
fl(M)

B) gk ()
Zi:o(Mk( + M*p| ) 2 . 2
+ncM i S MR ST MEA ™
k=0 k=

f2(M)
k (k)
a2 2ok=0 MF10® ma i Zi:o[ B (w0 + M* () ]
B k
232 (M 2 <Mk M 4 ke k:)

ZM"“ iip*

f3(M)
k
Lo MMM i S MPCE)
— M
nc 2
f4E§V1)

2270( p( )+Mk (k)) 9
(k) > MDA
Yo (M’“ + Mkc| ) =0

fa(M)
2 ki (k) 2
M max,?
M2 > k=0 2“1 |max,ij ZMkAij (pvg)(k)
k=0

Zi:(] qui(k) +quj(k) 2 N .
Zioo - ) > [ME (pue)® + M (o))
k=0

+M
(A.19)

We expand the right hand side of this equation into a Taylor series around M = 0. For
the O(1) part we get
(0) + p( )

U (A.20)

£(0) ="

XXI



For the part of O(M), we consider the derivative f/(M). In a first step, we only need

the derivative at M = 0, which we can deduce as

(1) (1) ©) 4 (0) (0) (0)
pi+pp ()i A+ (v); pi tpy
f1(0) = n¢ 5 . 0 Dijp® +ng ) Niig . (A21)
c

4 min,ij
max,t)

For the part of O(M?), we need to calculate the second derivative f”(M). In a first step,

we consider the summand f;(M). The first derivative can be calculated as

| Theo M 0 + 32k ()

} (Aijp“) + QMAijp@))

Fi(M) =
(k)
Z Mk4 mang
3y O+ 2M (@) + (w); 4+ 2M (g ZMk
Z Mk4 (k) @]p
max,ij

( ) (k)
> i [Mk(UC)i +M* (Zg)j ] (4 W) 1 gne? )ZMk i
(Zi: MFaclt) g) : Vs
(k) (k
i [0 < 1 00)] & O
Zk 0Mk4 max Vi

_l’_

From the second derivative, we only consider the part f{(0). We can deduce this as

@+ @) @ + @)l

1(0) ) =i + ©) A
2Cmax,ij QCmaXﬂj
(W)l + (w)” "
— et Npt,
(0) 2 max,t) J
2 <cmax,ij>
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Now, we take the first derivative of the summand fo(M). We get

27 Mk (k) MFE (k
fo(M) = "CMZk_O < 4 T ) ZMk “min,ij ( a™ + QMAijq(Q))
2 (k) 4k )
+n<MZk_O ( pz4 pj ) ( 1(;1)11 i + 2]\401’11111 z]) ZMk Z]q

( ) (2) 1)
+2Mp? + p\V + 20 i i
+nCM 4 : ZM mlnljZM Jq

Zz—o (Mkpz(k) + Mkp§

+7’L< — 4 ) ZMk mlnzg ZMk 'Uq

For the second derivative at M = 0 we get

(0) (0) (0)

P, +p: 0 P+ p: 1 0
2(0) = ne———— Q) 0iaV + g1 R i D
(1) (1)
p‘ +P 0 0
g e i
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Next, we look at the summand f3(M). We write the first derivative as

f3(M) =
2 k (n () PN
s 32 MM gy S0 [ME @O+ 05 @] N
o MPely) : o (Gun +2m %)
2Zk:0M Crnin,ij Zk 0 <M +M c;
1 2
2220 M0 Y iy (o)t +2M (wo)? (ve)S" +2M (v ()ZQ:Mk Dijp
k B
250 o Mk fm)m] o O<Mk()+Mk )

]

2

2 (k) k (k

222:0Mk’q(k)|max,z‘j Zk=0 [M (v ) +M (”C)J
2 k

2Zk=0Mkcl(’ni)nij (Ek 0<Mk ) 4 ke M))

(()—|—2MC()—|—C —|-2MC )ZMk zJp

k
‘q(1)|max,ij + 2M’q(2)‘max,ij Zk:o |:Mk (UC)E ) i Mk (’UC)é )] :
252 Mkc®) S, (M’fcgk) + Mkc(-k)> k=0

min,sj

+ M?

LTI
— M2 Zk:OM ‘q (l’cr)nax,zJQ < I(m)n y n QMCI(m)n ”)
2
2 (Z"?ZO MFepi, ij)
k
k=0 [M’“ (00 + M* (ve)} )} o
‘ 2 k (k) k (k ZM zgp
Zk;:() (M ¢ + M¥ke )
k (k) k (k
+2MZ’“ oMk!q |maxw Zk 0 [M (ve);”) + M" (v ) }

252 Mhkcb) St (Ml + ake)

Crnin g

ZM’“ "

From the second derivative f§ (M), we only consider the part f(0). Hence, we can write

(0) (0)
//(O) _ | |max i (UC) + (UC)]’ Aijp(o)-
i o+

In the next step, we consider the summand f4(M) which is given by

k)

22: Mk’q(k)hn X,"Z2: Mkc( ~.id

f4(M) :’I?,CM2 k=0 aQU k=0 max,tj
2

22: Mkpgk)—i-Mk (k)
Lk 0< _ k)ZM At
Yheo (Mkcg )+ Mke ( ) k=0
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If we look at the second derivative of f3(M), we see that the O(M?)-part of fi(M

not considered in f4(0). Hence, we write the first derivative of f4(M) as

2 2
k
F1M) = neM ST MP|qW ey S MFE)
k=0 k=0
k= 0( (k) J >ZM]€AUQ()+O(M2)
2 (Mk + Mk ) poard

Next, we derive the second derivative for M = 0. This leads us to

© . 0
., 0 Pi t P
f4 (()) = n<|q |max ijCmax,ij C(0) + C( ) AUC]

i J

(0),

) is

Combining these intermediate results and taking the second derivative of the remaining

terms in equation (A.19), we arrive at

(o) + (vg)\ (o) + (ve)S”

cmax,ij 2Cmax,ij
()i + (w0 o+ o
- QJ Cr(izmx,iinjp(O) +n C%Cfnoi)n,iin]’q(l)
2(0(0) )
max,ij
(0) (0) (1) (1)
Th W Pi TP (0 (0)

0
+”C 9 Cmin,iinjq( )+ n¢ 9 Cmin,iinjq

’q(o)‘max,ij (UC)EO) + (UC)§'O) .

0
(0) Pz( ) +p;

- Aip® = g i@ P TP
Oy Ay T e
q” +q” 0 (0)
H1g™ fimas.i 85 (p00) @ + % [(pUC)i + (pve); ] ,

XXV

Nijq



which leads us to the final result of

+pl?

J
2
1) (1) (0) (0)
pi +p; (v 4 (ve);
RIS

Cmax ,iJ

0
pV¢ pz( )
Harapst (Wi, uj;n) =

2ip©

©) , (0
PRGNS
+”cpl Pi_ 0 Aij q(0)>

4 min,sj

( ) 2 (0) (0)
2 J i J ¢!
+M (ng + §O Awp()

max,t)

(o)t + (vc)§1)
40

max,tj

0 0
(v + @) -
- (0) 2 Cmax7ij ijP
4<Cmaxij)
© . (0

(0) (0)
+p; pi o5
4 ’ Cfr?i)n,ij Aijq(l) +1n¢ 5 ’ Cfni)n,ij Aijq(o)

+ Ai]’p(o)

+7”LC

1

0
+ ”C 9 Cmin,ij Aijq( )

0 0
14 |max,ij (ve)y” + (vc) )A--p(o)
20(0-) . C(~0) + c(-o) !
min,sj 7 97
(0)
|q(0)’max,ij 0 Pi + 1
2 max,]j CZ(O) + CEO)

(0)

’q( )‘max ij A

) ij (pUC)

(0) +q( )
J

+Zlﬁwﬁwﬂw%ﬂ>+mMﬂ

(A.22)
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A.4.4. Taylor series of the density enthalpy flux function of the general
MAPS+ scheme

Now we insert the asymptotic sequence into the density enthalpy flux function of the
general MAPS+ scheme presented in equation (4.27)) on page . The result is

22—0 (Mkh( ) Mkh( )) 2 k
47 Mk ZM o

Crax 17

h -~ ~
H'JO\4AP5+ (u;,uj;n) =

Jf1(M)
g 2tmo M0 W fmasis Siso (MFRY 4 akn() 2 i
2o M* gfl)nw pIp 0<M’f (k)+Mk: k’)) ;::0 i

0 (A.23)

2 (k) - 2 2
T MZM’“’q';M’”Aij (Z Mkp(k) ZMkh(k)>
k=0

k=0 k=0
k k

Zzzo (quz( )+qu]( ))
4

: [(i MF P iMkhgk)> i (ZQ: Mkpgk) iMkh§k)>] '
k=0 =0

k=0

+M

We expand the right hand side of this equation into a Taylor series around M = 0. The

part of O(1) is given by

h + h
40

max,ij

For the part of O(M), we consider the derivative f/(M). In a first step, we look at the

first summand f1(M). We can write the derivative as

Zk 0 (Mkh(k’) —i—Mkh(k))
42 Mk En;x JiJ

nY 4 2Mh(2) nY +2M b
42 : Mke (k

fiM) = (Aijp(l) + 2MAijp(2))

+ Z M*2iyp ™
Crnax i

(A L) S (0 )
— iJ
k=0

4 (Zk:o Mkcl(rn;x,ij) i
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For M = 0, we get

) (30 4 0
h + h h + h ey (1 + 15"
70) = = S 4 =gy b = S
cmax,ij Cmax,ij 4 (cmax,ij)

For the second summand fo(M), we only consider f'(0). Hence, we arrive at

©0) | 1,0
(0 = o My o
2y G TG

In a similar way we obtain the results for the remaining terms in equation (A.23). Com-

bining all these expressions, we get

©) | 1(0) M, ) M (B0 4 pO)
h‘i + h; hz + h; Cmax,zj i + 7
7(0) = 0 J Aijp(l) + TJAMD(O) — <(0) 5 )Aijp(o)
4Cmax,7ﬁj 4Cmax,ij 4 <Cmax,ij)
(0) (0)
’q( )‘max %] hz + hj 0 ‘q )’maxz 0) (A25)
’ Nip @ + 2 Ngj (ph)
q7;(0) + q](O)

A.4.5. Taylor series of the density flux function of the altered MAPS+
scheme

Now we insert the asymptotic sequence into the density flux function of the altered
MAPS+ scheme presented in equation (4.40) on page To expand it into a Taylor

series, we multiply the expression by the Mach number. This gives us

2 (ke o k0
MR < L St (MR ar)
MAPS+ (Wi, Ujs 5 ¢

k k k
Zz:o Mkcfnix,ij Zi:o MF|g®) |max,ij 22:0 (Mkcz( : + Mkcg' )
_ 2

k=0

+ O(M?)
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with
2 2 /9 2
k
(Z Mkcl(nz)lx,ij> (Z Mk ’q(k) |max,ij>
k=0 k=0

. (A.26)

() (5 e}

k=0

We expand the right hand side of this equation into a Taylor series around M = 0. The
part of O(1) is given by

(e + )

\/<c£r?;)lx,ij)2 (‘q(0)|max7ij)2 + (qr(gf),ij>2 (CEO) + c§0))2
B Cg?;x,ij’q(o)‘max,ij ( §°) + c(o)> hp

() (0@ huassr) + (4%)” (¥ + )’

For the part of O(M), we calculate the derivative f’(M). Here, we are only interested

£(0) =

N

(0).

in the part of M = 0. Hence, we get
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Combining these results, we arrive at

H]p\/IAPS+ (wi,uj;m) =
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+O(M).
(A.27)
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A.4.6. Taylor series of the momentum flux function of the altered
MAPS+ scheme

We insert the asymptotic sequence into the momentum flux function of the altered
MAPS+ scheme given by equation (4.41) on page This leads to

Yo (M + 245)

%%CAPSJF (ui, wj3m) = —ng 5
Zk O(Mk Ek)+Mk ()> Z Mk mangZk O(Mk ()+Mk0§k)>
" ¢ &

2 Tark (o) ® 4 2k (o)™
Thoo | <<>4+ <>}2Mk Al

k) 2 k k
M (& (Zi:o qulgef),ij> Ek:o (Mkcf he Mkcg' ))
16 £

fq Zk oMk max i <Zk Oqurefw> Zk =0 (Mk »+ Mkc§k)>
I

<Zk o M* refzy) k=0 (Mk ) 4 ke (k)>
Zkzo Mkcmax,ij§4

2 2 2 2 2
z (z M<>) 2 (z quﬁfz,m) (3 ot ]} |
— = k=0
2
Z { 9+ M* (v (k } ZMk i

(A.28)

with ¢ = 1,2 and § given by equation (A.26]). The abbreviation &, is given by

2
= Z Mk|q(k) |max,ij-
k=0

Now, we expand the right hand side of this equation into a Taylor series around M = 0.
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In a first step, we write the part of O(1) as

DO 1 0 49 4

5 - :
\/ (Cl(q(q);x,ij) (149 |maxis)* ﬁgf)”> (C(o)

4)

+(
2’q(0)‘max,ij max,ij (C 0) 0 )
(Cl(r?;x,ij) (|q |maX i (

(0) (0)
ve); n +(ve)s
) ( C)z ; ( C)] fijp(0)~

For the part of O(M), we calculate the derivative f/'(M). Here, we only consider the

part of M = 0. Hence, we get
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(1)

(1)
4 ps
f(0) = ”cpz 2p] & §162
\/51 qrefzj) €2 51 <q1‘6fzj> "52
(0) (0)
+ ‘
gusk 4(%)3 Ayt
1) (1)
T+ .
816 (ve)i (v¢); Aiyp

\/51 (qugl])Qgg_ff (qrefw> & !
( ( P+ ]1)> 3 [C(o)

- 7 20maij€110 b
\/51 qrefz]) & [ (refzg) 52]

+2 El’llix z]|q 0) ’max 2351 +2 (qfef1j> §2 ( o + C( )> + 2q£ef1jq$f)zj§2:|

1 1
. §1 ( ( ) ( )> C$3X7ij’q(1)|max,ij£2 +Cr(ie)),x i]‘q © |max ij£2

g+ () g g+ ()8 g+ () e

+ e |:2cr(nax,z’j‘q(1) |max,ij£1 + ch(iax,ijm(()) ’max,ijfl
|:£% (qref zg) 52:|
2 0)
+2(ddy) & (d”+ ") +2dyaie ) Vi p )
2
) &

© ?
‘q max Jij <qref ”) &2 ’Sl |q max JiJ (qref ij
16 2

(¢t (u%,)" ) (g )'e)
(0)

2
- 109 | max.ij (qrefij) £2 [25% . (qrefm>2€ ]>
max g (51 (qrefz]) 52)

: [(vc)ﬁo) + (UC)E'O)} Aigp

with

0
§1 — CI(H;X,ij |q(0) |max,ij

XXXIV



and

§o = c§°) +c
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Finally, we get the result of

( ) (0)
v, ~ o~ TP
Hirapsy (i Ujim) = *”4%
0 0 0
‘ |maX zjcgn;x,ijéb (UC)i ) + (U<)§ )A'jp(o)
2 2 2 4 l
\/5% + (qr(gf)z]> (@)? St (qfef”) (&)
1 1)
2
\/51 refz] & 51 + (qfef”) &
() + (o)
¢ y J Aijp(l)
1
SIS (w)f” + (v0)] )A.A (0
©0) \2 2 4 2 4 .
\/51 qref) l] % 51 (qref i ) 2

0
2C§n;x,ij§1 ‘q(l) |max,ij

M 4 M
( ( ) - §2 : [
\/él qref z] 2 2 [5% (qref w) 52]
+2 gz)lx z]|q ’max ij§1 + 2 <qref”> &2 ( ( )> + 2q£ef”qre“]§2]

1 1
_ &1 ( ( ) (' )> Cfr?;mjlq @ |max ij§2 +C$;X7ij\q ©) |max ijfz

g+(d9,) 8 a+() g a+(d) g
§1&o [

[5% + (a2) 52]

0 1
+ 2t 1510 [ 1761 + 2 1710 a1

(0" + (we)”
+2 (qref zg) 52 < + c(l)> + 2q§2f),ijq£if),ij€2:|> ’ Aijp(O)

4

(Iq max,ij (qref1j> &2 §1\q 2 axij <q1£2f)w)2§2
3 2
16 (5% (qrefzj) fg) <f1 (qgf)”) %)

O (0 \?
- e (qref,w> ¢ 2 [25% + ( refzg) f2]>
s (84 (49)°8)

: {(”C)EO) + (v<)§-°’] Aip? + O(M?).
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A.4.7. Taylor series of the density enthalpy flux function of the altered
MAPS+ scheme

Now, we insert the asymptotic sequence into the density enthalpy flux function of the
altered MAPS+ scheme given by equation (4.42)) on page This leads to

/HﬁAPSJF (wi,uj;n)
Zi 0 (Mk:h( ) +Mkh(0)> 2
— 1 ZM Awp

k (0) k .(0)
M + Mk )

E

0 0
2, Mkcmax,ij 5520 MHg iy g (Ml + 2kl
. .

+O(M),
(A.30)

with £ given by equation (A.26) on page [XXIX]
If we multiply this equation by the Mach number, it is very similar to the second line in

equation (A.28). Hence, we can apply the calculations done above and arrive at the final

result of
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h ~
,H?\/[APS-i— (wi,uj;m) =

(0) (0) (0)
10 masij a2 | hi by Asip©
2 2 9 4 1J
\/51 qref 1] 52) 51 (qref zg) (&2)
(0) (0)
+ €2 B §162 hi +h; A
\/5% + (qﬁgf)zg) &3 &+ (qref,ij> &
h( ) 4 WM
I 3 B &1é 3 pyspO

Jae () e g+ ()e)
( (< + ¢ )) 6

- (266110 s
\/51 qrefl] 3 2{5% (qrefw> 52]

2
20 max U‘q O lmas, ij€1 + 2 (qlgef)2]> €2 <C§1) + C;”) + Q(Jﬁgf),ijqr(if),ij&]

(1) (1)
51 < + C ) Cl(q?ixdj 1 ’max ij§2 +C$;X g |C] ©) ‘max ij§2
51 (qref 1]) €2 5% (qref z]) 52 g% + (qref z]) £2
§i1&e
+ 2 |:2cx(nax z]|q ‘max 1361 + 2cmax U|q © |max z]fl

[5% + (o) 52}

© Ve (D 4 DY 1 9@ n + g
+ 2 (qrefzj) 52 (c’i + Cj ) + 2qrefz]qre“]£2:| ) #Aijpm) + O(M)a

with & and &, given by equation (A.4.6) and (A.4.6), respectively.
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A.4.8. Taylor series of the Mach number Ma,

The Mach number Mag of the extended MAPS+ scheme is given in equation 1} on
page [7D] as

2
|q|max,ijcmax,7lj 2 qref,ij |q|max,7lj
+ M
Ci+cj Cmax,ij Ci-‘er 1
)

May = min
2 M242 2 2
‘qlmax,ij( qref,ij_cmax7ij)

2
crznax,ij (Ci+cj)

2
+ qref,ij

We expand the first term of the minimum into a Taylor series around M = 0. Hence,

the function f(M) is given as

2
|q‘max,ijcrnax,ij 4 M2 Qref,ij |q|max,ij
ci+cj Cmax,ij CitCj

f(M) =

2 2 2 2
|q|max,ij (M2 qref,ij 7Cmax,7lj)
c2 (citcy )2

max,ij

2
+ qref,ij

The first derivative with respect to M is

q2 .. ..
2M ref,ij |q|max,1j

f/(M) — Cmax,ij CitCj

2
2 2,2 _ 2
‘qlmax,ij (M qref,ij Cmax,ij)

2
c?nax,ij (citey)

2 2 2.2 2
< |q‘max,ijcmax,ij + M2 qref,ij |q|max,ij ) (2Mq2 ‘qltnax,ij (M qref,i]’ 7Cmax,ij) >

2
+ qref,ij

citcj Cmax,ij CitCj ref,ij anax By (Ci+C]')2
2 3/2
2 2.2 2
|q‘max,ij (M qref,ij_cmax,ij) + q2
= ..
c?nax,ij (ci+cj) ref,ij
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while the second derivative can be written as

3 2 2 2
2 (M L — -
Gref,ij ‘q|max,i]’ 41 {2q4 B Iqlmax,'L]( Qref,ij Cmax,u)
ref,i 3 .3
f”(M) _ Cmax,ij CitCj _ 3y Cmax,ij (Ci1C5)
B 3/2
2 2 2.2 _2 2
|q|3ﬂaX,ij(qu?ef,ijicfnax,ij) 2 |q‘max,ij(M Qref,ij Cmax,ij) + qQ -
2 (ci+c;)? + qrefij 2 (citcj)? ref,ij
cmax,ij Ci CJ) ’ max,ij\"t ")

2
‘qlmax,ijcmax,ij + M2 qref,ij Iq‘max,ij
Ci+cj Cmax,ij Ci +Cj

2 2 2 2 3/2
Iq‘max,ij(Mquef,ij_cmax,ij) + 2
qref,ij

2 2
cmax,ij (Ci+cj)

2 2 2 .2 2
A2 qfef,ij|q|12nax,ij 2qref,ij’q‘max,ij <M Qret,ij — Cmax,ij)
c? (ci + c]-)2 c? (ci + cj)2

max,:j max,%j

3 2,2 2
4M2 4 |q‘max,ij (M qref,ijicmax,ij)
ref,ij 3 (eite,)?

max,ij\ "t J

3/2
2 2 2 2
Iq‘max,ij(Mquef,ij_cmax,ij) + 2

2 qref,ij

C?nax,ij (Ci+C]')

2 4 2,2 2 2
Iq‘max,ijcmax,ij 2 qref,ij |q|max,ij 2 4 |q|max,ij (M qref,ijicmax,ij)
< 4 2 et ldlmaxss ) (6772, |

C’L'Jer Cmax,ij C’i+cj ref,ij cmax ij (Ci+Cj)4
n :
2 5/2
|q|12nax,7lj(ngl?ef,ijic?nax,ij) _|__ q2
C?nax,ij(ci+cj)2 ref,ij
Since we expand the Mach number into a Taylor series around M = 0, we need to

evaluate the different functions at M = 0. This gives us

Iq‘max,ijcmax,ij
Ci+Cj

b
2 2
‘q|max,ij cmax,ij 4 2
(citcj)? Uref,ij

f(0)=0

f(0) =

and

2 3 o
2qref,ij ‘q|max,i]‘ Cmax,ij

2
qref,ij |q|max,ij

- ] : . )3
f//(o) — Cmax,ij C1+C] + (Cz+cj)

2 > 3/2°
M +q2 . 10l a5 e, is + 2
(citey) ref,ij (Ci+Cj)2 qref,ij

XL



Hence, for the Mach number Mag we get

- M?
Mao = f(0) + Mf'(0) + —=f"(0) + O(M")

|q|max,ij Cmax,ij
citcj

N
max,ij “max,ij + 2
(citc;)? Qret,ij

2
2 qref,ij |q|max,1',j
Cmax,ij Cit¢Cj

2 3
2qref,ij |q|max,ij Cmax,ij
(citej)?

M2
= +

2 5 3/2
2 lqlmmw + 2. 101, ij ma.ig + g2
(ci+cy) ref,ij (Ci+cj)2 qref,ij

Cmax,ij |Q|max ij

\/ max z]’q|max i + qrefzy (cl + CJ)

2
|q‘max l]qref KA <2Cmax i |q’max 4] + q?ef,ij (Ci + cj) ) 4
+M? 3 +O(M?),

2\ 2
Cmax,ij (CI2IIaX i |q’max ,4] + q?ef,ij (Ci + cj) )

+ O(M*Y)

(A.32)
since £ (0) = 0.

A.4.9. Taylor Series for the pressure scaling ..

For the modified expressions, the pressure scaling is given by equation (4.37)) on page
as

pscal
2M ; PR
|q‘mdx zg ref ij mdx,ij)
max zg

cL+cJ)2

2
+ qref,ij

Cmax,ij ’(J|max ij

2
\/ max,ij |q|max 17 + qref,ij (C’i + Cj)

Y (@ hma. i e i <20?nax i1y t Gretij (ci + Cz) ) oty | BT P

5 2
2\ 2
Cmax,ij ( ?nax )7 ‘q|max K] + qfef,ij (ci + Cj) >

For the asymptotic analysis, we expand the second factor into a Taylor series around

M = 0. Hence, the function f(M) is given as
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f(M) =

2,2

2
|q|max,ij (M qref,ij —

2
2
Cmax,ij)

2

The first derivative with respect to M is

2
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+ qref,ij
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Qret G

2
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(

2 ) |q|maX
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and the second derivative results in

f'(M) = -
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2
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Evaluating these expressions at M = 0 we get

2
max,ij (Ci-‘er)

1
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(citcy )2 ref,ij
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Combining these expressions we get

2

B = £(0) + M'(0) + 25~ £(0) + O(M*)
2

_ 1 + %2 2qrefzj‘q|max i Cmax ,17
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(cite;)? ref,ij Cmax,ij (i +¢) T (ate)? * Gt ij

+O(M*)

3
2

Ci + ¢ qrefz]|q|max ij (Ci + Cj)

2+M2 -
9 3
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(A.33)

since again f()(0) = 0.

A.4.10. Taylor Series for the velocity scaling Gy

For the modified expressions, the velocity scaling is given by equation (4.38]) on page
as

Cmax,ij |q’max ij

2
( \/ Crmax ,47 |q‘max 17 + qref,ij (Ci + Cj)

2
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’q‘max K7 (M qref,ij Cmax,z’j)

2
C?nax,ij (Ci + Cj)

+ qr29f7z'j "M (q; — ).

For the asymptotic analysis, we expand the last square root into a Taylor series around

M = 0. Hence, the function f(M) is given as

2
2,2 _ 2
’q‘max Ky <M qref,ij Cmax,ij) 9
M) = 2 2 1 Grefij-
Cmax,ij (CZ + CJ)
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The first derivative with respect to M is

2 2
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and the second derivative is
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Evaluating these expressions at M = 0 we get
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Combining these expressions and considering f(®)(0) = 0 we get
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(A.34)
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