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1 Introduction

In this thesis we are concerned with the Geometrically Ezact, Intrinsic Model for Dynamics of
Curved and Twisted Anisotropic Beams which was derived by Hodges [20]. Particular emphasis is
placed on its discretization in space using an Energy Stable Discontinuous Galerkin Approach.

Attempts at modelling flexible beams have been made for over 500 years. As early as the 16th
century, already Leonardo da Vinci was interested in this field [4]. Since then, several theories have
been developed, extended and improved. Very well known representatives are the Fuler-Bernoulli
model and the Timoschenko model. The Euler-Bernoulli model was developed in the mid 18th
century while the works founding the Timoschenko beam theory were published over 150 years
later in 1916 [13]. Both models assume that the underlying beam follows linear elastic behaviour.
As a consequence, they are only valid for small deformations [6, 32].

The Geometrically Exact, Intrinsic Model for Dynamics of Curved and Twisted Anisotropic
Beams as it is considered here was developed in 2003 by Hodges [20]. It will in the following be
referred to as Intrinsic Beam Model, or Intrinsic Beam Equations, which we use synonymously.
Unlike the Euler-Bernoulli and the Timoschenko model, it is geometrically exact, which means that
it contains non-linearities. Moreover, it considers intrinsic variables only, meaning that neither
displacement nor rotation variables appear in the corresponding governing equations.

Geometrically exact formulations allow us to model beams undergoing large deformations,
making them particularly interesting for applications regarding highly flexible structures. Modern
applications include for example highly flexible wings of aircraft [1, 36], robotic arms [48] or wind
turbine blades [33, 53].

This thesis was written in cooperation with the German Aerospace Center (DLR). Their soft-
ware framework VAST (Versatile Aeromechanic Simulation Tool) [52] is used to simulate the
dynamics of flying helicopters. In order to increase the accuracy of the simulation, the helicopter
rotor blades and their dynamical behaviour have to be simulated as precisely as possible. The
intrinsic beam model is a promising candidate for this purpose. With this application in mind, we
focus ourselves on general beams that are clamped at one end and free swinging at the other.

The governing equations that represent the intrinsic beam model are a system of partial dif-
ferential equations (PDEs). Modelled beams are idealized by a one dimensional reference line,
leading to a problem in one space dimension and a time dimension. For a well posed problem,
we need to provide boundary conditions at the boundaries of the spatial domain and an initial
condition at the start time. Our first goal will be to formulate a problem with suitable boundary,
and initial conditions that describes the setup of the clamped beam. Considerations regarding
boundary conditions that describe clamped beams have been made for example in [37, 49] from a
more physical or engineering point of view. We want to verify the admissibility of such boundary
conditions in a mathematical point of view. Similar investigations of mathematical appropriate
boundary conditions for the intrinsic beam model, concerning networks of beams, have been made
in [42, 43].

As it is often the case for complex partial differential equations modelling physical phenomenons,
an analytical solution of the intrinsic beam equation is not known in general. Nonetheless, in
order to simulate flexible beams modelled by the intrinsic beam model, a solution, or at least an
approximation to a solution, has to be found. Several methods to solve PDEs numerically are
available. Each of them does have different properties. Therefore, different numerical approaches
can be more or less suitable to solve certain types of equations. Before choosing a numerical
approach that suits the problem well, the considered PDE has to be investigated regarding its
properties. We will show that the governing system of equations of the intrinsic beam model can
be classified as a system of linear hyperbolic balance laws. This has also been shown in [42, 43].

Numerical approaches, that are widely used to determine approximate solutions of hyperbolic
balance laws are the so called Discontinuous Galerkin (DG) Approaches. They are used to discretize
the considered problem. The discretized problem can then be solved numerically to obtain an
approximate solution of the original problem. DG discretization approaches for hyperbolic balance
laws are for example used in [18, 26, 27, 54].

The basic idea behind the theory of DG discretization is to approximate the solution by piece
wise high order polynomials. That is, while the resulting numerical solution is continuous locally,
it is not from a global perspective. As a result, there occur jumps in the global numerical solution
that have to be dealt with in the discretization process. To do so, the concept of so called numerical
fluzes is used which will also be described in this thesis.



When it comes to the derivation of DG discretization schemes for certain problems, one aspect is
of special interest: the stability (cf. for example [18, 26]). Therefore, to prepare the discretization,
the potential solution of the original problem is analyzed regarding its energy. Often, the energy
is either the squared Lebesgue norm or the square of a so called energy norm of the solution that
is induced by an inner product on the base of a positive definite matrix.

In the case of the intrinsic beam equation, the latter definition of energy will be used, and we will
see that this is not only an abstract mathematical energy but also a measure of actual mechanical
energy of the modelled beam. A necessary condition for the mathematical well-posedness of a
problem is, that if there exists a solution of the problem, its energy growth can be bounded
by a ”nicely” behaving function. That is, the energy cannot increase at an arbitrary rate in
time. A solution of the problem whose growth of energy can be bounded, is called energy stable.
This property can be transferred to the numerical solution resulting from the DG discretization
approach. In particular, a bound for the rate at which the discrete energy of the resulting numerical
solution increases has to be found, analogously to the investigations into the energy of the original
problem. If such a bound for the numerical solution can be found a priori, the DG discretization
scheme is called energy stable as well.

The main goal of this thesis is to derive an energy stable Discontinuous Galerkin scheme to
discretize the governing equations of the intrinsic beam model with respect to the spatial variable.
Energy stability statements for the solution of the original problem have been made by other
authors, assuming that the modelled beam is not exposed to any external forces and moments, for
instance in [44]. Although we will make some restrictions on external forces and moments, too,
we will show that energy stability can be obtained even for non-zero external forces and moments.
To the best of our knowledge, such a statement has not been proven yet. Furthermore, it will be
shown that this statement can be transferred to the discrete energy of the numerical solution.

In the literature, different numerical approaches have been used for the discretization of the
intrinsic beam model. In [20] for instance, Hodges himself suggests a finite difference scheme. In
[37], a discontinuous finite element discretization with penalty terms is presented to numerically
solve the intrinsic beam equations. However, to the best of the author’s knowledge, the here derived
DG scheme in its generality is new.

Beyond the above described theoretical aspects, we want to implement the developed discretiza-
tion scheme using the simulation framework Trixi.jl [46]. The implementation will be used to
simulate different configurations of the intrinsic beam model and to analyze the resulting numerical
solutions. In particular, the simulation results will be investigated with regard to their discrete
energy to verify the theoretical stability statements we derive.

The structure of the following sections is as follows: In section 2, we will examine the analytical
aspects of the intrinsic beam model. We will introduce the original formulation derived by Hodges
and then reformulate it as a linear hyperbolic balance law. Afterwards, mathematically appropriate
boundary conditions will be derived and used to describe the clamped beam. The resulting initial
boundary value problem will then be analyzed regarding its energy stability.

The initial boundary value problem will further be discretized in space, using a DG approach
in section 3. We will derive a weak formulation of the original problem, which will then be
discretized, resulting in a semi discrete formulation. This includes deriving a stable numerical fluz
and consistently implement the derived boundary conditions into the discretization scheme. The
semi discrete formulation will then be analyzed regarding its energy, analogously to the energy
analysis in section 2. Eventually, an ordinary differential equation in time, resulting from the
discretization in space, will be derived. Section 3 will be completed by some remarks on how the
ordinary differential equation can be solved numerically.

In section 4, the theoretical considerations from the previous sections are implemented into the
simulation framework Trixi.jl. We will describe the most important steps that are necessary
for the implementations and afterwards solve different configurations of the intrinsic beam model.
In particular, we will perform a convergence analysis using the method of manufactured solutions,
analyze the discrete energy of different simulations and complete the section by demonstrating how
the simulation results can be post processed to determine and visualize the beam’s position and
deformation.



2 Intrinsic Beam Model

In this section, we will consider the theoretical aspects regarding the intrinsic beam model. We
will start by introducing the governing equations in their classical formulation as they are derived
n [20]. Afterwards, we will give an overview about the theory of linear hyperbolic balance laws.
On the base of this, we will show that the governing equations of the intrinsic beam model can,
in fact, be interpreted as a linear hyperbolic balance law. This reformulation is followed by the
derivation of appropriate boundary conditions, which eventually leads to the formulation of an
initial boundary value problem. Potential solutions of the initial boundary value problem are
afterwards investigated with regard to their energy to complete this section.

2.1 Classical Formulation of the Equations

In the course of this section, we want to present the classical formulation of the intrinsic beam
equations as they are derived in [19, 20]. We refrain from a derivation of the equations and refer
to the mentioned works of Hodges, where a derivation can be read up. The fundamental details
that are necessary to describe and understand the equations, especially the remarks on the body
attached variables and the different coordinate systems, are taken from [42], where the results of
[20] are prepared in detail.

First of all, the considerations we do in this thesis are in general with regard to an initially
curved and twisted anisotropic beam of length ¢ that is clamped at one end and free swinging at
the other, and we want to model it in a specific time interval [0, T]. The intrinsic beam model is a
geometrically exact model, which means that it contains non-linearities, so that the model is able
to represent large motions including large displacements of the centerline and large deformations of
the beam’s cross sections. Intrinsic means that neither displacement nor rotation variables appear
in the governing system. Instead, only intrinsic variables, namely internal forces and moments and
linear and angular velocities are considered.

The beam in its undeformed state is idealized by a reference line, also called centerline, that
goes through the centroids of all cross sections of the beam and is denoted by r : [0,¢] — R3. The
space variable x is the running length coordinate along r. The orientation of the cross sections
of the undeformed beam is described by & : [0,¢] — R3*3, in the sense that for x € [0,], the
matrix &(x) is a rotation matrix with columns {&;(x)};=1,2,3, that form an orthogonal basis of
the beam’s cross section at the point  in space, where &1 (z) is chosen to be tangent to r.

Similarly, the a priori unknown position of the centerline of the beam in its deformed state is
denoted by 7 : [0, /] x [0,T] — R?. Because we want to model a dynamic beam, the position of the
deformed beam’s centerline necessarily depends on the time. The orientation of the cross sections
of the deformed beam is given by & : [0,4] x [0,7] — R3*3 in the sense that for = € [0,¢] and
t € [0,T7], the columns {&;(z,t)} =123 of the rotation matrix &(z,t) form an orthogonal basis of
the cross sections of the deformed beam at the point (z,t) in space time.

Throughout this thesis, we will consider two different types of coordinate systems in R?. One is
the global coordinate system, also called reference frame. It refers to the standard basis {e;};=1,2.3
that is fixed in space and time. The other is the so called body attached coordinate system, that
refers to the basis {&; };=1 2 3, that moves together with the deformation of the beam and therefore
depends on both, the space variable  and the time variable ¢t. A vector z = (21, 22,23)7 € R? in
the global coordinate system has the representation

3
z = E zjej.
Jj=1

Let 2 = (z1,22,23)7 € R® be the representation of z in the body attached coordinate system.
Vectors that are given with respect to the body attached basis, i.e. in the body attached coordinate
system, are referred to as body attached variables. As z and z represent the same vector in different
coordinate systems, z can be represented by

3
z = ZZjGj =6Sz.
j=1

That is, a vector that is known with respect to the body attached basis, can be transformed to a
vector in the reference frame, by a multiplication with &.
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Let now ©(xz,t) denote the internal forces of the beam, Z(x,t) the internal moments, V(z,t)
the linear velocities, Q(x,t) the angular velocities, k(x) the initial curvature of the beam, x(x,t)
the curvature of the beam relative to & (which can also be interpreted as the angular strains),
~(z,t) the linear strains, P(x,t) the linear momentum, H(z,t) the angular momentum, fe.:(z,t)
external forces acting along the beam and me.:(x,t) external moments. All defined quantities in
this paragraph have values in R? and are body attached variables. Most of the time, at least when
misunderstandings are ruled out, we omit the dependencies on x and ¢, writing for example ©
instead of ©(x,1).

To stress that the considered quantities are body attached, is very important for the under-
standing and application of the upcoming equations. If, for example, we want to model a beam
under the effect of gravitational force, we would have to consider this force as external and there-
fore insert it into the vector f.,;. While in the global coordinate system, gravitation results in a
constant force in one direction, this is not necessarily the case in the body attached coordinate
system. There, the acting forces depend on the position and the deformation of the considered
beam. Hence, assuming a deforming beam, gravitation does not act as a constant force from the
fext point of view. Effects of this fact will be considered also in section 2.6.

Before we specify the equations of the intrinsic beam model, we introduce a notation for the
cross product matrir. Let w = (w1, wa, w3)T, 2z = (21, 22, 23)T be two vectors in R?. Then the cross
product of the two vectors is defined as

W2z3 — W322
wXz=| w3z — W23

Wiz2 — W21

The cross product matrix, w, of the vector w is defined by

0 —Wws3 w9
w = w3 0 —w1 (1)
— W2 w1 0

and with this notation, we can write the cross product of w and z equivalently as
w X z2 = Wz.

An important property of the cross product matrix, which we will use multiple times in the course
of this thesis, is that it is skew symmetric. This can be derived directly from its above definition,
as Wl = —@. Some more useful properties of the cross product and the cross product matrix will
be derived in section 2.6.

The governing system of equations of the intrinsic beam model that is derived in [20] can now

be formulated as
O 4+ (k+R)O+ four = P+ QP
" k+RE+(E+A)O+ Moy =H+QH+VP
V4 (k+R)V + (6 +7)Q=7%
O+ (k+R)Q=Fk

(1]

(2)

for z € (0,¢) and t € (0,T], where with (-)’, we denote the (partial) derivative with respect to the
spatial variable x and with (-) the (partial) derivative with respect to the time variable ¢. The first
two equations are referred to as the dynamic equations while the last two describe the kinematics
of the beam. Together, these four equations are a system of partial differential equations (PDEs).

In order to have a well posed problem, that can be solved (numerically), it is essential to have
appropriate boundary conditions at x = 0 and x = £ and an initial condition at ¢ = 0. We will
look into the derivation of such conditions in section 2.5 and for now consider (2) isolated from
boundary and initial conditions.

2.2 Constitutive Laws

With (2), we have a system of PDEs, describing the evolution of internal forces 0, internal moments
= and linear and angular velocities V and 2. However, there appear more unknowns in the system,
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including the generalized momenta P and H and linear and angular strains v and . In this section,
we present two constitutive laws. One of them creates a linear connection between the variables
0,2 and 7, k and the other creates a generalized momentum-velocity relation between V, Q) and
P, H. These linear connections build on the definition of two matrices: the mass matriz and the
flexibility matriz, that are very important for the rest of the thesis.

The constitutive laws as used for example in [20, 36, 42] read as follows:

()
(- (2)

where M = M(x) is called mass matriz and F = F(z) is called flexibility matriz. Both matrices
have values in R%*6 and depend on the material properties of the considered beam. In general,
i.e. for an anisotropic beam, the material properties are not constant along the beam. For an
isotropic beam on the other hand, the material properties are constant and therefore, M and F do
not depend on x in this special case.

The first constitutive law, (3), is derived by Hodges in [19], while the second one, (4), builds
on Hooke’s generalized law for elastic solids. A more detailed look into the latter constitutive law
is given for example in [29, ch. 5].

Although, we will not go into detail regarding the derivation of the two matrices, we want to
give a brief overview about their structure. Afterwards, we will make some important assumptions
about both, the flexibility and the mass matrix, that will hold for the rest of this thesis. For the
following considerations about the two matrices, we are guided by [20] and especially section 2.1.2
in [42].

At some points, it will be useful to subdivide M into four block matrices of the size 3 x 3. More
specifically, the mass matrix can be written as

M, M, pls s —uc
M = = 2 . 5
(MzT MB) < pe I ®
Here and in the rest of this thesis, I; ; denotes the identity in R¥>J.  Similarly 0;; and 0; will
denote the zero in R?*J and R?, respectively. Furthermore, u = p(x) € R is the beam’s mass per

unit length, ¢ = ((z) € R? is the mass center offset and by I = I(x) € R**3, we denote the cross
sectional inertia matrix, having the form

Io+13 0 O
I= 0 Io  Io3
0 Iz 33

Taking advantage of the skew symmetry of the cross product matrix, we see that, without further
assumptions, it holds M” = M and, hence, the mass matrix is symmetric. If for example the
considered beam is prismatic and isotropic, the mass center offset ( is zero and the off diagonal
entries of the inertia matrix, Is3, are zero as well, meaning that in this specific case, the mass
matrix is not only symmetric but diagonal.

Similar to the mass matrix, the flexibility matrix can also be subdivided into four 3 x 3 blocks.

The notation is as follows:
(P F
P (i 1) )

where Fy = Fy(x), Fy = Fy(x), F5 = F5(x) are the cross sectional flexibilities of the beam, going
back to the generalized law of Hook. The matrices F; and F3 are symmetric, meaning that the
flexibility matrix is symmetric as well. In the above mentioned case of a prismatic and isotropic
beam, we have F5 = 033 and the matrices F; and F3 reduce to diagonal matrices, so that F is
also diagonal in this case. In particular, the flexibility matrix for a prismatic and isotropic beam

takes the form
F — di 1 1 1 1 1 1
= d1a, — .
& aF’ aﬁgG’ aﬁgG’ .Rl(IQQ -+ Igg)G'7 IQQE’ I33E
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In the above matrix, a > 0 is the beam’s cross section area, G > 0 is its shear modulus, £ > 0 is
its Young modulus, K2, K3 > 0 are shear correction factors and K; > 0 corrects the polar moment
of area. For a more detailed look into the flexibility matrix from a mechanical point of view we
refer to [15, 23, 29].

For the rest of this thesis, we will assume that the mass matrix and the flexibility matrix are
symmetric positive definite. Because this assumption is essential for the following sections, we
want to give an overview if other authors use the same assumption. Rodriguez et al. make the
same assumptions about the flexibility and mass matrix as we do in [42, 43, 44]. In fact, these
are the sources we were guided by, making these assumptions. Nevertheless, in all of these three
works, it is mentioned that the mass matrix may only be positive semi definite. In [2, 3], Artola et
al. state that the flexibility matrix has values in the set of positive semi definite matrices while the
mass matrix is always strictly positive definite. In [7, 15] and especially [9], on the other hand, the
flexibility matrix is assumed to be strictly positive definite. In the latter one, the same mechanical
assumptions as here are made as the authors consider an initially curved and twisted anisotropic
beam.

While all authors seem to agree that the mass and flexibility matrices are at least positive semi
definite, there are different statements about their strict definiteness. Nevertheless, we orientate
ourselves on [42, 43, 44] and assume that both, the flexibility and the mass matrix are positive
definite. Note that the assumptions regarding these two matrices are implicit assumptions about
the material properties of the underlying beam. Therefore, in applications for real beams, one
might want to check the validity of this assumption and if this is a restriction for the beam’s shape
or material properties.

2.3 Theory of Linear Hyperbolic Balance Laws

The goal in the next sections will be to reformulate the governing equations of the intrinsic beam
model as a system of linear hyperbolic balance laws. Beforehand, we would like to give an overview
about the fundamental ideas behind the theory of this class of equations. Hyperbolic balance laws
in general are the extension of hyperbolic conservation laws. To get a better understanding of the
ideas behind the theory of conservation laws, we will briefly derive a scalar hyperbolic conservation
law based on an example, irrespective of the intrinsic beam model. Afterwards, we will build up
the concept of scalar balance laws based on conservation laws. Eventually, we will extend these
considerations to non scalar equations, i.e. systems of hyperbolic balance laws. This section is
guided by Chapter 2 in [31].

Hyperbolic conservation laws are widely used in the field of fluid dynamics. Although the
intrinsic beam model is not a part of this field, it makes sense to consider an example of fluid
dynamics to illustratively derive the prototype of a hyperbolic conservation law and get a better
understanding of the basic ideas behind it. Let us therefore consider a liquid flowing through a
one dimensional pipe. The scalar u = u(x,t) denotes the density of the fluid, depending on the
position in space = and time ¢. The mass within a section of the pipe at a specific point in time ¢
can now be expressed as

is neither created nor destroyed, the total mass can only change due to flow through the endpoints
of the section, z, and xp. Let f = f(z,t) denote the rate at which the liquid flows past a point z
at time ¢, where if f(x,t) > 0, we say that the flow is to the right and if f(x,t) < 0, we say the
flow is to the left. The function f is called the flux function. The change of mass in time within
the section [z,, zp] is then given by the difference of flows through the boundaries. In other words:

for any points x, < xp that are located inside the pipe. Assuming that, within the pipe, the fluid

Zb

dt u(xvt)dx:f(xaat)*f(xbat)'

Za

For the class of equations that we want to consider, the flux function f actually does not only
depend on z and ¢, but also on u itself. Therefore, we write f = f(u(x,t)). Thus, the above
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equation, describing the change of mass, can be represented by
Tp

e u(z,t)de = —f(u(x, t))

La

Zb

; (7)

Za

which, if we assume that v and f are sufficiently smooth, can be transformed to

Zp

|
dt

Za

u(z,t) = — / %f(u(x,t)) dz

or equivalently

7(;u(x7t) + glf(u(%t))) dz = 0.

Zaq

Recall that the above equality does hold for arbitrary z, < x;, within the pipe. To fulfill this, the
integrand of the above integral on the left hand side has to be zero, which leads to

0
— t — t)) = 0. 8
u(@,t) + 5 f(ula, 1) (5)
Equation (8) is the prototype of a scalar hyperbolic conservation law. The flux function f can
take many shapes. Let us for example suppose that the fluid flows through the pipe at a constant
velocity A € R. Then the flux function f, that describes this flow, reads

f(ulz, 1)) = Au(z, t).

This can be extended to a more general form, where the coefficient A is not constant, but depends
on the position z. The function f then reads

fla,u) = A(z)u(z, t). 9)

An equation of type (8) with a flux of the form (9) is in general called a linear scalar hyperbolic
conservation law, or a linear advection equation.

A linear advection equation as defined above describes the evolution of a conservative variable
u. However, there are many use cases that are generally similar to the above considerations but
include an additional source or sink. In the above example of the fluid flowing through a pipe, this
would mean that the mass within a section of the pipe would not only change due to flows through
the section’s boundaries, but also due to the source or sink. Mathematically, such a setup can be
modelled by extending the conservation law by a source term Q.ons, that can function as a source
as well as a sink depending on its sign. For now, we assume that Qeons = Qcons(,t, 1) can be an
arbitrary function. The solution u of a conservation law that is extended by such a source term
is no longer a conservative variable. Therefore, the resulting equation is not longer a conservation
law but is called a hyperbolic balance law and formally reads as follows:

—u(x, t) + % (U(x,t)) = Qco7bs(x7tvu)'

With the linear flux function, defined above, the balance law reads

%u(x,t) + %(A(J;)u(x,t)) = Qeons(z,t,u) (10)
and is called linear hyperbolic balance law.

The above considerations can be transferred from scalar quantities to vector valued quantities.
The scalar equation then becomes a system of equations, where v and Qcons(x, t, u) are vectors, and
A is a matrix. In this case, A is called the advection matriz. For the rest of the thesis, we interpret
equation (10) as a system of linear balance laws, to which we refer as linear advection equation with
source term or simply linear advection equation. Furthermore, we use a more convenient notation
for the partial derivatives, and omit the dependencies on x and t, writing

Ut + (Au)x = Qcons(u)- (11)
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The system (11) is called hyperbolic, if the advection matrix A is diagonalizable and its eigen-
values are real. Note, that the advection matrix may depend on z and therefore A has to be
diagonalizable at every point in space x.

A linear advection equation may have a different representation that is equivalent to (11). All of
the following formulations can be found in the literature, namely for example [31, 50]. If we assume
for example, that the advection matrix A is differentiable with respect to the spatial variable x,
we can write (11) equivalently as

us + Au:v = Qcons(u) - Aa;u (12)

Equation (11) is called the conservation form, while equation (12) is called the advection form of
the linear advection equation. In the latter formulation, the term —A,u can be interpreted as an
additional source term. If we further define Quay (%) := Qeons(u) — A u, the advection form reads

Ut + Auz = Qadv (’LL) (13)

Another equivalent representation of the same equation is obtained by inserting the diagonal-
ization of the matrix A with the corresponding diagonal matrix A into the conservation form.
Remember that by definition, the matrix A, belonging to a hyperbolic balance law, is diagonaliz-
able. It can be shown that an equivalent formulation can be found and reads

(0 + (Aw)z - Qchar(w) (14)

for so called characteristic variables, w. In section 2.4.3, we will describe the process to obtain the
last representation in detail, including the definition of w and the derivation of Qcpar.

The last representation of the linear advection equation, we want to consider, is obtained by
multiplying both sides of the equation in advection form, (13), by a matrix I' = I'(x). Assuming
that T is an invertible matrix at every point z in space, the formulation

Tuy 4 Muy = Qap(u) (15)

with IT = T'A and Qcqp(v) := I'Qaav(u), is also an equivalent representation of the linear advection
equation. For the rest of this thesis, we refer to an equation of the form (15) as capacity form of
the linear advection equation. This is not a term that is used in the literature but — inspired by
the name capacity function in front of the time derivative that is used in the literature [31] — we
use the term capacity form to have a clear name for this formulation. This completes the general
considerations on the theory of linear hyperbolic balance laws. In the next sections, we will resume
investigating the intrinsic beam model.

2.4 Transfer to a Linear Hyperbolic Balance Law

In this section, we will transfer the governing equations of the intrinsic beam model to a hyperbolic
system of balance laws, namely a linear advection equation with source term. In the previous
section, we have seen that there are different representations of such a linear advection equation.
In the following subsections, we will derive some of these representations for the intrinsic beam
equation, namely the advection form, the capacity form and the formulation for characteristic
variables with a diagonal advection matrix. Furthermore, we will show that the intrinsic beam
equation is a hyperbolic equation in the sense that the advection matrix can be diagonalized and
has real eigenvalues, only.

2.4.1 Formulation in Advection Form

In the following, we will reformulate the governing equations of the intrinsic beam model into a
linear advection equation in advection form. First, we will write the system of PDEs (2) in matrix
vector notation and afterwards use the constitutive laws to close the formulation of the intrinsic
beam equation in its advection form. A similar presentation of the intrinsic beam equations is
presented in the work of Rodriguez et al. [42, 43, 44].
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We start with the classical form of the intrinsic beam equations that was presented in section
2.1 and is given by

O + (k+&)O + feut = P+ QP
Z 4 (k+R)ZE+ (61 +3)O +Mewy = H+QH + VP
FR)V 4 (6 +7)2 =4
Q4 (k+R)Q = &

First, we rewrite this system of equations into a matrix-vector formulation:

€] k+Fk 033 033 033 S
E e1+y k+k 033  O33 E
\% 03’3 03’3 k + K e~1 + ’7 Vv
Q/, 03,3 033 033 k+& Q
) (16)
P Q0 033 033 033 P feat
N H B ‘7 Q 03_’3 0373 H + Megt =0
Y 033 033 033 033 0l 03 12
k) 033 033 033 033 K 03

Next, we make use of the constitutive laws that can equivalently to equations (3) and (4) be written

as
_ 06,6 M
o F 0676

By inserting the constitutive laws in the above form into the equation in its matrix-vector formu-
lation, (16), rearranging terms and setting u := (07,27 VT QT)T we obtain

T2 TN
D<M

]:7 + K 0313 03_’3 03’3

O M G +9 k+i 033 033
_ ) U + up+ el 83
( F 06 ¢ 033 033 k+F~ €1 +75
033 03,3 033 k+kK
Q0 033 033 033 feat
1% Q 033 033 06.6 M Mext
- ’ ’ ; U+ = 012.
033 033 033 033 F Ogp 03 12
033 033 033 033 03

Defining the matrix A = A(z) with values in R2*12 ag

—1
_ 06 M _ (0ss F!
A=— ( F 06,6) - (Ml 06,6 ) (17)

and multiplying the last equation by A from the left, yields

k+%& 033 033 Os3

6~1 -+ :)/ I;I + K 0373 03_]3
03)3 03’3 ]~€ + r 6~1 + ’7
035 033 033 Fk+ri

up + Au, + A

~ 18)
Q 033 033 033 feat
Vv Q2 033 033 -1 Megt
+ ’ =l A u+ A = 019.
033 033 033 033 03 12
033 033 033 033 03

Note that the matrix A is well defined because by assumption, the flexibility and mass matrix are
positive definite and therefore invertible. To point out the analogy to a linear advection equation
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with source term, as it was presented in the previous section, we define the source term Q.q, as
follows:

Kk 033 033 033
’3/ k+ & 03,3 03’3
035 033 k+i €+7
033 033 03,3 k+k

Q 035 033 033 feat
14 Q2 033 033 -1 Megt
+ ’ Pl A u—A
033 033 033 033 03
033 033 033 033 03

Then, equation (18) can be written compactly as

uy + Auaz = Qadv (’U,), (19)

which is the advection form of a linear advection equation just as we defined it in (13).

2.4.2 Hyperbolicity of the Equation

In the following section, we will show that the linear advection equation representing the intrinsic
beam equations is hyperbolic. Recall, that a linear advection equation of the form we are consid-
ering here is hyperbolic, if the advection matrix A can be diagonalized and has real eigenvalues
only. We will constructively derive a transformation matrix, that diagonalizes the matrix A, and
will show that the corresponding eigenvalues are real. The diagonalization is inspired by [44] and
adjusted to the notation in this thesis.

We start by introducing a notation for the square root of a matrix. First, we note that for
every positive definite matrix A there exists a positive definite matrix B with B2 = A (cf. for
example [21]). Analogous to real numbers, we call B the square root of the matrix A and denote
this by A'2 = B. Note that the square root of a matrix is invertible because, by definition it is
positive definite. We denote the inverse of a square root matrix by (1211/2)’1 = A~'2. Now recall
that the matrix F is positive definite by assumption and therefore has a square root. Using the
above notation, we define the matrix ¥ = W¥(z) with values in R¢*% as follows:

U =F "M 1F 2 (20)

One can easily check, that ¥ is symmetric. Furthermore, as a consequence of the positive definite-
ness of F and M, the matrix W is positive definite itself. This is because for any non-zero z € RS,
we have

AUy = TFAPMAF 2 = (F22)TM Y (F/%2) > 0.
Let us denote the eigenvalues of ¥ by A; = A\;(x) fori =1,...,6. Moreover, we define the diagonal
matrix A = A(z) b
A = diag ()\;/2, e ,)\;/2) .

As VU is positive definite, all of its eigenvalues are positive, meaning that A is in fact a real diagonal
matrix. The positive definiteness of ¥ also implicates that it can be diagonalized. More precisely,
there exists an orthogonal matrix X = X(x) with values in R®*6_ such that

U =XTA2x (21)

holds.

Based on these considerations regarding the matrix ¥ and its eigenvalues, we will now specify
a transformation matrix 7" and its inverse, from which we will show, it diagonalizes the matrix A.
In particular, the matrices T = T'(z), T~! = T~!(z) with values in R2X12 are given by

1 (F T F'2xT 1 XF'/2  A1XF'/2
Ti=5\praTa _Frara T =\xpr _p1xp-r
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Let us additionally define a 12 x 12 diagonal matrix, A = A(z), in block form, consisting of A and

—A on its diagonal:
A= (0676 5 ) |

All in all, this results in the following transformation:

1 0 —2F!
-1 _ 1 6,6
TAT = 2 <—2F1/2XT A2XF'? 0g6 )

Here, we use that the matrix ¥ is diagoanlized by a transformation with X as in (21) to obtain

-1 _ 06,6 -F!
TAT _(—Fl/zqul/z 066 )

Finally, we use the definition of ¥ in (20) and solve it for M~ to see that

4 ( 0gs —-F1\
TAT _<M1 ! (22)

We thereby showed that the matrix A is diagonalized by a transformation with 7. In particular,
the diagonalization reads

A=T7'AT. (23)

Note that due to the definition of A this implicates that the eigenvalues of A are the square
roots of the eigenvalues of ¥ and their negatives, as these are the entries on the diagonal of A.
The matrix A, therefore, has real eigenvalues only, meaning that the linear advection equation we
derived in the previous section is hyperbolic, indeed.

Moreover, ¥ and (FM)~! have the same eigenvalues as they are similar matrices. The latter
statement holds because we have that

(FM)~! = F/2UF~'/2,

In general both, the flexibility and the mass matrix depend on the spatial variable x and, thus,
also the eigenvalues of ¥ and therefore the ones of A depend on z. Nevertheless, the above
considerations show that this does not have an impact on the sign of the eigenvalues. The first
six eigenvalues of A will be negative for any x, while the last six eigenvalues will be positive. The
realization of this property will be very important for the derivation of boundary conditions in
section 2.5.

Remark 1 As mentioned in the previous section, if an isotropic prismatic beam is considered, the
flexibility and the mass matriz are diagonal. In that case, the matriz X is the identity matriz,
which results in the following simplification of the transformation matriz and its inverse:

1 F_1/2 F_1/2 . F1/2 M1/2
T:§ M,1/2 7M71/2 5 T = F1/2 7M1/2 .

2.4.3 Formulation for Characteristic Variables

Regarding some parts of the analysis of linear advection equations, especially the derivation of
boundary conditions, it is often useful to consider an equivalent formulation that includes the
diagonal advection matrix A. To find such a formulation, we define the so called characteristic
variables

w =T 1u.

In contrast to that, we call u physical variables in the following as it contains the physical quantities
0,2,V and Q. Now, inserting v = Tw into the original advection form of the intrinsic beam
equation, namely (19), gives us the equivalent equation

Tw + A(Tw)x = Qadv (Tw)
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In the previous section, we learned about the transformation (22) of the matrix A with T, that
leads to the diagonal matrix A. This particular transformation is now used to represent A in the
above equation leading us to

Tw; + TAT M (Tw), = Qaaw(Tw).

The derivative in the second summand of the above expression can be calculated by applying the
product rule to it. Explicitly, this results in

Tw; + TAw, + TAT ' Tow = Quau(Tw).

Multiplying the last result with the inverse transformation matrix, 77!, from the left, then results
in

wy + wa = Qchar ('LU),
where we define the source term
Qchar (U)) = T_lQadU (Tw) — AT_szw.

The advantage of this representation is that the so called characteristic speeds explicitly appear
on the diagonal of the matrix A. As we mentioned initially in this section, this is especially helpful
when deriving appropriate boundary conditions for the system. In section 2.5, we will give a more
detailed description of the concept of characteristic speeds. Beforehand we will derive another
equivalent representation of the intrinsic beam equation in the next section.

2.4.4 Formulation in Capacity Form

In this section, we would like to deduce a capacity form of the considered linear advection equation
as we introduced it in section 2.3. Let therefore I' = I'(z) be the matrix with values in R2*12

defined by
o F 0676
I (06’6 M)

and IT € R!2¥12 be the matrix defined by the matrix product of I' and A, that reads

F  066) (066 F! 066 Ise
Mm:=TA=- ’ o =— ' 2.
(06,6 M > <M L 06 Iss Iss
Note that, as an implication of the symmetry and positive definiteness of the flexibility and the
mass matrix, the matrix I' is likewise symmetric, positive definite. Furthermore, the matrix IT is
constant and symmetric. These properties of the two matrices I' and IT will be very helpful when
deriving energy stability, as we will see in section 2.6.

Similar to the definition of II, we define the source term Q). as the product of the source term
Qadv With the matrix I' from the left:

k+#& 033 033 03,3

6~1 + ’~Y ];I + K 03,3 0373
033 033 k+i é+7
033 033 033 k+ 7

Qeap(u) :=TQqdv(u) = —T'A

2 033 033 033 fewt
Vi Q 033 033 4-1 Megt
+ ) Pl A u—TA
033 033 033 033 03
033 033 033 033 03

In the above term, we again find the matrix product of I and A, which we defined as II earlier, so
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that the term Q.qp can be written as

’N}/ k + R ~0373 03_’3
03 3 03 3 k + R 6:1 + ’3’
03,3 033 033 Ek+F&

Qeap(u) = —II

Q0 035 033 033 Jeat

S|V 055 Os5 ) g1 )y [ ea
033 033 033 033 03
033 033 033 033 03

By multiplying the advection form of the equation, (19), with I' from the left and using the above
definitions of II and @Q.qp, We obtain the capacity form of the linear advection equation:

Tuy 4+ Muy, = Qeqp(u). (24)

Comparing (24) to the definition (15) of general capacity forms for linear advection equations, we
indeed have a capacity form of the linear advection equation for the intrinsic beam model. The
positive definite matrix I' represents the capacity function.

In the analysis of the solution’s energy in section 2.6, the source term Q)4 Will play an important
role. To prepare this analysis, we take a more detailed look at the source term and bring it in a
certain form, which will be helpful. Due to its special shape, the multiplications with the matrix
Il in Qcqp can be seen as a rearrangement of 6 x 6 blocks, which in particular yields

0373 03_’3 l~€ + K €~1 + :Y
0333 033 033 k+ &
E+k 033 03,3 03,3
a+4 k+k 033 033

Qeap(u) =

033 033 033 033 03
033 033 033 033 1 03
el IV S Y
2 033 033 033 fewt
1% Q 03,3 0373 Mext

The first matrix in the above expression can be split up into the sum of two matrices. One con-
taining the cross product matrices of the initial curvature k and the vector eq, the other containing
the cross product matrices of the strains x and . This results in

033 033 K €1 033 033 & o
033 033 033 kK 033 033 033 &
u — ~7 k] b u + ~) 9 9
Qcap( ) k 0%3 0373 0373 K 0373 0373 03,3
€1 k 03’3 03’3 :Y R 03,3 03,3
(25)
033 033 033 033 03
033 033 033 033 1 3
TEN e G e el IR Ry
2 033 033 033 feat
V Q 0373 0373 Mext

We recall that x and v can be represented in terms of © and = by applying the constitutive law

() -(2 %) @) o

Asu = (0T, E7, VT QT) there occur non-linearities of u in Qcqp. The degree of non-linearity is
in fact two, as it is already pointed out in [20] for the classical formulation of the intrinsic beam
equations. The definition of the source term in (25) can, thus, be subdivided into a term that is
linear in u, namely the first summand on the right hand side of (25), a term that is quadratic in
u, namely the product of the expression in big brackets and u, and a term that does not depend
on u but only on external forces and moments.
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According to that separation depending on the degree in u, we write the source term as follows
Qeap(u) = Bu + J(u)u + geat,
where we define B = B(z), J(u) = J(u, z) and ezt = Gest(2,t) as

033 033 Kk €

B 033 033 033 K

ko 033 033 033"

€1 E 033 033

033 033 & v 033 033 033 033

033 033 033 K 033 033 033 O33|  _;
J(u) = 2 ’ ' 2 ’ ’ i I
W K 033 033 033 2 033 033 033

07 Kk 033 033 1% Q 033 033

03

03
dext ‘= ft

Megt

The matrix B can be brought into a more compact representation that will also be useful for the
energy analysis. Therefore, we define the matrix B = B(z) as

As an implication of the skew symmetry of the cross product matrices, the matrix B can then be

represented by
(0 B
B . <_'BT 06’6 .

Recall, that the matrix A~!, in terms of 6 x 6 blocks, can be written as

-1 _ 06,6 M
A <F 06,6

(cf. (17)) and that the flexibility and mass matrix can each be subdivided into four 3 x 3 blocks.
The representation of A~! in terms of 3 x 3 blocks, therefore becomes

033 033 M; M
033 0335 MI M;
Fy  F, 033 033
FI' F; 033 033

)

A7l =

Inserting this into the definition of J(u) yields

033 0335 & A 033 033 033 033 033 033 M; DM

J(u) = 03373 033 033 & | [O33 033 033 O33 0335 033 M M;
£ 033 033 033 Q2 033 033 033 Fy,  Fy 033 033

’7 K 03’3 03’3 Vv Q 0373 03,3 FQT F3 03,3 03,3

After executing the matrix multiplication in the above second summand, this term reads

033 033 K o 033 033 03,3 033
T(u) = 033 033 033 K | |033 033 033 033
k033 033 033 033 033 QM, QM,

¥ & O3z 033 033 033 VM, +QM] VM, +QM;
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To consistently operate in the variables ©, =,V and 2, we make again use of the constitutive law
(26), to replace x and . The final representation of the term J(u) then reads

—_~—

0373 0373 FQT@‘FF:;E F10 4+ Fy=
T(u) = O3 03,3 03,3 PO+ F2
F2T® + 3= 03,3 03,3 03,3
O+ RE Floe+ FE 03,3 033
033 033 033 03,3
| 033 033 03,3 03,3
033 033 QMl QMQ

033 033 VM, +QM] VM, +QM;

2.5 Boundary Conditions

In the course of this section, we will derive and discuss boundary conditions for the intrinsic beam
model. In the literature, namely for example [36, 49], a beam that is clamped at one end and free
swinging at the other, is modeled by prescribing boundary values for internal forces and moments
at the free swinging end and for linear and angular velocities at the clamped end. According to
[49], boundary values at both ends can be zero or non-zero. A follower force at the tip of the beam
is for example modeled by prescribing non-zero internal forces at the free swinging end. A rotating
beam could be modeled by prescribing angular velocities at its clamped end.

Nevertheless, it is not necessarily ensured that these type of boundary conditions lead to a
mathematically well posed problem. We will derive mathematically appropriate boundary condi-
tions for the intrinsic beam equation. This will be done by transferring the results of Nordstrom
in [34], Nordstrém and Wahlsten in [35] and Russell in chapter 3 of [45], concerning boundary con-
ditions for general linear hyperbolic systems, to the intrinsic beam equation. Afterwards, we will
show that this general class of boundary conditions can be used to obtain the boundary conditions
that describe a clamped beam.

Before we start discussing the boundary conditions, we would like to give a brief overview about
the concept of characteristic curves. Detailed information about the corresponding theory can be
read up in [31, 50]. Roughly spoken, characteristic curves are curves in the z-t-plane on which
the solution of a conservation law takes constant values. Thus, characteristic curves are a way
of describing how the information of the initial condition of the problem propagates through the
considered domain [0, ¢] in time. Characteristic speeds are the gradients of characteristic curves
and can therefore be interpreted as the speeds at which information is transported through the
domain.

To illustrate this concept, in figure 1 two simple examples of characteristic curves for a scalar
conservation law, irrespective of the intrinsic beam equation, are given. Figure la shows a straight
line characteristic curve with a negative slope, i.e. a negative characteristic speed. Figure 1b shows
a straight line characteristic curve with a positive slope. For any two points on the characteristic
curve with the negative slope, (zq4,tq), (zp,t), with t, > 5, one has z, < zp, meaning that the
more time passes, the further to the left of the domain the value of the corresponding PDE solution
is transported. For the characteristic curve with a positive slope on the other hand, for any two
points (24, ta), (Tp,ts), with t, > 5, one has x, > xp, meaning that in this case, the value of the
corresponding PDE solution is transported to the right of the domain as time passes.

To summarize the above considerations: the sign of the slope of the characteristic curves and
thus, the sign of the characteristic speed, indicates whether information of the solution propagates
from left to right or from right to left within the domain [0, ¢]. Consequently, boundary conditions
for the solution of such a PDE have to be specified at the right boundary in case of a negative
characteristic speed and at the left boundary in case of a positive characteristic speed.

This can be transferred to non scalar linear balance laws, such as the intrinsic beam equation.
In this case, the characteristic speeds are the eigenvalues of the advection matrix A, i.e. the
diagonal entries of the matrix A. In the formulation for characteristic variables, this means that
the sign of the i-th entry in A, namely A;;, indicates whether information in the i-th component
of characteristic variables, w, is transported leftwards or rightwards. Hence, boundary conditions
for characteristic variables associated with negative diagonal entries in A, have to be specified
at x = £. For characteristic variables associated with positive diagonal entries in A, boundary
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conditions have to be specified at x = 0. At the respective boundary, the components of w for
which we need to specify boundary conditions, are also called ingoing variables. The components
for which we do not need to specify boundary conditions, are called outgoing variables at the
respective boundary.

t t
(xaa ta) (Zlfa, ta)
(b, o) (b, o)
! !
] ]
L 14 z L
(a) Characteristic curve with negative characteristic (b) Characteristic curve with positive characteristic
speed. speed.

Figure 1: Examples for characteristic curves of a scalar conservation law (cf. [50, Fig. 2.1.]).

The matrix A, derived in section 2.4.2, containing the characteristic speeds for the intrinsic
beam model, has the form
_ (A Osp
A= (06,6 A )

with exclusively negative values in the upper six entries of its diagonal and positive ones in the
lower six diagonal entries. According to that, we introduce a new notation to point out which
components of w are associated with negative characteristic speeds and which ones are associated
with positive characteristic speeds. The twelve dimensional vector of characteristic variables, w,
is therefore subdivided into two six dimensional vectors w_ and w,, where the subscript indicates
the sign of the associated characteristic speed. The characteristic variables according to the entries

of A are then
()
w= .
w4

At z = 0, this means that wy are the ingoing variables while w_ are the outgoing variables. At
x = £, w_ are the ingoing variables and w, are the outgoing ones. Guided by [34, 35], we first
choose a general class of boundary conditions, allowing the ingoing variables to depend linearly
on the respective outgoing ones and some external data. Following the above argumentation, we
have to specify boundary values for w (0,t) and for w_(¢,t). The general formulation of boundary
conditions then reads

w(0,t) = Row—(0,) + go(t),
(27)
w(6,8) = Rews (1) + gu(0),

for functions go,ge and matrices Ry, R, € R®*6. Given (27), we now have a general class of
boundary conditions, that lead to a sensible problem from a mathematical point of view. We now
want to trace back these boundary conditions for characteristic variables to boundary conditions
for physical variables, u. Furthermore, we want to find out, if the resulting boundary conditions
for physical variables are suitable to describe actual physical problems. More precisely, we wish
to use (27) to represent the initially in this section described boundary conditions for a clamped
beam.

For better readability, we omit the solution’s dependency on ¢ in the notation for the rest of
the section, writing for example w, (0) instead of w, (0,t). Furthermore we define s := (07 ,=T)T
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and y := (VT,QT)T and use this notation to subdivide the state vector u in the following way:

(C)

IS

I
<

I
Yy
< »
~_

That is, s is the compound of inner forces and moments and y the compound of linear and angular
velocities. Then by definition (cf. section 2.4.3 ), w can be written as

_ (W= 1y, XF'? ATLXF2N (s
YT \wy) T YT \aE —AtaF 2 ) \y

_ (XFPs £ ATIXF Ty
XF'/2s — A1 XF /2y

(28)

If we choose Ry = I 6, the boundary condition at = 0 becomes
w4 (0) = w-(0) + go.

To trace this back to physical variables at = 0, we have to multiply w(0) by the transformation
matrix, as v = Tw. In particular, this yields

w(0) =Tw| =T (Z;)

Inserting the definition of T" as well as the boundary condition for w., and the relation between w
and s and y, derived in (28), we obtain

=0

|~

0) = F-'/T  FexT XF'/2s + AT XF—/2y
u(0) F'2XTA —F72XTA) \XF'2s + ALXF~"2y + go

z=0

1 (254 2F2PXTAIXF 2y + F12xT g
= 3 1 T (29)
2 ~F'2xT Ago o
Now, suppose that the desired velocities at the clamped end, i.e. at z = 0, are denoted by
Vo(t)
t) == .
yO( ) (Qo(t)
Then setting the external boundary data gy to
go = —2A71XF71/2y0|w:O
and inserting this into (29) yields
—1/2 T A -1 —lf20,
u(0) = <s + F2XTA , XF~72(y y0)> ' (30)
0 =0

Remember that by definition, v = (s7,y”), so that the above result implicates y(0) = yo. This
can be inserted into the first row of the above vector, so that all in all, we have

Thus, we showed that for the particular choice of Ry and g, the boundary conditions for
characteristic variables at = 0 are equivalent to Dirichlet boundary conditions for the linear and
angular velocities at = 0, while for s(0) we do not need to specify any boundary conditions.

The same procedure can be done for the right boundary, z = ¢. First, we set Ry = —Ig¢, so
that the boundary condition for w_ at x = ¢ reads

w_(€) = —w4 (£) + ge-
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We want to trace this condition back again to physical variables, using the transformation

ull) =Tw| _,=T (Z;)

Together with the definition of T', the boundary condition for w_ and the relation (28), we have

=0

o L(FXT O FTRAT N (AR s £ ATXE Ty g,

ul) =5 (prexTn _pexTy XF's— ATIAXF Ty )|
_1 LT (31)
=2 \2y — 2P XTAXF s+ FEXTAG )|,

Suppose that the desired internal forces and moments at the free swinging end are denoted by

so(t) = (gf((f))) . (32)

Then the external boundary data, gy, can be chosen accordingly again. More precisely, we set
ge =2XF'Psy| _,

and insert this into (31), which yields

u(l) = (33)

S¢
(y _ FI/QXTAXFI/Q(S _ 3()) ot
By using u = (sT,3T)T, we can follow s(0) = s,. Inserting this into the second entry of the vector
on the above right hand side, we obtain
50
u(f) = .
0= ()

Similar to the boundary =z = 0, we can thereby follow that for the particular choices of Ry and gy,
the boundary conditions for characteristic variables at © = ¢ are equivalent to Dirichlet boundary
conditions for the internal forces and moments at x = ¢, while for the velocities no boundary
conditions are needed at this boundary.

Choosing an initial condition uy = wug(z) for ¢ = 0, that fulfills the boundary conditions, we
can now formulate the problem that we want to analyze and solve numerically. It is an initial
boundary value problem and reads as follows: find u = u(z,t) = (s(x,t)7, y(z,t)T)T, such that

Tuy 4+ Muy = Qeap(u)  for (z,t) € (0,£) x (0,7,

y(0,t) = yo(¢) for ¢ € (0,77,
s(l,t) = sp(t) for t € (0,71, (34)
u(z,0) = up(x) for x € [0, £].

After deriving the initial boundary value problem with appropriate boundary conditions, we are
now able to investigate the energy of a potential solution to this problem in the next section.

2.6 Energy Considerations

In the following section, we will analyze the energy of a potential solution of the initial boundary
value problem (34), we derived in the previous sections. In the course of that, we well define a
so called energy norm, induced by an inner product on the base of the positive definite matrix I
The squared energy norm of the solution will be referred to as the energy of the solution.

In order to obtain a statement about the energy, we will use the so called energy method,
multiplying the capacity form of the linear advection equation with the transposed of the solution
and thereby obtaining an equation describing the change of energy in time. The energy method
for hyperbolic balance laws is for instance used in [26, 34, 35], which is also the literature, we are
guided by for this section. We separate the section into two subsections because we want to derive
two different statements about the energy.
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First, we will show that the solution of the initial boundary value problem is energy conserving.
That means, that in a modelled beam, there is no energy created or annihilated out of nothing.
If there is an increasement or decreasement in energy, this can always be traced back to external
influences: either through the ends of the beam and therefore the boundaries of the considered
interval or through external sources like external forces and moments. This is an interesting
property of the intrinsic beam model, which one may expect from a physical point of view, but
from a mathematical point of view this is not clear at all because of the source term, which may
mathematically very well be a source of energy along the beam. However, we will see that this
source term has — up to the external forces and moments — no influence on the solution’s energy.

In the second part of this section, we will use the result from the first part to go on and derive
energy stability with some restrictions to boundary conditions and external sources. The difference
between the two statements is that energy conservation is telling us where energy comes from
and that it cannot be created or annihilated in an unphysical way along the beam. Nonetheless,
through boundary conditions and external sources, the energy might increase at an arbitrary rate.
In this case, we still have energy conservation but no energy stability because the norm of the
solution cannot be controlled. To derive a stable numerical approach to solve the problem, we
first need a problem that has a stable solution itself. Therefore, we want to bound the change of
energy in the first place and then estimate the maximal rate of change in energy. We will see, that
different boundary conditions lead to different statements about energy stability.

2.6.1 Energy Conservation

In this subsection, we want to use the energy method, that is also used e.g. in [26, 34, 35], to
derive an equation that describes the change of energy of the solution. In order to do so, we first
define an inner product and the induced norm. Let g,h € I? be two square integrable functions
on [0,4]. Then the inner product, denoted by (-, -)r and defined by

L
(g,h)p = /gTrh dz,
0

induces a norm ||-|| in the following way:
¢ 2
1/2 T
lgllp == {9, 9)r" = /g Igdz
0

Note that the positive definiteness of I' is essential for the definition of the inner product and the
norm. The above defined norm is in the following referred to as energy norm and the squared energy
norm of a function will be called the energy of that function. This is an abstract mathematical
definition of energy, but we will see later in this section that in the case of the intrinsic beam
model, this abstract norm does have a physical interpretation.

We now consider the linear advection equation in its capacity form and multiply both sides of
the equation by the transposed of the solution, u”, to obtain the following equation:

uTTus + v T, = uTQcap(u).
Integrating this last equation over the domain [0, ¢] gives us

L

¢ ¢
/uTI‘ut dx—&—/uTHugu dz = /uTQcap(u) dz. (35)
0 0

0

Next, we use the definition of the energy norm to see that with the above equation, we already
have an equation that gives a statement about the time derivative of the solution’s energy. The
first term on the left hand side of (35) can be represented by

‘
/uTFut dx =
0

N | =

¢
d T o 1d o
&/u Tudx = §&Hu||F
0
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More precisely, equation (35) can now be written as

L 14

\|u||1% = —/uTHuI dx—i—/uTQcap(u) dz. (36)

0 0

1d
2 dt

To get a better understanding of the energy’s time evolution, we take a detailed look at the right
hand side of (36). We treat the two integrals separately, beginning with the second one, that gives
a measure of the source term’s contribution to the energy. Let us therefore consider the integrand
of the second integral. By definition, this is

uTQcap(u) =uTBu+ uTJ(u)u +ul gens.

First, we show that the matrix B is skew symmetric. When we derived the representation of the
source term ()cqp in section 2.4.4, we defined B as

_ 06,6 B
B = (BT 06,6) :

Now the advantage of this notation becomes clear as it allows to directly follow that B is skew
symmetric:

7_ (066 —BY\_
B (BT o) =B

As an implication of the skew symmetry of the matrix B, we have that
u?' Bu = —(Bu)Tu = —u” Bu,

which is equivalent to 47 Bu = 0. In other words: the contribution of the linear part of the source
term to the solution’s energy equals zero.

We proceed, by investigating the contribution of the quadratic source term, u? J(u)u, to the
energy. In section 2.4.4, the term J(u) was defined as

—_~—

03’3 03)3 Fg@-ﬁ-Fg,E Fi0 + Fh=E
) o o T =
J(u) _ 23’3/ 03,3 03’3 F2 O + 3=
FIO + F3= 033 033 033
F10 + FhE F2T@+F35 03,3 03,3
033 033 033 03,3
| 033 033 03,3 03,3
033 033 QM, QM,

033 033 VM, +QMI VM, +QMs;

Note that, again, because the cross product matrices are skew symmetric, the first summand of
J(u) is skew symmetric as well. This means that with the same argumentation as for the matrix
B above, the contribution of this first summand of J(u) to the energy is zero. Therefore, we have

e\" 033 033 03,3 033 C)

=| (055 0 0 0 =

T _ 1 33 033 033 0333 E
RO e 70 I S S Y 1 COM, 14
Q 033 033 VM +QM] VMy+QM;) \Q

Multiplying the above terms, the contribution of the quadratic source term to the energy becomes
W J(wu = —VIQMV — QT (f/M1 + QM7 ) V- VTQMQ — QT (f/M2 + QMS) Q. (37)

In order to handle this last term, we first show some properties of the cross product matrix. Let
therefore v,y, z € R be arbitrary vectors. We already mentioned, that the cross product matrix
is skew symmetric, i.e.

Ty ()
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Another property that directly follows from the anticommutativity of the cross product itself and
can also be shown easily, is that it holds

Jz = —Zy. (i)

Furthermore, a vector multiplied with itself in the cross product is zero. Together with statement
(i), we can thereby follow

y"jz = (—gy)"z = 03. (iif)
Properties (i) and (ii) let us derive one more symmetry property, that reads as follows:

0Tz = (=)’ 2z = (oy)" 2 = —yT 2. (iv)
Coming back now to the energy contribution of the quadratic source term (37), we use the prop-
erties (iii)-(iv) to simplify the expression. Taking advantage of (iv), it holds

—VTQOMV — QTVMV = —VTQM,Q — QTVM,Q = 0.
And using (iii), we obtain
—QTOMIV = —QTQM3Q =0,

meaning that the contribution of the second summand of the quadratic source term is zero as well
and that, in total, we have

u? J(u)u = 0.

Putting this result together with the result for the contribution of the linear part of the source
term, the total contribution of the source term to the energy becomes

L

¢
/uTQcap(u) dz = /uqut dz. (38)
0

0

Note that the above statement is independent of u being an exact solution to the intrinsic beam
equation. Due to the skew symmetry of the linear source term and the first part of the quadratic
source term and the special symmetry properties of the cross product matrices, v in (38) can be
replaced by any vector in R'? and the equality will still hold. This is an important observation,
we will take advantage of in the analysis of the discrete energy in section 3.5.

The result (38) for the contribution of the source term is completely in line with the expectations
from a physical point of view, because it states that if we neglect external forces and moments, the
source term has no impact on the solution’s energy. That is because, except for external forces and
moments, the source term in the linear advection formulation does not emerge from any actual
sources that create or annihilate physical quantities along the beam out of nothing. It rather
comes from a coupling that transforms some of the considered physical quantities into others and
therefore should be balanced in terms of the energy. Thus, we can update the energy equation
(36), to get

L L

||u||1% = —/uTHuw dz + /uqumt dz. (39)
0 0

1d
2 dt

After looking into the energy contribution of the source term, we now consider the remaining part
of the right hand side in the updated energy equation (39), namely the first integral. Integration
by parts for that term yields

¢ ¢
¢
— /uTHuaC dx = /uTHuI dz — «TTu ,
0
0 0
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where the integrand of the first term on the right hand side is actually (u”TI),u, but due to the
constancy and symmetry of the matrix II, this is the same as u”Tlu,. Rearranging terms now
equivalently results in

¢
¢
—/uTHuz de = —luTHu ,
2 0
0

meaning that this part of the energy equation can be traced back to boundary terms. The energy
equation now reads

£

1 L
Jull? = ~5uTu| + /uqumt da. (40)

1d
2 dt
0
The above result for the change of energy can already be interpreted as energy conservation. We
observe that the energy changes only due to external influences: either through the boundaries,
i.e. the ends of the beam, or through the presence of external forces and moments along the
beam. Before we come to the energy stability in the next section, we want to give a more physical
interpretation of the derived energy conservation statement (40).
First, we execute the matrix vector multiplication in the boundary term in equation (40) to
obtain

= (V7o +q7g) ]z. (41)

0
—luTHu‘e 1 uT <06,6 IG,G) u
o 2 0

2 Iss O6c 0

Moreover, by definition of the external source term g¢.,:, the second part on the right hand side of
the energy equation (40) can be represented by

£ £

/UTQext dz = / (VTfext + QTmext) dz. (42)
0 0

And if we insert the results (41) and (42) into the energy equation (40), it becomes

1d

s Il = (V7O +975)

£
4
T / (VT fewt + Qmeyy) da. (43)
0

The last result is therefore just another representation of (40), but it allows a physical interpretation
of the derived energy conservation. In fact, equation (43) is a result, Hodges already showed in [20]
using a slightly different approach. According to that, the left hand side of (43) is the temporal
change of total mechanical energy of the beam. As we already suggested earlier in this section,
this means that the abstract energy we defined, is not only a mathematical energy but also gives a
measure of the beam’s actual mechanical energy. The right hand side of (43) on the other hand, is
according to [20] the sum of the work done at the beam’s ends (boundary term on the right hand
side) and the work done along the beam (external sources term on the right hand side).

Thus, what we showed, using mathematical techniques and what Hodges already showed in his
work, is that the total mechanical energy of a modelled beam changes only due to work done at
its ends or along the beam, which is just the physical definition of energy conservation.

2.6.2 Energy Stability
The goal in this section, is to find a bound for the right hand side of the energy equation

¢

1d 1 L
Jullf = ~5u"Mtu] + [ o guredo (44)

2dt 2
0

we derived in the previous section. In the case where the energy can be bounded and cannot
increase at an arbitrary rate, the solution of the problem is called energy stable. In order to find
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such a bound, we have to estimate both, the boundary term and the term that emerges from
external sources, which we do separately.

Estimating the boundary term is usually realized by applying the boundary conditions for u
and then finding a bound for example by completing the square. Before we explicitly insert the
boundary conditions, we would like to mention a result from the literature, namely [34, 35]. Let
us therefore take the general boundary conditions

w4 (0,t) = Row—(0,1) + go(t),
w_(6,t) = Rew (4,t) + ge(t),

for characteristic variables and the matrices Ry and Ry from section 2.5 into account again. Nord-
strom showed in [34] that a sufficient condition to find an appropriate estimation for the boundary
terms regarding characteristic variables is that the matrix

RAR, — A

is negative definite for ¢ = 0, ¢, where we transferred the general results of [34] for initial boundary
value problems to our specific problem. Remember that the diagonal matrices £A were defined
in section 2.4.2 as the blocks, forming the matrix A. From a mathematical point of view, this
is already a result worth mentioning: For the intrinsic beam equation with general boundary
conditions fulfilling this requirement, we can bound the boundary terms and have energy stability
if we assume that we find an appropriate bound for the external sources as well. Nevertheless,
for our application of a clamped beam, we would like to set Ry = Is ¢ and Ry = —Ig . For this
particular choice, the above sufficient condition is not fulfilled, but we have

RiARi —A= 06,6

instead. The statement in [34, 35] for this special case is that energy stability can be obtained
for zero external boundary data, i.e. gg = g¢ = 0g. For non-zero boundary data, there is not a
statement made. That is why we take a detailed look into this case ourselves in the following.
The considerations in [34, 35] are for characteristic variables. The energy equation, we derived,
concerns physical variables, but as v = T'w, we can switch between physical and characteristic
variables equivalently. To be able to apply the argumentation of [34, 35], we will therefore represent
the boundary term in (44) in terms of characteristic variables. In particular, by inserting u = Tw
into the boundary term, we obtain
Lo |f L ror ¢
——u Hu‘ =——w T HTw‘ .
2 0 2 0
The matrix product can be calculated straight forward using the definitions of 7" and II from
section 2.4.2 so that the above term becomes

¢ 1 ¢
T T
—u" | =~z A . 45
u Mu| 1 A (45)

Remember that A can be represented in block form

_ (A Osp
A= on )
and that the vector of characteristic variables can be subdivided into w = (w”,w?)”. Therefore,
the right hand side of (45) can be rewritten, so that we have

14

1
—fuTHu‘O =-1 (—szw_ + wIAw+) ’

¢
.
Evaluating the right hand side at x = 0 and = = ¢ gives

|
—fuTHu‘ = - (wTAw_
o 4

|, — wiAwy |, —wlAw_ |+ szw+|0>.
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We proceed by inserting the boundary conditions for characteristic variables with Ry = I ¢ and
Rg = 716,6:
_1 T ¢ _ 1 _ TA _ _ TA _ TA

u' Iu 0= 1 (9¢ — wy)" Alge w+)’€ w w+|€ w- Aw_

2 ‘ 0

+ (g0 +w_)"Ago + w—)’())

and by gathering terms, we get

¢
—fuTHu‘O = i(g{/\gzu — 29{Aw+|e + ggAgo‘O + 298 Aw_ |0>. (46)

To obtain energy stability, a bound for the right hand side of the last result has to be found.
To the best of our knowledge, there is no literature that makes a general statement about a bound
for this term for non-zero external boundary data. The appearance of mixed terms containing the
external boundary data go and g and the evaluations of wy and w_ makes it difficult to find a
bound because a priori, a statement about their respective sign cannot be made. Neither did we
find an appropriate way of completing the squares or any other procedure to obtain an estimation.
In the argumentation of Nordstrom, this difficulty arises from the circumstance that

RAR; — A = 0g. (47)

At this point, we want to emphasize that neither the authors of [34, 35], nor us do state that
there is no bound for the terms in (46). The argumentation used in [34, 35] can simply not be
used to derive general statements for boundary conditions of linear advection equations with the
property (47). This means that boundary conditions of this type have to be considered individually
from case to case. In the future, there might well be found another argumentation that can be
used to find an estimation for boundary conditions with non-zero external boundary data and the
particular choices of Ry and Ry for the intrinsic beam model.

For zero external boundary data on the other hand, i.e. gy = g¢ = 0g, we get a bound easily
because the right hand side of (46) vanishes in this case and thus, the contribution of the boundary
terms to the energy is zero. The rate of change in the energy then becomes

L

”’U’H% :/UTQeztd$~ (48)
0

1d
2 dt

For zero external forces and moments, the above right hand side is zero. This is the first important
stability result. If we assume zero external boundary data and zero external forces and moments,
the energy of the solution is constant in time. This is also a direct implication of the energy
conservation statement, we derived in the previous section. For the rest of the thesis, if not stated
otherwise, the external boundary data gy and gy is assumed to be zero. Remember that, in order
to transfer the boundary conditions from characteristic variables to physical variables, in section
2.5, go and g, were set to

go=—20""XF Py
ge = 2XF 5| _,

where yo and s; were the velocities and internal forces and moments, we want to prescribe at the
respective boundary to describe the clamped beam. Allowing gg, g¢ = 0g only, means that in terms
of boundary conditions for physical variables, we only allow zero velocities at the clamped end and
zero internal forces and moments at the free swinging end.

Aside from the resulting energy stability for zero external forces and moments, we would like
to show, that even for non-zero external forces and moments, the corresponding term in (48) can
be bounded. At first glance, the handling of this term seems easy, because for bounded external
forces and moments in the sense that ||qest||iz < ¢1, for every point in time, the corresponding
term can be estimated by

¢
/ T et dar < 1 |Juliz, (49)
0
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where we used the Cauchy-Schwarz inequality for the I? inner product. In reality, to find an
estimation for that term is a lot harder because of the body attached variables. As explained
in section 2.1, external forces act on the beam not in a fixed coordinate system, but in a body
attached coordinate system that deforms together with the beam’s deformation. This means that
even a constant external force (as seen from the global coordinate system) does not result in a
constant norm of g.,; but somehow depends on the beam’s deformation and therefore on the time.
Finding an a priori estimation for the norm of g, that does not depend on the time variable is
therefore difficult.

To the best of our knowledge, there is no energy estimation for the solution of the intrinsic
beam equation that considers realistic external forces and moments. Rodriguez et al. for example
neglect external forces and moments in [42, 43, 44]. In this thesis, we will only allow constant
(in time) external forces and moments (as seen from the body attached coordinate system), i.e.
femt(xat) = femt(x) and memt(zvt) = mezt(x)-

Although, these constant external forces and moments can hardly be transferred to realistic
physical applications, we do take this choice instead of neglecting external sources completely
because we are interested in deriving an energy stability statement for the most general case.

With the above assumptions, inequality (49) holds and we would like to trace the [?-norm of
u on the right hand side, back to the energy norm of u. To do so, we use Rayleigh’s min-maz
principle. The theorem and a proof is for example to find in [21, pp. 235f.]. It states that for the
symmetric matrix I'() with minimal eigenvalue fimin () and maximal eigenvalue fimax(2), it holds

2TT(x)2

ZTZ < Hmax (LC)

Hmin ({17) S
for any non-zero vector z € R*2. A direct implication of this is that

1
2Tz <

7ZT Tz
< @) - 1@

for any z € R'2. Due to the positive definiteness of T, its minimal eigenvalue, pmin (), is always
positive so that its reciprocal is well defined. Now, defining ¢y := max,¢[g,¢ !/1min (x), we can follow

¢ ¢
/uTudx < cz/quudx,
0 0

[ulle < Ve [lullp -

Inserting the last result into (49), respective (48), we obtain

which is the same as

1d

2
57 lelle < e flully, (50)
2dt

where c3 := ¢14/c2. The above result is an ordinary differential inequality that can be solved using
the Theorem of Petrovitsch, originating from [38]. We set z(t) = 1 ||u(., t)||1217 which results in

%z(t) < e34/22(¢). (51)

To apply Petrovitsch’s theorem, we first need to find a solution of the following initial value
problem:

(52)

{g‘té(t) = 31/24(t),
20) =5 lluollr,

where wug is the initial condition of the initial boundary value problem, i.e. u(z,0) = ug(x). One
can easily check that the function

£(t) = 5 (luollp + est)?

DN =
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is the solution of the initial value problem (52) and according to Petrovitsch’s theorem, we can
now follow that

z(t) < 2(t) fort >0,
which is equivalent to
2 2
l[u(, O)llp < (luollp + cst)”

That is, the energy can be bounded by the quadratic term on the right hand side. Thus, we
showed that the energy of the solution cannot increase faster than quadratically in time. A direct
implication for the energy norm of the solution is that

[[u Ollp < fluollp + est,

meaning that for constant (in time) and bounded external forces and moments, the energy norm of
the solution increases at maximum linearly in ¢t. That is, under the assumption that the external
boundary data gy and gy is zero and external forces and moments are constant in time and bounded
in terms of their I2-norm, the solution of the intrinsic beam equation is energy stable.

After finding the desired bound and deriving energy stability for the solution of the initial
boundary value problem, we are now able to proceed by discretizing the problem and derive a
similar statement for the approximate solution in the next section.
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3 Discretization

In the course of this section, we will discretize the initial boundary value problem, that resulted from
the considerations in the previous sections. Special attention is thereby paid to the discretization in
space, for which we will use a Discontinuous Galerkin approach. We will derive a weak formulation
of the linear advection equation in capacity form and, afterwards, discretize the solution space
of that weak formulation in space, resulting in a semi discrete formulation that still continuously
depends on the time variable. Furthermore, we will introduce the concept of numerical fluxes and
derive such a numerical flux for the discretization of the intrinsic beam equation. The spatial
discretization is completed by discussing how the boundary conditions can be implemented into
the scheme via the numerical flux.

The semi discretization will be investigated regarding its energy. We will find a definition
of discrete energy of the numerical solution analogous to the energy from section 2. Using this
measure of energy in the discrete context, we will then show that the numerical solution inherits
the energy properties of the exact solution. This means, that we will analogously to the energy
considerations in the previous section, derive statements about both, energy conservation and
energy stability of the numerical solution. The semi discrete formulation will then be formulated
as an ordinary differential equation in time and some remarks on the discretization in time will be
made to complete the section.

3.1 Theoretical Preliminaries

In the following section, the most important theoretical basics are defined, which are needed
for the discretization approach in the subsequent sections. This includes the definition of the
Legendre polynomials, the Legendre-Gaufl-Lobatto quadrature method to approximate integrals,
the definition of the Lagrange polynomials as well as the introduction of an interpolation operator.
Aside from the definition of the interpolation operator, the definitions in this section can also be
found in [18, 24].

We will proceed as follows: first, we will define the Legendre polynomials. On the basis of
this, we will define the Legendre-Gauf3-Lobatto quadrature method whose quadrature points are
the roots of the Legendre polynomials. Afterwards, we define the Lagrange polynomials and an
interpolation operator that is based on the latter polynomials.

The Legendre polynomials are 1?-orthogonal polynomials {P;};—o... n on the interval [—1,1].
For the purpose of this thesis, it is sufficient to define the polynomials by their recursion formula
as done in the following definition.

Definition 1 Let N € N. The Legendre polynomials {P;};=o,.. ~ are defined by the following
TeCUTSION.:

and
J

forj=1,...,N —1.

On the basis of this last definition, we are now able to specify a formula for the Legendre-Gauf3-
Lobatto quadrature.

Definition 2 Let N € N. We define the quadrature nodes {£;};—o,... ., as follows: we set
§o = —1, Ev=+1

and &; as the zeros of the Legendre polynomial Pn_y for j =1,...,N — 1. Further, we define the
quadrature weights {w;}j=o,. N as

2
(N +1)N(Pn(&5))*

forj=0,...,N.

Wy =



3.1 Theoretical Preliminaries 29

For a function z = z(§), the Legendre-Gauf3-Lobatto quadrature formula (or short LGL quadra-
ture) to approximate the integral of z over the interval [—1,1] then reads as follows:

1 N
/ 2€) e~ Y 2(6)w;.
—1 j=0

An integral that is approximated by the LGL quadrature method will for the rest of the thesis also
be denoted by

1

JEGES

—-1,N

)

Note that the defined quadrature is exact for polynomials up to a degree of 2N — 1.

Before we proceed with the discretization, we define another set of polynomials, namely the La-
grange polynomials:

Definition 3 Let N € N and consider the points {{;};=o,...n from Definition 2. The Lagrange
polynomials L; for j =0,...,N are defined defined as the following polynomials:

N
(€-&)
Lj(§) = Tt
i—g;éj &= &)

Lagrange polynomials have the really useful property L;(&;) = 6;; with the Kronecker delta 0;;.

Note, that the N + 1 Lagrange polynomials, as defined above, form a basis for the space of
polynomials of degree N on the interval [—1,1]. Note also, that the points {&;};=o,.  ~ in the
above definition can be replaced by any set of N + 1 disjoint points in [—1, 1], that include the
boundaries +1. However, in the following sections, the Lagrange polynomials will be used just as
they are defined above.

In the following sections, with Py ([—1, 1]), we will denote the space of multivariate polynomials
that map from the interval [—1,1] onto the twelve dimensional space R'2. Given definition 3, we
have that the set

mym=1,.,12 m=1,...,12

ﬁ = {‘Cj }j:O,...JV = {eij}j:Ow)N
forms a basis of Py ([—1,1]), where ey, is the m-th element of the standard basis of R'?. To
complete this section, we define an interpolation operator:

Definition 4 Let N, {{;};=0,...n be defined as before and let z = z(§) be a vector valued or
matriz valued function on [—1,1]. The interpolation operator IV (-) maps every component of z
onto its unique interpolation polynomial of degree N at the interpolation points {{;};=o, .. n. Let
for evample z : [~1,1] — R2 with

2(€) = (21(8), -+ 212(E) "
Then IN(2) € Pn([—1,1]) is defined as
12 N
(IV(2)) (&) = 32 > e L3 (6),
m=1 ;=0

or in the component wise representation
T

N N
(V=) © = | Do Li(©), -, D a"Li(€) |
j=0 j=0
for appropriate coefficients a}' and the Lagrange basis functions L; from definition 3.

With these definitions, we now have the essential mathematical tools to derive a semi discrete
formulation of the intrinsic beam equation in its linear advection formulation from section 2.
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3.2 A Discontinuous Galerkin Approach for Discretization in Space

In this section the semi discrete formulation will be derived. The procedure is guided by [26]. We
will subdivide the domain [0, £] into cells and derive a cell wise weak formulation of the considered
equation, which will then be discretized in space. The starting point for the discretization is the
capacity form of the linear advection equation, we derived in section 2.4.4. It reads

Tup 4 Muy, = Qeqp(u). (53)

As mentioned initially, the considered interval [0, ¢] is subdivided into non overlapping elements or
cells {Cx}k=1... n., defined by

Al‘k Al‘k
2oty

5 C [0,4],

Ck = | Xk —

meaning that for k = 1,..., N, the point xy is the center and Axy is the width of the cell Ck.
Since the solution of equation (53) fulfills the equation on (0, ¢), it fulfills it on every cell Cy and the
equation can be considered cell wise. To save computational operations and memory requirement,
we transform every cell Cy to the same reference element R with

R:=[-1,1].

In particular, for every cell Cy, the transformation is a linear map. A point x € Cy is mapped onto
a point £ = £(x) € R by

2

£(z) = ka

(x — o). (54)

Inversely, a point £ € R is mapped onto a point z = z(§) € Cx by

o(6) = me+ ke,

Using this transformation between the physical cells Cy, and the reference element R, the depen-
dencies of the considered quantities on the space variable x can be interpreted as dependencies on
&, as it holds for example u(x,t)|c, = u(x(§),t)|r for every cell Cx. Thus, equation (53) can also
be transformed from each cell to the reference element. Therefore, the derivatives with respect to
x, that appear in (53) have to be transformed. In particular, we have

Hum = H’LLgf = —Hu5 (55)
for every cell Cy. Inserting the transformation of the derivative with respect to x into equation

(53) and multiplying both sides by A2x/2 afterwards, yields that on every cell Cy, it holds

Az Ax
=5 Ty + g = == Qe (u). (56)

On the basis of equation (56), we now want to derive the weak formulation of the linear advection
equation for each cell C. We start by multiplying the equation by the transposed of an arbitrary
test function o that is smooth on the reference element R and integrating both sides over R:

1 1 1
Az Az
Tk / TFut dé + / QDTHU5 dé — Tk @TQcap(u) dg = 0.
-1 —1 —1

The second summand on the left hand side of the above expression can be integrated by parts.
Additionally, we exploit the symmetry and constancy of the matrix II, which results in

1

1 1 1
Az T T Ay T T
— [ ¢ Twdd— [ (Hp)eud — —= [ ¢ Qeap(u)df = —¢" f| (57)
>/ / | 1

-1
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with the flux function f(u) = ITu. The test function ¢ was left arbitrary, so that (57) holds for
every test function that is smooth in R.

The goal is now, to discretize the cell wise weak formulation of the intrinsic beam equation with
respect to the spatial variable x, respectively £. Hence, we have to specify a finite dimensional
function space from which we choose a numerical solution to approximate the exact solution of the
problem. Likewise, the space of test functions has to be discretized and therefore restricted to a
finite dimensional space of test functions. We will approximate both, the local solution in the cells
and the test functions, by polynomials of degree N,.

Because the polynomials of adjacent cells do not have to coincide, the numerical solution is
a piecewise polynomial in a global point of view, i.e. on [0,£]. Thus, the discrete space of test
functions and the global discrete solution space can be specified as

VN, = {W € L2([0,£]) ‘ Wle, € PNP(Ck)}~

Consequently, there usually occur discontinuities in the numerical solution at the interfaces between
the cells. This special property of the discretization approach results in its name Discontinuous
Galerkin Approach. The global numerical solution and the test functions from the discrete set
of test functions are denoted by U, ¢ € Vy,, respectively. For the local numerical solution in a
specific cell Cy, we write U®) = U|s, . Moreover, whenever we write U® (¢,1), in the following
we mean U® (x(¢),t) with 2(¢) € Cy. Formally, U is the interpolation polynomial of the exact
solution w in the cell Cx. As interpolation points we choose the N, + 1 LGL points {¢; }jzow,Np
on R = [—1,1] (cf. definition 2). Using the basis £ of the polynomial space Py, we defined in the
previous section, the numerical solution in the cell Cy can therefore be specified as

12 Np

U(k) f t Zza (k) Em f)

m=1 5=0

for appropriate coefficients a;-n’(k) depending on the time variable. A more detailed look into these
coefficients and how they can be determined will be given in section 3.6.

When we want to approximate equation (57) with the discretized quantities we defined above,
the discontinuities at the interfaces have to be minded especially regarding the right hand side
of the equation. There, the evaluations of the flux function f(u) = Iu at the cell boundaries
have to be approximated. The cell boundaries are just the points, where the numerical solution is
discontinuous and therefore not unambiguously defined. The idea of the Discontinuous Galerkin
approach is now to approximate these evaluations by a so called numerical flur function F*. This
idea comes from the Finite Volume Methods, which can be interpreted as Discontinuous Galerkin
methods with N, = 0. A more detailed look into the ideas of the numerical flux is given in section
3.3. For now we just take it as an abstract concept and assume that F* is an approximation of the
flux function at the cell boundaries.

Summarizing the considerations on the discretization of the function spaces and on the numer-
ical flux, we can specify an approximation of equation (57):

AlL’k

1
- / oTTUM de — / )T UM de + A;” £ / 0T Qeap(UM) d¢ = —¢TF* 11. (58)

-1 -1

Further, we approximate the matrix I' and the source term Qqp,(U (k)) using the interpolating
operator, we defined in definition 4 and denote the approximations by

P09 = 1Y (T, )
Q) = 1" (Quun(U))

Another approximation of equation (58) is therefore given by

1
1
B [ grrwp g - / ()70 dg + 25 / FQhac= T . (59)

—1 -1
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To obtain a formulation that is fully discrete with regard to the space variable, we need to
replace the integrals in (59) by a numerical quadrature. In particular, we use the Legendre-
GauB-Lobatto quadrature method with nodes {&;},—0,...,.n, and weights {w;};-0,... N, as defined
in definition 2. Note that the quadrature nodes {§j }jzo,wNp coincide with the interpolation nodes
of the operator IV». This accordance is called co-location of quadrature and interpolation nodes,
and we will see later that it leads to a very efficient method and brings some other advantages
with it. The approximation of (59) with the integrals replaced by LGL quadratures reads

.....

1 1 1
Ax A$ *1
S [ eruPac- [ metuwacs S [ Tl a— ot (o)

—1,N, —1,N, —1,N,

Let us, on the basis of the LGL quadrature, define a discrete inner product and the discrete norm
that is induced by this inner product. Therefore, consider two polynomials W, Z € Py, ([-1,1]).
The discrete inner product is defined by

1
(W, Z) = / W'z de.
—1,N,

The norm that is induced by that inner product will be denoted by

1/2

W, = (W, W) .

It is the discrete analogue to the [?-norm. The semi discrete approximation of the weak formulation
(60) of the intrinsic beam equation on the cell Cy finally reads:

A:Ck A:Ck

(k)
2 <¢’F(k)Ut >N 2

1
= (,QU)y, = —0"F"| . (61)

(g, U(k)>Np )

Remark 2 Note that even though we formally approximate T' and Qcap(U(k)) by their respective
interpolant, in the context of the LGL quadrature, T'%) can be replaced by T'. The same holds for
Qcap and its interpolant. This is because of the co-location of interpolation nodes and quadrature
nodes that has the effect that evaluations only take place at interpolation nodes, where the interpo-
lation is exact. In the following, we will therefore write I and QCQP(U(k)) instead of T and QQ;;,
in the context of discrete scalar products and norms.

3.3 The Numerical Flux

In the following section, we want to give an overview about the principle idea that underlies the
approximations of the surface flux, i.e. the evaluation of the flux function at the cell boundaries, by
a numerical flux and, subsequently, specify the numerical flux that is used in the rest of this thesis.
The part regarding the overview about the idea behind the numerical flux and the associated
Riemann Problems is guided by [31, 50] while the choice of the numerical flux is inspired by [26].

To appropriately define the numerical flux later in this section, we will need some new notations,
that are also guided by [26]. We start by introducing the notation for the absolute value of a
diagonal matrix. Let therefore D be an arbitrary real diagonal matrix. Then its absolute value
|D| is determined by taking the absolute value of every diagonal entry, i.e.

‘D‘ = diag(|d11|a |d22|7 e ')7

where d;; are the diagonal entries of D. Furthermore, we define the matrices D, and D_ as follows:

1
Dy = §(D + (D),
1

D_:= (D~ D).

This results in Dy containing the positive entries of D on its diagonal and negative ones being
replaced by zero. Likewise, D_ contains the negative values of D and the positive ones are replaced
by zero. Consequently, we have

D=D,+D_,
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which can also be checked easily using the definition of Dy and D_.

These definitions can be extended to non diagonal but diagonalizable matrices. In particular, let
A be a real matrix that is diagonalized by a transformation with T and let D be the corresponding
diagonal matrix containing the eigenvalues of A. Then by \A|, we denote the matrix

|A| :=T7|D|T,

which can be interpreted as the matrix that results from replacing all eigenvalues of A by their
absolute value. The matrices A} and A_ can then be defined analogously to the diagonal case,
meaning

>

1
Ay = S(A+14),
o 1 . ~
A= (A 1A)
Note that the relations
A—A,+A
Ai = TﬁlDiT

hold.

Having completed these preparatory considerations, we can now come to the actual derivation
of the numerical flux. As mentioned in the discretization procedure in the previous section, for a
numerical solution that is discontinuous at the cell boundaries, the evaluation of the flux function
f at these points is not defined. Hence, an appropriate approximation is needed in order to realize
the discretization scheme as it was introduced in section 3.2. The numerical flux is used to obtain
such an approximation. Similar to Finite Volume Methods, the idea is to interpret the two values
at each side of an interface as initial condition of a local Riemann Problem. This idea goes back
to Godunov [16].

A Riemann problem is an initial value problem with an initial condition that has a jump at
one point. Since the derived partial differential equation holds in every cell, and the numerical
solution usually jumps at an interface, in the form we defined it in the previous section, there
emerges a local Riemann problem at every interface. To be precise, we have to distinguish between
Riemann problems and generalized Riemann problems. The former consider initial conditions that
are constant apart from the jump, while the latter also consider non-constant initial conditions with
a jump. Because the numerical solution is non-constant in the cells, the local Riemann problems
that emerge at the interfaces are generalized Riemann problems. Nevertheless, in the following we
refer to them simply as Riemann problems.

Thus, to approximate the flux value at the interfaces, the local Riemann problem can be solved
numerically to insert the solution into the flux function afterwards. This is why the numerical
flux is often called Riemann Solver or more precisely approzimate Riemann Solver. Theoretical
considerations on how a Riemann problem can be solved (numerically) are for example given in
[50]. In this thesis we will not look into the details on solving the Riemann problem itself but limit
ourselves to specifying a widely used Riemann solver as numerical flux.

Therefore, we introduce another notation. Let us consider one arbitrary but fixed interface
between the cells Cyx and Cy4q for some k € {1,..., N, — 1}. Then the numerical solution’s value
at this interface is U (¢ = 1) as seen from the cell C, and U+ (¢ = —1) as seen from the cell
Cx+1 (omitting the dependency on the time). As long as we are operating at one fixed interface,
in the following we will denote the value of the numerical solution left, respectively right to the
interface as

U :=U® (¢ =1),

Ug :=U® (¢ =-1).
The evaluation of a function at the respective interface is furthermore denoted by the superscript
(-)*, meaning that we write for instance A* for the evaluation of A at the interface. This notation

will only be used for smooth functions, so that the value at the interface is always well defined. A
simplified illustration of the definition of Uy, Ur and A* is given in figure 2.
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vy = Uy Up = UK(=1)

U(k+1)

Ck Ck+ 1

Interface

Figure 2: Simplified illustration of the definition of Uy, and Ug. Here, for illustration purposes, U
is an one dimensional quantity whereas the actual U is twelve dimensional. The matrix A* is the
evaluation of A at the interface between Cy and Cy1.

Although we are guided by [26] in choosing the numerical flux, we have to slightly adjust the
numerical flux that is chosen there. The reason for this is, that in this thesis, we discretize the ca-
pacity form of the advection equation while in [26] the advection form! is discretized. Nevertheless,
the procedures can be adapted.

In [26], Gassner and Kopriva choose the so called Laz-Friedrichs Fluz that originates from Lax’s
work [30] in 1954 and is still a widely used numerical flux for Discontinuous Galerkin discretization
methods (cf. for example [8, 11, 14, 18, 26]). The discretized problem in [26] is the advection
form® of a linear hyperbolic balance law with a symmetric advection matrix and a linear source
term. Apart from the source term, the intrinsic beam equation for characteristic variables derived
in section 2.4.3, is such an equation. For this formulation, we can thus specify the Lax-Friedrichs
flux analogously to [26]. Adapted to our notation, it reads

* 1 * g «
F (WL,WR) = §A (WL + WR) — §‘A |(WR — WL),

where ¢ > 0 is a so called upwind parameter and Wy and Wg are the values of the numerical
solution at the respective interface when discretizing the formulation for characteristic variables.
For ¢ = 0 the flux is also called central fluz as it computes the average of the flux for the two
states left and right to an interface. For 0 = 1 on the other hand, we have

H:*(WL, WR) = A:_WL + A*_WR,

meaning that in this case, only values from the left that are associated with positive characteristic
speeds and only values from the right that are associated with negative characteristic speeds, are
taken into account. The numerical flux resulting from o = 1 is therefore called upwind fluz.

In [26] it is shown that the Discontinuous Galerkin discretization for the problem, considered
there, is energy stable using the Lax-Friedrichs flux with o > 0. After deriving this energy stable
numerical flux for the symmetric system, Gassner and Kopriva also show that it can be transferred
to a non symmetric system if the corresponding advection matrix is symmetrizable. This is done
by transforming the numerical flux function just in the inverse way, the non symmetric system
is transformed into the equivalent symmetric system (remember that the advection matrix was
assumed to be symmetrizable).

The symmetrization process in [26] is the same as the diagonalization process in this thesis in
section 2.4.3. There, we found a transformation matrix 7', that diagonalizes (symmetrizes) the
advection matrix, inserted © = Tw into the non diagonal (non symmetric) system and multiplied
both sides of the equation by T~!. Applying the inverse transformation to the above Lax-Friedrich
flux for the diagonal (symmetric) system, means inserting Wy = (T~!)*Uy respectively Wgr =

L Actually a split form, i.e. a weighted average of the advection form and the conservation form is discretized in
[26]. Nevertheless, the weight can be chosen in such a way that only the advection form is used.
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(T=1)*Ugr and multiplying by T* from the left. In particular, this yields

F*(Up,Ug) == T*F*((TY)*Up, (T")*Ug)

= S(TAT )" (U + Ug) — 2 (T|AIT )" (Ug — U)

1
AT (UL +Up) = SIAI"(Ur = Us).

Eventually, in [26] it is shown that the discretization scheme for the non symmetric system and
the transformed numerical flux F* is still energy stable.

Up to this point the proceedings are completely analogue to the ones in [26]. The additional
step is now to transform the numerical flux for the non symmetric system in advection form
to a numerical flux for the discretization of the system in capacity form. Just as in the first
transformation, the same steps that are done to transfer the system from the advection form to
the capacity form are done to the numerical flux. In particular this is the multiplication by the
matrix I'* from the left, meaning that we set

F* (U, Ug) :=T*F*(Uy, Ug)
1
= ST A" (UL + Ur) = ST |A" (Ur = Us)

:gmm+w> (T|A)*(Ur — Uy).

o
2
Note that F*(U,U) = IIU = f(U), so that the numerical flux is consistent, which is the minimum
requirement to a numerical flux. In section 3.5.2, we will show that the discretization scheme from
the last section together with the above numerical flux leads to an energy stable numerical solution.
Analogous to the considerations on the upwind parameter in the numerical flux for the system

for characteristic variables, earlier in this section, we refer to the numerical flux F* with o = 0, i.e.

1
F(UL,Ug) = §H(UL +Ugr)
as central flux while the numerical flux that results from choosing o = 1, i.e.
" 1 1 .
F(UL,Ug) = §H(UL +Ugr) — §(F|A|) (Ur —UL),

will be called upwind flux. Another representation of the upwind flux is obtained by inserting
IT = (TA)* again and gathering terms. In particular, the upwind flux can be written as

F*(UL,Ur) = (TA4)"UL + (A_)"Ug.

While the numerical results in section 4 will be computed by using either of these two special
cases, for the theoretical considerations that follow, we will leave o as a parameter. The only
limitation we set ourselves is that at the boundaries, we always set ¢ = 1, i.e. take the upwind
flux. This is analogue to the literature, e.g. [26].

The treatment of the boundaries is not only special with regard to the upwind parameter but
also because the cells adjacent to the boundaries do not have two neighbours like the inner cells
do. More precisely, the first cell does not have a left neighbour cell, whereas the last cell does
not have a right neighbour cell. Nevertheless, the numerical flux does need a value from the left
and from the right at the boundaries. The implementation of the boundary conditions into the
discretization scheme will be discussed in the next section.

To complete this section, we introduce another notation, that emerges from the notation in the
previous section. The right hand side of the semi discrete formulation, we derived there, reads
1

_¢T.:Tr*

)

1

which is always in the context of a cell Cx. The evaluations of F* at £ = 41 have therefore to
be interpreted as the evaluations of the numerical flux function at the respective interface. In
particular, at £ = —1, we have

F|_ =7 (U“H)(l), U<k>(—1)) (62)
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as in the notation Uy, and Ug, at this particular interface, it holds

Uy, =U%D(1),
Ur = UM (-1).

At £ = +1 on the other hand, the evaluation has to be interpreted as
5|, =9 (U0(1), 04 (1)) (63)
because Uy, and Ug at this interface are defined as

U, =U%(1),
Ur = UMD (1),

3.4 Implementation of Boundary Conditions

In this section, we will discuss how the boundary conditions for the intrinsic beam model, we derived
in section 2.5, can be implemented into the discretization approach. Therefore, the procedures in
[18, 31, 50] for dealing with the boundary conditions are adapted.

In Discontinuous Galerkin discretizations, boundary conditions are typically implemented, us-
ing the numerical flux. This means that we will not set the coefficients of the numerical solution
directly and reduce the degrees of freedom so that the boundary conditions are fulfilled exactly.
Instead, we will define an outer value at the boundaries according to the boundary conditions, that
can then be used to evaluate the numerical flux at the boundaries. This approach is also called
weak tmposition of boundary conditions.

The idea can be described as follows: At each interface (respectively boundary) the numerical
flux we defined in the previous subsection, depends on a value from the left adjoined cell and from
the right adjoined cell. At the boundaries, one of the values is not naturally given as for example
the first cell C'; does not have a neighbour to its left. Hence, the value on the respective outside
of the domain, that is inserted into the numerical flux has to be set according to the boundary
conditions. This procedure can be illustrated by introducing two fictitious cells Cy and Cn_ 41 that
are attached to the domain [0, ¢], as it is illustrated in figure 3.

| C1 | & | | Cn.—1 | Chy, |

Figure 3: Illustration of the fictitious cells Cy and C, 41 outside the interval [0, ¢] inspired by Fig.
7.1. in [31].

The boundaries can now be interpreted as interfaces between the cells Cy and Cy or Cy, and
Cn,.+1, respectively. At the left boundary, i.e. z = 0, to evaluate the numerical flux we need the
value Up = UM (—1). Furthermore, a value, Uy, from the left cell of the interface, namely the
fictitious cell Cy is needed. This is the value we need to set according to the boundary condition
at « = 0. Analogously, at the right boundary, i.e. at = ¢ an inner value Uy, = U™<)(1) and an
outer value, Ug, from the fictitious cell Cy, 41 is needed. The latter one is the one we have to set
according to the boundary condition at x = /.

We have to set the outer values to be consistent on the one hand, meaning that if the numerical
solution converges, the boundary values converge to the specified boundary values from section
2.5. On the other hand, the resulting boundary terms, i.e. the evaluation of the numerical flux at
the boundaries must have a dissipative effect on the discrete energy. In this section we will focus
on deriving consistent outer values. When deriving a discrete energy estimation for the numerical
solution in section 3.5.2, we will then go into detail regarding the dissipative effect of the resulting
boundary terms.

Although by assumption, the external boundary data yy and s, is zero, we will derive the
discrete boundary conditions for the general case of non-zero boundary data and will then reduce
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this general case to zero boundary data. Recall, that the boundary conditions for physical variables

in general were derived as
o= (), “0=(n).

To have a consistent notation, we adopt the subdivision of the exact solution u into s and y for
the numerical solution. In particular, we set

W [ S®
Uk _ (Wﬂ .

To impose the boundary conditions at z = 0, we set the outer value Uy, in the fictitious cell Cy as
follows:

-1/ pT A—1 —1/2\% _
Uy = <SR + (F XTATXF ) (YR yO)) , (64)

Yo

where we take on the notation of the previous section, meaning that (-)* indicates the evaluation
at the considered interface, which is the boundary z = 0 in this case. Note, that if we replace
Sk by s(0) and Yi by y(0), this term already appeared in the derivation of the original boundary
conditions in section 2.5 (cf. (30)). To ease the notation, we recall the definition of the matrix
U = F~'/2M~'F~'”2 from section 2.4.2 and especially the fact that it is diagonalized by the
orthogonal matrix &', as

U =xTA%x

holds. Because ¥ was shown to be positive definite, it has a square root. In particular, this square
root can be specified as

U2 = xTAX,
which can be checked easily by multiplying U'/? by itself. Moreover, the inverse of ¥'/2 is given by
= xTA L,
which can also be checked easily. Using these considerations on the matrix ¥, the vector Uy, in

(64) can be written as

Uy, = (SR + (F_l/Q\I/_l/;F_l/z)*(YR — yo)) '
0

This choice of the outer value at the left boundary is consistent because, as the numerical solution
converges to the exact solution of the problem, we have Sp = s(0) and Yr = y(0) = yo and, thus

- ()

which is just the boundary condition, we derived in section 2.5 for the boundary x = 0. Note that
for yg = Og, this reduces to
_ (500)
U, = ( o ) .

Analogously, to impose the boundary conditions at the boundary where x = ¢, we set the outer
value at this boundary, Ug, i.e. the value in the fictitious cell Cny 11, as

Ug = o
B=\y — (FPXTAXF'2)* (S — s0))

By using the considerations on the matrix ¥ and its square root, Ur can be represented by

_ St
Ur = (YL _ (F1/2\I/1/2F1/2)*(SL 7 5()) . (65)
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This choice for the outer value at the right boundary is also consistent. For a converging numerical
solution, we have Sp, = s(¢) = s and Y, = y(¢), which if we insert it into (65), results in

Un = (y?§)> '

This is again just the boundary condition for the original problem at x = ¢. For the special case
s¢ = Og, the outer state Ur reduces to
06
Ur = .
f <y(€)>

After deriving a possibility to impose the boundary conditions by using the numerical flux,
with consistent choices of the outer values in the respective fictitious cells Cy and Cn, 41, we have
now everything that is needed to analyze the discrete energy of the numerical solution. This will
also include the verification that the boundary conditions, in the way we implemented them into
the scheme, have a dissipative effect.

3.5 Discrete Energy Considerations

After deriving the semi discrete formulation of the equation, choosing a numerical flux and im-
plementing the boundary conditions into the discretization scheme in the previous sections, we
are now able to analyze the discrete energy of the numerical solution. We will proceed mostly
analogous to the considerations on the energy of the solution of the continuous problem. In the
first part of the section we will therefore derive a statement about energy conservation for the
discrete solution. Afterwards, we will use the assumptions, we made to obtain energy stability in
the continuous case, to derive an analogous statement about discrete energy stability.

3.5.1 Discrete Energy Conservation

Analogous to the considerations in the continuous case we define the discrete inner product of two
polynomials W, Z within the cell Cy as

1
W, Z)n,r =W, TZ)n, = / wirzd¢

—1,N,

and the induced discrete energy norm
1 /-
W, o= (W, W)

In the following, we will analyze the energy cell wise and therefore consider an arbitrary fixed cell
Cx. The superscript (k) is omitted for a better readability and we will write U = U®) for example.
The semi discrete formulation of the intrinsic beam equation in the considered cell then reads

A:I?k Amk
2 2

1

(6.TU)y, — (e, U) 5 (6, QeaplU)) 5, = —47F" (66)

1

Equation (66) holds for every test function ¢ in the discrete space of test functions Vy,, which
especially includes ¢ = U. We can therefore insert ¢ = U into equation (66) to obtain

ALL‘k 1

2

. Al‘k

(v, - (0, 2

(U,Qeap(U))y, = ~UTF" (67)

-1

Analogous to the continuous energy analysis, the first term on the above left hand side can be
represented in terms of the discrete energy of U:

1 1
d

TU dé = - —
/U Updg = 5

1,N, —1,N,

1

d
| uTruds= 3 LR, - (68)

<U’FUt>N 2

P

DO =
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Furthermore we take advantage of the so called summation by parts (SBP) property of the LGL
quadrature [25, 26]. It mimics integration by parts in the discrete context. Hence, the second
summand in (67) can be written as

—(TIU, U, = —UTHU’ (U, Ue) (69)
Remember that II is symmetric, which especially implicates that
(10, e}y, = (MUe.U)
Thus, equation (69) can be equivalently transformed to
1+ 1
~(We,U) y, = —3U HU‘_

Inserting the representation of the first summand by the discrete energy, (68), and the discrete
integration by parts for the second summand, (69), into (67) and rearranging terms yields

Az . 1 !
T&H ”?Vp,l“ k<U Qcap( )>Np N <UT3. B QUTHU) ’ (70)

-1

which is an equation that describes the change of the discrete energy of the numerical solution in
one cell. Analogous to the continuous case, we will now show that the term, emerging from the
source term ()cqp, vanishes right down to external sources. The quadrature for this term reads

<U Qcap Z U Qcap

Note that the above sum actually contains the evaluations of the interpolant of Q.qp(U) but they
are the same as the evaluations of the exact Q.qp(U) at the interpolation nodes (cf. remark 2). In
section 2.6, we showed that for any z € R'2, it holds

ZTQcap(Z) = ZTqEZL’t'

An implication of this is that especially

= Uquxt

J

U" Qeap(U) )

&5

for all j € {0,..., N} and therefore
<U, Qcap(U)>Np = <U7 Qezt>Np

holds. Thus, equation (70) reduces to

A:ck d !

4 dt

Ax 1
Ny = 22U, gese) , <UT5—”*2UTHU> (71)

-1

This is the cell wise and discrete analogue to the energy conservation statement, we derived in
section 2.6.1 for the solution of the continuous problem. It states that energy in each cell only
changes through the cell boundaries or due to the presence of external forces and moments, acting
on the beam within the cell. In the next section the discrete energy considerations are extended
to the global domain [0, £], and a statement about discrete energy stability is derived.

3.5.2 Discrete Energy Stability

In the following section we want to derive energy stability for the numerical solution in the discrete
energy norm. To obtain a result that is analogous to the considerations in the continuous case, we
assume the external sources to be constant in time and bounded in the I?-norm. Furthermore, we
consider zero external boundary data only.
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The discrete energy conservation statement (71) from the previous section reads

Az d !

4 At

Axk

U
SIOR, 0 =22

; (72)

-1

1
k k)\T g k)\T k
<U( )7Qe1‘t>Np - <(U( )) ¥ - i(U( )) HU( ))

where we added the superscript (k) again to stress that the above equation holds within one cell.
This means that each cell has a contribution to the total discrete energy on the interval [0, ¢] of
the form (72). Consequently, we have to sum up the contributions of each cell in order to measure
the total discrete energy. The summation reads

1dNA (k) Az (k) (kT* UNT (k)
5327”(] 1%, F_Z 5 (UY, geat) Z (US)"F ( ) U

k=1 k=1 —1
(73)

1

We define the total discrete energy norm of the global numerical solution U as

1/2
AIk
HU”Np,F = (Z HU(k)HN r) :

k=1

Consequently, the total discrete energy of the global numerical solution is defined as

Al‘k
U, r = Z IR, -
k=1

so that (73) can be interpreted as

1

1d SWUl = 2%<U(k) Gert) y — i (U T g E(U(k))THU(k)
24t Nel 2 THest/N, 2

k=1 k=1

(74)

Before we analyze the total discrete energy, we take a more detailed look at the term

NC

3 <(U<k>)T3~* _ ;(U(k))THU(k))

k=1

1 (75)

—1

that occurs on the right hand side of (74). Note that the evaluation of the k-th summand at
& = +1 refers to the interface between the cells C and Cyy; and so does the evaluation of the
(k + 1)-st summand at £ = —1. The evaluations of the numerical flux in these summands are
therefore equal (cf. definition of the evaluations of F* at the interfaces in (62), (63)). This means
that, if we arrange the sum in such a way that summands referring to the same interface follow
each other, terms of the following form result:

(U<k)(1) _ U(k“)(—l))T?*(UL, Un)
(76)
— 5 (W) o) — @& ) It 1))

where Uy, Up represent the values of the numerical solution left and right to the respective interface.
To ease the notation, we define the jump of the solution at the interface between the cells C and
Cy41 as

[U“ﬂ = U0(1) — U+ (1),

As long as it is clear, which interface we refer to, in the notation of section 3.3 this can also be
written as

[U@‘)} — U, — Ug.

This notation can analogously be transferred to [(U®)TTIIU®]. The terms in (76) can then be
written as

[U(k)] F*(Up,Ug) — = [(U(k))THU(k)
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If we sum these terms up over all k = 1,..., N, — 1, every summand from (75) can be found in the
resulting sum except the two terms

1
by = — <(U(1))T9’* — 2(U(U)THU(U)

—1

1
bp = ((U(Nc))Tg'* _ 2(U(Nc))THU(Nc))

)

1

which refer to the boundaries. In particular, by, refers to the left boundary and bg to the right
one. Putting everything together, the sum (75) can be represented by

N 1 1
Z ((U(k))T:}r* _ Q(U(k))THU(k))
k=1

N.—1
1

; ([U(k)}T?*(UL, Ur) - 3 {(U“‘))THU@*)D by, + by

-1

This is now inserted into equation (72), so that the change of total discrete energy becomes

1d

—_ 2 —_

S0, - =
e A ! T 1
> (U9 te)y = D ([U(k)] 5 (UL, Un) - 5 (U(k))THU(k)D — by, — bg.
k=1 k=1

(77)

The above right hand side can be interpreted as follows: The first sum is the contribution of the
external source term to the discrete energy, the second sum represents the energy contribution at
the interfaces between the cells within the domain (0, ¢) and the last two terms, namely by and
br are the contribution of the boundary terms to the total discrete energy. Every change in total
discrete energy can be traced back to one of these terms. Similar to the continuous case, to obtain
energy stability, we consider the right hand side of (77) term by term and try to find a bound for
each, which we do in the following paragraphs.

Contribution of the interface terms First, we consider the contribution of the interface terms.
In particular, we start with the term

[U(k)}T T (UL, Ur)

for a fixed k. According to the definition of the general numerical flux with upwind parameter o,
this can be expressed as

[0®]" 9 (U2, Un) = L (U~ Un) " T(Us + Un) ~ 2 (U~ U) "(DJAI)* (Un — Us),

o

2
where we use the notation Uy, = U® (1) and Ug = UK+ (~1) again. Now, out multiplying the
brackets in the first summand while using the symmetry of IT and changing the sign of the second
summand by switching Uy, and Ug in the last brackets yields

r 1
(U®]" 5 (UL, UR) = SULIUL = URTWR + (U = Ur)" (T|A])* (UL, — Ug).

The notation for the jump at an interface, [-], that we defined earlier in this section can be used
to represented the last result by

[U(k)]TS*(UL,UR) - % (@) ®)] +2 [U(k)r (rjap* [u®].

The contribution of one interface, i.e. the k-th summand of the corresponding sum in (77), is
therefore

[U(k)]Tﬁ"*(UL,UR) - % [(U(k))THU(k)} - % [U(k)r (D] A])* [U(k)] .
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The matrix I'|A| can be determined in terms of 6 x 6 blocks, which is done in detail in Appendix

A.2. The result of this is
F'/2Q' R/ 066
LAl = ( 06.6 F-2p— 1/2F 1/2) :

Remember that F*'/2 and W*'/2 are positive definite (cf. section 2.4.2) and, thus, the diagonal
blocks of T'|A|, are positive definite, which can be checked easily and is also shown Appendix A.2.
This holds for the evaluation of F=/2U+/2F+'/2 at any 2. This means, that especially (T'|A])*
is positive definite at every interface. Moreover, by definition ¢ > 0, so every summand of the
interface contribution is non negative:

% [U(k>]T(p\A|)* [UU*)} > 0. (78)

Inserting this into the total contribution of the interfaces in (77) yields

Ne.—1

- w]" g 0oyt
;<[U | 7 wrvR) - 5 [0 Dgo.

The change of total discrete energy (77) can, thus, be updated by bounding the interface terms by
zero, so that it becomes

N.

s 1w, rSkZAQ (U™, geae) , — e~ br (79)
That is, while on a local basis, i.e. in the cells, the energy conservation still holds in the discrete
context, on a global basis, we have additional numerical dissipation at the interfaces. The amount
of numerical dissipation, (78), depends on the choice of the numerical flux. The bigger the upwind
parameter ¢ is chosen, the more numerical dissipation is generated at the interfaces. Note that
for the central flux, i.e. o = 0, the left hand side of (78) is exactly zero, which is why in this
specific case, no numerical dissipation at the interfaces is generated and the inequality (79) actually
becomes an equality.

Contribution of the boundary terms For the estimation of the contribution of the discrete
boundary terms b;, and bgr, we start with the term by, referring to the left boundary. Note that
this term occurs as —by, in (79), which is why we actually consider —by,. In the course of this, we
use the notation Uy, Ug from section 3.4 again. More precisely, Uy, will denote the outer value in
the fictitious cell Cy, given by the discrete boundary conditions and Ugr = U (1)(71). By definition,
—br, can then be written as

1
—by, = U} (?*(UL,UR) - 2HUR> .

As mentioned in section 3.3, at the boundaries of the domain, we always use the upwind flux with
the upwind parameter 0 = 1. By inserting the definition of the upwind flux, we obtain

1
by, = U} ((FA+)*UL +(TA_)*Ug — 2HUR> .

The matrices 'A; and I'A_ can be determined in terms of 6 x 6 blocks. In particular, they read

F'/2Q' R/ ~Isg
FA+ o 5 < _1676 F_1/2\11_1/2F_1/2) ’
(80)
1 (—F'2Q'E —TIs6
F-=3 ( —lsg —F_l/z‘l’_th_l/z) .

The derivation of the matrices can be read up in detail in Appendix A.1. Using this result and

inserting the inner value
_ (SR
=)
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as well as the outer value

UL = <SR + <F-1/2%-‘/2F-1/2>*YR>
6

into the boundary term —by, finally yields
—by, = —YE(F20 PRy vy, (81)
or in the global notation

—by, = 7(Y(l))TF*1/2¢*1/2F*1/2y(1) -
=1

A detailed derivation of the above right hand side is also given in Appendix A.1. The matrix
F~'/2¢~'/2F~'/ is already known from the previous paragraph. There, it was mentioned that at
any z, the matrix is positive definite, so especially at = 0, which is why the expression on the
right hand side of (81) is at maximum zero and we have

—br, <0.

The term bg, referring to the right boundary, can be treated analogously. In (79) it appears
with a negative sign as well, which is why we consider —bg. First, we use again the notation Uy,
and Ug to represent —bp as

1
M%UE<GA+VUL+GAYUR2HWh>,

where we already inserted the definition of the upwind numerical flux. The matrices I'A; and
T'A_ are given in (80) and additionally inserting the inner value

S
v =(3)

as well as the outer value for the right boundary,

Ur= < 1 061 12\ ) ;
Y, — (FRU'RR2) S,
yields
—bg = =S| (F'PUPF/)* Sy,
or in the global notation

—bp = — (S(Nu))TF1/2\I;1/2F1/25(N0) )
e=1

The detailed derivation of the last result can also be read up in Appendix A.1. With the same

argumentation as above, the matrix (F1/2\I/1/2F1/2)* is positive definite, which leads to the bound

—bg < 0.

Hence, both boundary terms, or more precisely their negatives in (79) can be bounded by zero,
which we use to bound the change of total discrete energy by

Ne

1d A.l?k
5&”[]”?\’” < Z T<U(k)7q€wt>zvp' (82)
k=1

Recall, that when we derived the outer states in the fictitious cells in section 3.4 to implement the
boundary conditions, we required that they are consistent on the one hand and have a dissipative
effect on the energy on the other hand. While the consistence property was shown immediately,
the proof of the dissipation effect was postponed to this section. In fact, this second property has
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now been shown by showing that the boundary terms —b; and —bg that appear in the discrete
energy estimation, can be bounded by zero.

The inequality (82) implicates that for zero external forces and moments, we have that the total
discrete energy of the numerical solution is decreasing in time. This statement will be validated
by numerical experiments in section 4.3.

Moreover, inequality (82) is the discrete analogue to the energy equation (49) in the continuous
energy analysis. There, we had an actual equality of the time derivative of the energy and the
contribution of the external source term. Here, the inequality results because of the numerical
dissipation at the interfaces and at the boundaries. While in the previous paragraph, we showed
that the numerical dissipation at the interfaces can be controlled by the choice of the upwind
parameter o, the boundary terms are in general negative, meaning that at the boundaries, there is
always numerical dissipation generated. However, with the determination of the boundary terms
in this paragraph, the amount of numerical dissipation at the boundaries can be specified.

Contribution of external sources We proceed now by estimating the right hand side of (82).
Most parts are analogue to the considerations on the contribution of the external source term
in the continuous energy analysis in section 2.6.2. We will use the same theorems but have to
slightly adjust the constants that were used to bound the contribution. We start by applying the
Cauchy-Schwarz inequality to the discrete inner product (-, -) v, to obtain

N

N,
Al‘k S Az
kilT aQEa:t N, < I;THU(I{)HN;)HQGxtHNP'

Remember that the external sources were assumed to be constant in time and that |gest||n, =
[ T%% (geat)|I N, can be bounded by a constant in every cell. If we further take the maximum of all
these bounds in the cells and denote it by ¢;, we can estimate the above term by

Ne Ax Ne Ax

k N k
Y 5 U gea)y, <) =10, (83)
k=1 k=1

Similar to the continuous energy analysis, we would like to trace back the discrete Np-norm of U (k)
to the discrete energy norm. This is realized by applying Rayleigh’s min-max principle again. In
particular, by definition of the discrete N,-norm, we have

||U(k)H2 Zw U

51'.

Every summand can be estimated by Raleigh’s min-max principle, similar to section 2.6.2, as

<1 (gyrpyoo

INT 7(k)
( ) & Mmin(gj)

holds for the minimal eigenvalue fimin(§;) of I'(&;). Now defining ¢» := max;—o,... N, }/umin(&;) lets
us estimate the squared N,-norm of U ) by

UM%, < CQZ% (Ut
7=0

= &|UMR, p-

Taking the square root on both sides of the above inequality yields just the estimation of the
Np-norm of U in terms of the discrete energy norm of U, we were aiming for, namely

109y, < Ve U9, r

Note that ¢éo actually depends on the respective cell. If we additionally define the following constant
C3 = maxk—1,. . N, C1V/C2, and insert this last result into (83) , we obtain

1d Az
Sl ||Np_c32 =1 (34)
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Due to the equivalence of p-norms, there exists another constant ¢4, such that the sum on the
above right hand side can be bounded by

1/2
Ax Ax 2
Z k||Uk)HN r<é4 (Z( k||Uk)|| ) ) .

k=1 k=1

With é5 := maxyx—1,.. N,

@ (5101, ))

where the last equality holds by definition of the discrete total energy norm. Putting these con-
siderations together by inserting the last result into the inequality (84), we obtain

1d
2dt

where we define ég = é3¢41/¢5. From here on, the proceedings are completely analogous to the ones
in section 2.6.2 from inequality (50) on. Using Petrovitsch’s theorem, the solution of the above
ordinary differential inequality is

IO, < (10olly, x + ét)” (85)

where Uj is the interpolation of the initial condition ug. That is, with the assumption we made
about the boundary conditions and external forces, we have a growth of total discrete energy that is
quadratic in time at maximum, analogous to the statement we derived about the total continuous
energy in section 2.6.2. This can again be transferred to the discrete energy norm of the numerical
solution, as

1/

1/2
A
gmz(z Ao ) = AU

k=1

—NUI%, r < éllUlN,.r,

UG Ollw, e < Vol r + ot (86)

holds. The equivalent estimations (85) and (86) are the main results of this thesis. For zero bound-
ary data and in time constant, bounded external forces and moments, we derived an energy stable
Discontinuous Galerkin discretization approach to discretize the intrinsic beam model in space.

Before we complete this section, we will have a more detailed look into one specific case of the
derived results that we want to validate numerically in section 4. Recall that for the central flux,
we found (cf. (79))

S Az
H ” Z 7k<U(k)a QGzt>Np - bL - bR-

2 dt 2
k=1

If we assume zero external forces and moments, the corresponding terms on the above right hand
side vanish, and we have
o
24! el

The boundary terms were computed exactly in the previous paragraph. So instead of estimating
—br, — br by zero, we could also integrate both sides of (87) over the time interval [0,¢] to obtain

— by, — bp. (87)

t
UGB, .0 = 1T0oll, r — 2/ (bL(7) + br(7)) dr.
0

Recall that with the above assumptions, the energy of the exact solution was shown to be constant
in time. Therefore, with the above equation, we have a formula to compute the amount of numerical
dissipation explicitly for this special case. Namely, this is the integral value of

2 (bL(T) + bR(T)) dr.
/

This result will be validated in section 4.3.
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3.6 Formulation as Ordinary Differential Equation in Time

Up to this point, we described the steps that are necessary to discretize the intrinsic beam equation
in space, using a Discontinuous Galerkin approach in general, but did not go into detail regarding
the process of numerically solving the resulting semi discrete problem. In this section, we will
explicitly derive an ordinary differential equation for the unknowns of the numerical solution,
namely the time dependent coeflicients a;n’(k) (t) from the representation

12 Np

U9En =Y 3 ar Ve

m=1 j=0

of the numerical solution for every cell C. As long as it is clear, that we consider the numerical
solution in the fixed cell Cy, we omit the superscript (k) again, writing for example U = U® to
ease the notation.

Due to the special property L;(&;) = d;; of the Lagrange polynomials, we have that £3(§;) =
dijem at an arbitrary interpolation node &;. The evaluation of the solution at an interpolation node
therefore becomes

12

UG t) =Y a(t)em,

m=1

meaning that a®(t) = Un(&;,t). Hence, the unknown coefficients that have to be determined are
the evaluations of the numerical solution at the interpolation nodes.

To have a notation that lets us distinguish between indices and partial derivatives easily, we
switch from the notation Uy to U for the time derivative and from Ue to U’ for the derivative with
respect to €. The semi discrete weak formulation (66) from section 3.2 then reads

A.%‘k
2

Axk

T<¢a Qcap(U)>Np = _(ngj* 1_ s (88)

<¢’FU>NP - <H¢/’ U>Np - 1

where ¢ was an arbitrary function in the discrete space of test functions Vy,. Within the cell Cy,

¢ can therefore be interpreted as a polynomial of degree N,. The equation is therefore fulfilled for

every test function, if and only if it is fulfilled for every basis function of a basis for the polynomial

space Py, (R). That basis can again be £, meaning that the semi discrete weak formulation is

fulfilled if and only if
Aiﬂk

T<E;H,FU>NP o <H(£§n)/’ U>Np o

Al’k T 1
— (L8 Quap(U)) y, = = (£7)" T, (89)
for every i =0,...,Npyand m = 1,...,12. The goal is now, to reformulate (89) as a linear equation
system that can be solved for U, resulting in a system of ODEs for U in time.

We derive the linear equation system, treating the above semi discrete formulation term by
term. First, we write down the quadrature of the first term explicitly:

N,

(L TUY, = w (L)' TU
j=0

J

Note that £* only has one non-zero entry in its m-th component, which is why the summands of
the above quadrature simplify to

N
(P TU),, = ijLi(FU)m

P

=0 &5

Again, taking advantage of the properties of the Lagrange polynomials, all summands of the sum
are zero except the i-th one, resulting in

(LPTU) = wi(TU)m

&i

The last result is a direct consequence of the co-location. Only because the quadrature nodes
coincide with the interpolation nodes, the evaluation of the Lagrange polynomials takes place at



3.6 Formulation as Ordinary Differential Equation in Time 47

the interpolation nodes. If we proceed like this for every basis function £*, we obtain a vector
whose entries can be determined as follows

I m=1,...,12
(<£i ’FU>NP)1':0,.H,NP -
woly2,12 I'(¢o) U(éo,t)

wili2 12 ['(&1) U(ér,t)

wn, 112,12 I'¢n,) U(fz.vp, t)
(90)

where the order of the entries is chosen such that for every i, we run through the values of the
index m before we increment 4 by one, i.e.

1,...,12

((c;“,rU>Np)i:0MNp = (91)

. . . . . T
((£LT0) (L3 TO) oo (L TU) (L TU) o (LR TT) )

Let us denote the vector with the same entries as above but in an order where m and i are swapped
as

i=0,...,N,

(<£§n7 FU>Np)m:1,...,12 -

(92)
. . . . . T
(<c}, O) (LLTO) o (L, DUy (L3 T0) o (L8 rU>Np)

Although it is convenient to derive the matrix vector formulation for the first term, ordered as in
(91), for the remaining terms it will be a lot easier to use an order like in (92). This is why we
introduce the permutation matrix P € R12(Ne 1) x12(No+1) with the following entries:

{1, if j = [/, + 1] +12((i —1) mod (N, + 1))
Pi; = 0
, else.

It rearranges the entries of a vector in the sense that a multiplication of (91) by P results in (92),
ie.

=1,...,12 i=0,...,N,

geeey

B((enro)y, ),

i=0,...,N,

= (er.r0),,)

Applying this to the derived matrix vector notation of the first term of the semi discrete formula-
tion, (90), we obtain

m=1,..,12

. m=1,...,12
¥ (<E§H’FU>NP)2':0,...,NP -
woliz 12 I'(é) [:J(E()v t)
‘:B w1I12,12 F(ﬁl) U(‘fht)

wNp112,12 F@Np) U(fl;/pa t)

A more compact notation of the above expression is

(¢er o, )

i=0,...,Np, .
= MI'U
m=1,...,12
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where we define M, T’ € RI2WNo+D)x12(Np+1) apq U € RI2WVp+1) ag

w0112,12

wiliz 12 B .
M::(’B . (’B 1:dlag(woa"'70')127(*‘)()7"')‘*)12)7

L'¢n,)

i=0,...,N,

U =0(0) = P00, U0, Ulex, 1) = (Uul6e0)

m=1,...,12

We proceed by deriving the matrix vector notation for the second summand of the semi discrete
formulation, namely

(ML), U)y,

Remember that II is a symmetric and constant matrix. The quadrature of the above term can
therefore be written as

Np

(L) U) y, = D wi((L)) o

Jj=0

&

Because (£") has again only one entry in its m-th component, we can write

NP
(I(Er) )y, = Yo LU
=0 ’

Another representation of this expression in matrix vector notation is

wo (HU)m(&% t)
ey, v)y = (L) Lien,) | - ; SNCE)
wn,) \(MU)w(En, 1)

Now, fixing the index m and running through the ¢ yields the vector

i=0.... N L6(£O) s L6 (ng) wo (HU)m(gOa t)
m)’/ ToeTr . . . . .
<<H(£i ) ’U>Np> = : g : . :
Ly, (&) .. Ly, (&n,) WN, (MU )m(én,, 1)
(94)
Let us further define the discrete differentiation matrix ® € RV TD*x(Np+1) 59
Ly(&o) .. Lly, (%)
Lo(n,) - Ly, (EN,)

and the resulting block diagonal matrix ® € R12(Np+1)x12(Np+1) with © on its diagonal, i.e.

D
D =
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Additionally, by F € R!2(N>+1) we denote the discrete flux vector
i=0,....N,
F = F(t) = ((M0)n(¢.1))

Setting up the vector (94) for every m = 1,...,12, then results in the following expression

!/
((u(ery.v)y,)
The next step is to bring the term, emerging from the source term, namely

A
~ S (LR Quan(U)y,

into a similar matrix vector form. In order to do so, we write down the corresponding quadrature
formula explicitly again:

m=1,...,12°

i=0,...,Np
=T M7F.

m=1,...,12

N,

(L2, QuunlU)) , = 300/ (£2) Quy (1)

Jj=0

fj.

As before, we take advantage of the fact that £ has only one non-zero entry and then use the
Kronecker delta property of the Lagrange polynomials to simplify the quadrature to

<‘C?1a Qcap(U)>Np = wi(Qcap(U))m‘&'

We run through the indices in the same way as we did before. This means for a fixed m we first
run through all the ¢, resulting in

N, wo Qcap(U)m|£0

i=0,.
(£ Quan(0) . ) - z
U.}Np Qcap(U)m‘ENp

Following this procedure for every m, we can then write
(P Quap()) )
where we define the vector Q € R2(M»+1) similar to F by
i=0,...,N,
€i>m:1,.“,12 '
Note, that the dependency of Q on t emerges from the dependency of U on t. What is now left to
complete the matrix vector formulation of the semi discrete equation, is the cell boundary term

i=0,...,N

" = MQ,

m=1,...,12

Q= Q(t) = (Quap(U)m

1 1

— (T g

— L5,
-1

Note that 41 are in fact the first, respective last LGL nodes, i.e. §o = —1 and £y, = 1. This is
why the above term is only non-zero, if ¢ = 0 or ¢ = IV,,. In other words, if we run through all 7 for
a fixed m, we have

1 0 0\ /F%| 1
oL 0N 0 0 0 0
(enrel) = ]
o ... 0 O 0

0 ... 0 1)\ 7

If we additionally define the above matrix as B € RWVe+DX(No+1) “meaning

-1 0 0

0 0 0
= g

0 0 0
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and introduce the block diagonal matrix B € R!2(Ne+Dx12(Np+1) 4n( the vector F* € RI2(Np+1)
as

p

P
T

F* = (71

0., 0.5, 53]y 1), )

—1’
we have that

1 i=07~~~va
) — 7.
-1

m=1,...,12

~(enr e

Now putting the matrix vector formulation of all the terms together again, the semi discrete
equation reads

A.’L‘k
2

Axk

MIU = D" MF + — MQ - BF*.

This expression can be solved for the vector U. More precisely, we have

U=-21'M" <©TM3"+ A% pQ - B&"*) . (95)
A:Ck 2

The above equation is a system of ODEs in time, whose solution consists of the unknown coefficients
that define the polynomial representing the numerical solution of the intrinsic beam equation.
Remember that we omitted the superscript (k) when we derived this equation, meaning that the
solution vector U actually only represents the coefficients of the local solution in the cell C\ and
has therefore to be denoted by U®)| to be precise. This holds true for all the matrices and vectors
in (95) and is also indicated by the factor Azx/2. Thus, in order to complete the global ODE
formulation, one has to put together the equations (95) for k = 1,..., N, into one global system,
with solution vector

U
= :
U WNe)

The derivation of the global system on the basis of equation (95) is straight forward, which is why
we will not explicitly show it here and instead just denote the right hand side by PR. The global
system of ODEs that arises from that, thus, reads

§ =R, 1). (96)

The number of unknowns and thus the degrees of freedom (DOF) equals the number of entries in
8, which is 12(N,, + 1)N,.

This ODE system can now be solved numerically by applying a numerical time integration
scheme in order to obtain the coefficients in 4l at certain points in time. We continue with some
remarks about the discretization in time in the next section.

3.7 Remarks on Time Discretization

In the previous section, we showed that the discretization approach in space eventually leads us to
a system of ordinary differential equations for the unknown coefficients of the numerical solution
that still continuously depend on the time variable ¢. In order to find a numerical solution to the
problem, this ODE has to be solved. Although we will not go into detail regarding the solution of
the ODE in this thesis, we would like to mention the most important ideas behind it and give an
example of a scheme that is suitable to numerically solve the ODE.

A class of numerical schemes that are commonly used to obtain a solution of the ODE emerging
from the DG discretization of time dependent PDEs are Runge-Kutta methods (cf. for example [14,
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18, 27]). A special Runge-Kutta method that will also be used to obtain numerical results in section
4 is the low-storage five-stage fourth-order explicit Runge-Kutta method (LSERK), originating from
[10] and recommended for the time integration following a spatial DG discretization for example
in [18].

To apply the LSERK to our problem, first the time interval, [0, T, is discretized by subdividing
it into Ny + 1 points 0 =: tp < t1 < ... < ty, := T and defining timesteps At,, forn =1,..., N; by

Aty :=t, —t,_1 > 0.
For the LSERK, we assume the timestep to be constant, i.e. At := At,, for all n, meaning that
t, = nAt

for n = 0,...,N;. Some more detailed remarks on the timestep and especially how it has to
be chosen in order to obtain a stable numerical approximation scheme will be made later in this
section.

Let us now denote the numerical solution of (96) at the n-th timestep as 4", i.e.

U™ = U(ty,).

Then the five stages of one step of the LSERK are given in algorithm 1, for which the coefficients
a;,b; and ¢; for i =1,...,5 can be read up in table 1.

Algorithm 1 LSERK [18].
: Set p(0 =y

: fori=1to 5 do
kD = q;k0D 4+ AtR(pUY, t, + ¢;At)
p® = pli=1 4 p, k()

end for

R R N

un+1 _ p(5)

The stability considerations we did up to this point have been made under the assumption that
time integration is exact. Now, that the solution is no longer semi discrete but fully discrete, the
numerical time integration can also affect the stability. This has to be minded when choosing
the timestep At. More precisely, there is a sufficient condition for the timestep in order to have
a stable time integration scheme. It relates the size of the timestep to the size of the grid size
from the spatial discretization and is called the CFL-condition going back to [12] and its authors
Courant, Friedrichs and Lewy. Adapted to the notations in this thesis, the CFL condition for a
stable timepstep reads

1
At < CFL ———— min Ax. (97)

max |A”‘

In the simplified notation above, max |A;;| represents the maximal diagonal entry of the matrix
|A|, which is in fact the maximum of the absolute value of the matrix’s A eigenvalues. Note that A
and therefore also its maximal absolute eigenvalue depends on the spatial variable z. Furthermore,
min Ax represents the minimum of all distances between spatial nodes. To determine this minimal
distance, one has to mind that the cells Cx may be of different width (Axy), and that the LGL
nodes are not equidistant. Finally, the CFL-number can be derived by determining the stability
region of the chosen time integration scheme. A more detailed view on the stability of the time
discretization and the CFL-number within the context of DG discretizations is for example given
in [18].

For our purposes, it suffices to assume that CFL < 1. Later, in section 4, when we actually
determine a numerical solution, the CFL-number will be a tool to control the timestep. The
smaller we choose CFL, the smaller the timestep and the more accurate the time integration will
be, provided that the time integration scheme is convergent. This is espacially useful if we want
to analyze the numerical solution with regard to the spatial discretization approach, because we
can minimize the effects of the time discretization by choosing CFL << 1.
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a; b; ¢
0 1432997174477 0
9575080441755

567301805773 5161836677717 1432997174477
1357537059087  13612068292357 9575080441755
2404267990393 1720146321549 2526269341429
2016746695238 2090206949498 6820363962896
3550918686646 3134564353537 2006345519317
2091501179385 4481467310338 3224310063776
1275806237668 2277821191437 2802321613138
842570457699 14882151754819 2924317926251

Table 1: LSERK coefficitents.
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4 Numerical Results

In the following section we will numerically validate the theoretical results from the previous
sections. To this end, we will use the numerical simulation framework Trixi.jl. We will start
with a summary of the most important steps regarding an implementation of the intrinsic beam
model into Trixi.jl. Subsequently, we will validate the correctness of our implementations by
performing a convergence test using the method of manufactured solutions. Afterwards, we will
pick an example configuration of the intrinsic beam model with zero external sources and moments,
to show that the discrete energy that results from the corresponding simulation with Trixi.jl is
non increasing, indeed. Finally, we will show how the solution resulting from a Trixi.j1 simulation
can be post processed to obtain and visualize the position line of the dynamic beam.

Throughout this section, we make some more assumptions in addition to the assumptions of
the previous sections. Firstly, our implementations at the moment consider constant flexibility and
mass matrices only, which is why we assume

F,M = const.
in the following investigations. As a consequence, for the matrices A,I" and ¥ it also holds
A, T, ¥ = const.

Furthermore, as time integration scheme, we will use the LSERK, defined in section 3.7, throughout
the whole section.

4.1 Implementation with Trixi.jl

In this section, we will describe the most important implementations that are needed in order to
be able to use Trixi.jl for simulations of the intrinsic beam model. Trixi.jl is a numerical
simulation framework for hyperbolic conservation laws. Detailed information about Trixi.jl
can be read up in [40, 46, 47] and in the documentation [51]. Moreover, information about the
underlying programming language, Julia, is to find in [22]. In this thesis, we will use Trixi.jl to
numerically solve the intrinsic beam equation using a Discontinuous Galerkin approach as it was
derived in the previous sections.

First of all, we need Trixi.jl to get to know the intrinsic beam equation. Different types of
equations in Trixi.jl are represented by different composite data types, each of them being a
subtype of an abstract data type AbstractEquations{NDIMS, NVARS}, where NDIMS specifies the
number of spatial dimensions and NVARS specifies the number of primary variables. In the case of
the intrinsic beam model, we have a spatial dimension of one, meaning NDIMS = 1 and the state
variable u consists of twelve unknowns, i.e. NVARS = 12.

The data types representing the equations can contain optional fields, helping us to specify the
parameters in specific setups. For the intrinsic beam equation, we create a new data type

IntrinsicBeamEquation <: AbstractEquations{1l, 12}

containing the following fields: the matrix A, the matrices Ay and A_, the matrix ¥, the matrix
II, the matrix I and its inverse I'"!, the flexibility matrix F and the mass matrix M, the initial
curvature k as a function of z and the external forces f.;; and moments m..; as functions of z and
t. In the above definition, <: is the Julia syntax for IntrinsicBeamEquation being a subtype of
AbstractEquations{1, 12}.

Further, we need a constructor function, also named IntrinsicBeamEquation, which creates
an object of the type IntrinsicBeamEquation for given flexibility and mass matrices and given
initial curvatures and external forces and moments. Note that every other field of IntrinsicBeam
Equation can be determined out of these.

To implement the new data type for the intrinsic beam equation is the most important part of
the implementations. For the rest, we can mostly use the existing Trixi. j1 functions or extend
them to solve specific setups. This is because Trixi.jl takes advantage of the multiple dispatch
functionality in Julia. Generally spoken, this means that when a function is applied in Julia, the
dispatch process chooses, which method has to be called based on the number of arguments given
to that function and on all their types.

In the following, we will explain the implementation of a function that evaluates the flux
function of the intrinsic beam equation in capacity form. In the course of this, the usage of



4.1 TImplementation with Trixi.jl o4

multiple dispatch will be explained, too. All conservation laws, respectively balance laws, have in
common that they have a flux function. Whenever the flux needs to be computed in Trixi.jl,
the function flux(u, equations) is applied. The argument equations is an object representing
the conservation/balance law and u is a vector at which the flux function should be evaluated, e.g.
the solution at a specific node.

Suppose now that we define a method, flux(u, equations::IntrinsicBeamEquation), where
the symbol :: is the Julia syntax to specify the type of an argument. Then, whenever the flux
function is called in Trixi.jl, the multiple dispatch process chooses just this method provided
that the input argument equations is of the type IntrinsicBeamEquation. Explicitly, the flux
function can be implemented as follows:

flux(u,equations::IntrinsicBeamEquation) = equations.Pi * u,

where the field equations.Pi contains the matrix II.

Now that we have implemented a function computing the flux of the intrinsic beam equation,
there are three remaining essentials, that need to be implemented: the numerical flux, derived in
section 3.3, the source term as it was specified in section 2.4.4 and the discrete boundary conditions
from section 3.4.

For the numerical flux, we write a function flux_upwind. From the sections before, we know
that the numerical flux is always evaluated at interfaces (or at the boundaries). The arguments of
the flux_upwind function therefore are a value of the solution left and right to the interface, u_L
and u_R. Moreover, an input argument equations that is of the type IntrinsicBeamEquation is
needed again. The latter argument contains fields, in which the matrices I'; Ay and A_ are stored.
These can be used to straight forward implement the formula of the upwind numerical flux and
return its evaluation at u_L and u_R.

The source term is implemented as a function source_term_intrinsic_beam with input argu-
mentsu, x, t, equations. The implementation is straight forward, inserting the state vector, u,
and the point in space, x, as well as the point in time, t, into the source term Qcqp, as it is specified
in section 2.4.4. The needed matrices and external forces and moments can be retrieved from the
corresponding fields in equations. The product of cross product matrices and vectors that appear
in the source term’s definition are interpreted as cross products of vectors and computed by using
the cross function of the Julia package LinearAlgebra.jl. The variable that is returned is a
vector containing the value of the source term for the given input variables.

Another function, named boundary_conditions_intrinsic_beam, is needed to implement the
boundary conditions. Its input arguments are u_inner, direction, equations. This function
sets up the outer values at the respective boundary as we specified them in section 3.4, using
the inner state of the current solution u_inner. The information about the location, i.e. which
boundary has to be considered, is received in the argument direction. A value of 1 means that
the left boundary is considered while a value of 2 indicates that the right boundary is considered.
Afterwards, the numerical flux at the respective boundary is computed by inserting the outer value
and the inner state of the solution into the formula of the upwind flux. Again, the quantities that
are needed to set up the outer states and to evaluate the numerical flux are stored in the fields of
the input argument equations. The output value is the evaluation of the boundary flux at the
respective boundary.

Before we can actually solve a configuration of the intrinsic beam equation with Trixi.jl, we
need to consider the following: The above functions assume that we discretize the capacity form
of the linear advection equation in space. However, Trixi. j1 expects that the discretization is for
an equation without a factor in front of the time derivative, i.e. for an equation of the form

up + Augy = Q(u).

This means that we have to slightly adjust the source code. The adjustment takes place in the
function rhs! that sets up the right hand side of the ODE in time. For the Runge-Kutta dis-
cretization in time, the right hand side has to be evaluated at discrete points in time (cf. for
example algorithm 1). The function rhs! performs all discretization steps we described when we
derived the ODE in time, including for example the computation of the source term at the nodes
and the numerical flux at the interfaces etc. This is done step by step, eventually leading to the
evaluation of the right hand side of the ODE which is needed for the Runge-Kutta stages. For
our purpose there is an additional step when setting up the right hand side. Namely, this is the
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multiplication with the matrix T'"!. This means we need to extend the function rhs! by adding
a step at the end that multiplies the whole right hand side that is set up to that point by the
matrix I'"!. To do so, we define a new function apply_gamma_inverse and call it at the end of the
rhs! function. Its input arguments include an object equations again. This means, that we can
once more take advantage of the multiple dispatch, defining apply_gamma_inverse for equation
of type IntrinsicBeamEquation and for equation of type AbstractEquations. The former does
multiply the right hand side by the matrix I'"!, while the latter does nothing, meaning that for
any other equation type than IntrinsicBeamEquation, the right hand side is not affected. This
ensures that our adjustment does not have an influence on the functionality of Trixi. j1 for other
equation types.

Now that we have implemented the essentials of the intrinsic beam equation, we can create
different configurations of the intrinsic beam model and use Trixi.jl to solve them numerically.
We follow the convention of the existing examples in Trixi.jl and name example scripts, that
solve specific setups, elizirs. In the following, we want to give an overview of how an elixir for the
intrinsic beam equation looks like in general. The Trixi.jl components that are mentioned in
these explanations and their interaction are also shown schematically in figure 4.

First, we need to specify everything that is needed for the discretization of the considered
spatial domain. This includes the interval boundaries 0 and ¢ and the number of cells in which
the domain should be subdivided. With these information, an object mesh can be created that
stores information about the discretization of the domain. In Trixi.jl, we have the possibility
to create different types of meshes. For our purposes, we will only need the TreeMesh that simply
subdivides the interval [0, £] into a fixed number of cells of the same width. An implication of this
is that the value of Azx/2 that emerged from the transformation to the reference element, is the
same for every cell Cy, i.e.

A:L'k

—— = const.
2

Furthermore, we create an object called solver, using the Trixi.jl constructor function DGSEM,
in which the spatial discretization approach, namely the DG approach, is specified. As input argu-
ments, DGSEM requires the numerical flux function and the polynomial degree that should be used
for the semi discretization. The numerical flux will either be flux_upwind, whose implementation
is described above, or flux_central, which is already implemented in Trixi.jl and can also be
used for our purposes. The resulting object solver stores for example the polynomial basis and
the quadrature nodes and weights.

Afterwards, we create an object equations that is of the type IntrinsicBeamEquation using
the constructor function of the same name. To do so, we first need to define a flexibility matrix, a
mass matrix and functions for the initial curvature as well as for the external forces and moments.
The object equation can then simply be created by calling the constructor function with these
matrices and functions as input arguments.

Given the above objects, we can now use the Trixi.jl constructor Semidiscretization
Hyperbolic to create a semi discretization according to the derivations in the previous sections.
As input arguments, SemidiscretizationHyperbolic receives mesh, equations, solver as well
as an initial condition (IC), the boundary conditions (BCs) and the source term. The implemen-
tation of the latter two is described earlier in this section and the initial condition is a simple
function with input arguments x and t that evaluates the desired initial condition at the point
x in space and the point t in time and returns the corresponding value. Note that actually, an
initial condition does not depend on the time. Nevertheless, if an exact solution of the considered
problem is known, it can be handed over as initial condition depending on the time. This can later
for example be used to analyze the error of the numerical solution. If no exact solution is known,
the input argument t in the initial condition simply remains unused.

Now, a time interval on which the numerical solution should be computed has to be specified.
The time interval together with the semi discretization is given to the function ode, that creates
an object of the type ODEProblem, containing the ordinary differential equation in time that arises
from the above semi discretization.

Finally, the object of type ODEProblem, together with a specification of a time discretization
scheme included in the package OrdinaryDiffEq. jl is handed over to the solve function, that
computes the solution of the ODE in time using the specified time discretization scheme and, thus,
returns the numerical solution of the intrinsic beam equation with the desired setup.
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Figure 4: Schematic overview of the basic components of Trixi.jl and how they interact. This
figure is a cutout of Fig. 4 in [40].

4.2 Convergence Tests

The purpose of this section is to check the correctness of the implementations in Trixi.jl we
described in the previous section. The optimal convergence rate, i.e. the optimal rate at which
the error of the numerical solution converges to zero as the spatial grid size converges to zero, is
the order of the piecewise polynomials, N, + 1. We will numerically solve a test problem using the
method of manufactured solutions to determine the experimental order of convergence (EOC) and
verify whether the optimal convergence rate is reached.

For a detailed derivation of the method of manufactured solutions and how it is used to verify
code in general, we refer to [41]. The idea behind the method is the following: Usually, for a con-
vergence analysis one would determine the numerical solution of a problem for different refinement
levels in the discretization and compare this numerical solution to the exact solution of the problem
to determine for example an [?-error. Afterwards the rate, at which the error is getting smaller
when the refinement level is raised, can be computed. This results in an empirical order of conver-
gence that can be compared to the theoretical order of convergence of the considered discretization
approach. Regarding the problem that is considered in this thesis, the above procedure can not be
implemented without further ado because, in general, an analytical solution of the intrinsic beam
equation is not known. Instead, defining a function u and inserting it into the left hand side of the
linear balance law will result in a residuum like term, v = t(z, ). In particular, this is

Tuy + My, = v(x, t). (98)

Now remember that in the original problem, the right hand side of the balance law consists of
the source term Qcqp(u). To bring this into account, we add a zero on the right hand side of the
above definition of the residuum, to obtain

Tuy 4+ Muy = Qeap(u) + (2, t) — Qeap(u). (99)

That is, the function u satisfies the original balance law with an additional source term on its right
hand side. Namely, the additional source term is

t(z,t) — Qeap(u). (100)
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While analytically there is no difference in solving equation (98) or equation (99), for the Trixi.jl
simulation it does make a difference. To solve (99), we can use the implementations described in the
previous section and only need to implement the additional source term. If the additional source
term is implemented in such a way, that it evaluates the term Qqp(u) for the exact function
u, the two QQcqp terms on the right hand side will not cancel each other out exactly, but for a
converging numerical solution, the simulated source term should also converge to the exact one.
Thus, performing the convergence test for the version (99) of the equation can also be seen as a
verification of the source term’s correctness in the original implementation.

As we know from the previous section, in Trixi.jl a source term can be implemented easily.
Therefore, a function st_manufactured_solution, that evaluates the additional source term (100)
for specific values of z and ¢ needs to be implemented. More precisely, the input arguments of
the new function are x, t, equations, solution, solution dot, solution_ prime, where the
latter three ones represent the function u and its derivatives with respect to ¢ and x in that
order. The input variables x and t represent the values of x and ¢, at which the additional source
term should be evaluated and equations is again an object of the type IntrinsicBeamEquation.
The residuum can then be evaluated at every x and ¢. Moreover, the evaluation of Q.qp at the
exact u can be implemented straight forward, using the definition of Q)cqp. This is similar to the
implementation of the original source term source_term_intrinsic_beam in the previous section.
The only difference is that now the evaluation of the exact u is determined within the function and
inserted into the source term instead of the current state of the solution, handed over by Trixi.jl
as in source_term_intrinsic_beam.

When setting up a Trixi. j1 simulation, the source term that is handed over to the constructor
of the semi discretization has then to be defined as the sum of the above introduced function and
the function that evaluates the original source term. The result of the Trixi.j1 simulation should
then be the numerical solution of equation (99), of which we know the exact solution. In [41],
Roache summarizes the idea of defining the desired solution first and then solving the resulting
problem by citing the counsel ”Only a fool starts at the beginning; the wise one starts at the end”
which is originally formulated by Polya in [39].

Let us now implement this for a specific configuration of the intrinsic beam model. First we
choose the flexibility and mass matrix as

13 6 5 7 8 5 12 4 5 5 10 3
6 6 4 3 5 4 4 4 2 3 4 1
5 4 5 3 5 4 5 2 8 6 6 2
F= 7T 3 3 7 4 3|’ M= 5 3 6 8 7 3 (101)
8 5 5 4 9 5 10 4 6 7 13 5
5 4 4 3 5 5 31 2 3 5 4

They are chosen randomly and suffice the positive definiteness requirement for the mass and the
flexibility matrix but do not take realistic values that describe the material properties of any
beam. For the simulations in this section, realistic values are not needed, because the results, we
are aiming for are purely mathematical. The initial curvature k£ as well as the external forces fe,;
and moments m,; are set to zero, i.e.

k(x) = fort(z,t) = megi(z,t) = 03.

Moreover, we define the function u(z,t) = (um(x,t))m=1,....12 as

tsin (g(l - x)) form=1,...,6,

Um(z,t) = (102)

tsin(g:c) form=7,...,12.
The derivative of u with respect to x is then

—Ztcos (g(l — 9:)) form=1,...,6,

(Ug)m(z,t) =

St cos (gx) form=7,...,12,

while the derivative of u with respect to t can be calculated as

sin(g(l—x)) form=1,...,6,
(ue)m(z,t) =
sin (g:p) form=7,...,12.
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Figure 5: Plot of the exact solution of the problem (103).

This function can then be used to determine the residuum function
v(x,t) = Tuy + Hu,

and the resulting additional source term (100). The problem we will consider for the rest of this
section can now be specified as

Tup + Muy = Qeap(v) + t(z,t) — Qeap(u)  for (z,t) € (0,1) x (0, 1],

um(0,t) =0 fort€[0,1], m=1...,6, (103)
U (£,1) =0 fort€[0,1], m=7,...,12
Um (2,0) =0 forze€[0,0], m=1...,12.

Note that the function u indeed fulfills the above initial and boundary conditions. This means
that by construction the exact solution of the problem (103) is the function u, defined in (102). In
figure 5, we can see a plot of the solution w at the time t =T = 1.

Having implemented the additional source term and what is needed for that implementation,
the convergence analysis can now be performed easily taking advantage of the Trixi. j1 function
convergence_test. Asinput argument, this function expects a file path and an integer. The path is
the location of an elixir that returns the solution of a Trixi. j1 simulation. The convergence_test
function then compares the resulting solution of the elixir to the initial condition that is defined
within the elixir. In particular, it computes the I?-error. Note that for this to work, the initial
condition has to be implemented as a function depending on ¢, i.e. as the exact solution. For the
simulation itself Trixi.jl then uses this function evaluated at ¢ = 0 as initial condition. For the
convergence test, the solution is compared to this initial condition evaluated at the end time, i.e.
at t = 1. This comparison is performed as many times as it is specified in the second argument of
the convergence_test function, while in every iteration, the number of cells is increased by the
factor of two. To minimize the impact of the time integrator, we choose a small CFL number of
0.1 in the following considerations.

For the resulting errors on different refinement levels of the spatial mesh, the EOC can now be
determined. Let ., be the I?-error of the numerical solution associated with a number of cells of
N,, and let &, be defined analogously with N., < N.,. Then the EOC concerning the refinement

levels ¢; and ¢y is defined as
(5)
EOC = =

7]\7 .
1 2
o8 (N01>

As the convergence_test function doubles the refinement level in every iteration, we have that

IVC2 - 2N01 alld, t}lus
() 10g ( 2 042 )
E C - — e/ .

log(2)
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In table 2, the resulting ILp-error, and the corresponding EOC for a polynomial degree of N, =3
are listed. More precisely, the average I?-error of the first six components of the solution and the
average for the last six components is specified for simulations with the upwind flux and with the
central flux. In Appendix A.3, the individual errors and EOCs of each component can be looked
up. The values do only differ on a small scale, which is why we only list the two averages in this
section.

The optimal convergence rate for the spatial discretization approach is N,+1 = 4. The results in
table 2 show that this rate is approximately reached by the experiments using the upwind numerical
flux. We observe that the average EOC in the first six as well as in the last six components is
nearly 4. For the first two iterations (N, = 8 — 16 and N, = 16 — 32), the EOC is a bit lower
than for the last two iterations (N, = 32 — 64 and N. = 64 — 128). Nevertheless, the EOC is
constantly clear above a level of 3.5. At maximum it reaches a value of approximately 3.97 in the
first six components and 3.96 in the last six components.

For the central flux, the optimal convergence rate is not reached. Overall, the EOC for these
simulations is approximately 3, i.e. corresponds to the polynomial degree, N, and not to N, + 1.
This is a well known phenomenon [18]. Numerical solutions that result from simulations, using
the central numerical flux, usually converge at a rate of N, for odd IV, and at a rate of N, + 1 for
even N,. This will also be validated by our experiments for IV, = 4, later in this section.

The I2-error takes values from a magnitude of 10~7 to 10~!! for the upwind flux and of 107
to 10719 for the central flux. Although the level of the error for the central flux is above the level
of the error for the upwind flux all the time, in both cases, the exact solution is approximated well
by the numerical solution even for the smallest refinement level of N, = 8.

Avg. I?-error Avg. EOC Avg. 1?-error Avg. EOC

Neo Num. w707 706) m=1,...,6) (m=7,...,12) (m=7,...,12)

8 upwind 5.31-10~7 - 4.80-1077 -
central 9.20-1077 - 7.00-1077 -
16 upwind 3.70-1078 3.84 3.94-1078 3.65
central 9.92-1078 3.32 7.66-1078 3.27
39 upwind 2.58-107° 3.83 2.68-107° 3.86
central 1.19-1078 3.12 9.13-107° 3.11
64 upwind 1.64-10719 3.97 1.73-10719 3.94
central 1.47-107° 3.03 1.13-107° 3.04
198 upwind 1.04-10~1 3.97 1.11-10~% 3.96
central 1.83-10710 3.01 1.40-10710 3.01

Table 2: Average [2-error, computed by the Trixi.jl convergence test for the numerical solution
of (103) with N, = 3,CFL = 0.1, compared to the exact solution (102) and corresponding average
EOCs. Both measures are rounded to three significant figures.

Table 3 shows the I1Z-error of the Trixi.jl convergence test and the corresponding EOC,
averaged analogously to the values in table 2 but for a polynomial degree of IV, = 4. Hence, the
optimal convergence rate, one would expect is 5. Again, this is generally reached by the results.
Apart from the last iteration, the EOCs constantly stay above a level of 4.7. This time the optimal
convergence rate is reached for both, the upwind and the central numerical flux.

The [2-error takes values on a level of 1079 for a polynomial degree of 4 and the lowest refine-
ment level, N, = 8. The smallest errors are reached for the maximal refinement level, N, = 128,
and take values on a level of 1074, In the last iteration the finite machine precision limits the
convergence of the solution beyond a level of 10714, which is why the EOCs drop massively.

In figures 6 and 7, the results of tables 2 and 3 are visualized in convergence plots. They show
the average I?-errors dependent on the respective refinement level for the different polynomial
degrees and different numerical fluxes. The axes are scaled logarithmic, which is why the errors
approximately appear linear with a slope corresponding to the respective EOC. The different
convergence rates for the upwind and the central flux manifest in different slopes for N, = 3,
which can be well observed in figures 6. Figure 7 shows that for a polynomial degree of N, = 4,
the central flux performs slightly better than the upwind flux. Furthermore, in figure 7, the drop
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Avg. T2?-error Avg. EOC Avg. I?-error Avg. EOC

N, Num. flux (m=1,...,6) (m=1,...,6) (m=7,...,12) (m=7,...,12)

8 upwind 4.95-107° - 4.92-107° -
central 5.28 1079 - 4.84-107° -
16 upwind 1.77-10710 4.82 1.85-10710 4.73
central 1.50 - 10710 5.14 1.46 - 10710 5.03
39 upwind 5.88-10712 4.91 6.26 - 10712 4.89
central 4.07-10712 5.19 3.92-10712 5.22
64 upwind 1.95-10713 4.91 2.06-10~13 4.92
central 1.37-10713 4.89 1.30-10713 4.92
1o upwind 9.54-10714 1.03 8.55-10714 1.30
central 9.02-10~14 0.63 8.06-10"14 0.76

Table 3: Average [2-error, computed by the Trixi.jl convergence test for the numerical solution
of (103) with N,, = 4, CFL = 0.1, compared to the exact solution (102) and corresponding average
EOCs. Both measures are rounded to three significant figures.

of the EOC in the last iteration, i.e. for the highest refinement level is clearly visible, as the slope
drops from a value of approximately 5 to a a value below 1.
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(a) Average IZ?-error in the first six components (b) Average I2-error in the last six components

Figure 6: Plot of the average [?-error from tables 2 and 3 for different number of cells and N, = 3

The results verify the correctness of the implementations as the observed EOCs nearly reach the
optimal convergence rate that could be expected for the approach. The lower convergence rates
for the central flux and a polynomial degree of N, = 3 are explained in the literature [18].

4.3 Energy Simulation

Our main result in section 3 was that the spatial discretization approach leads to an energy stable
numerical solution. For zero boundary data and absent external forces and moments, it could be
shown that the discrete energy is non increasing. Furthermore, we showed that in comparison to
the central numerical flux, the upwind numerical flux has additional dissipation at the interfaces.
In this section, we will validate the general statements about non increasing energy for zero external
forces and moments. Additionally, we will investigate whether the additional dissipation of the
upwind flux can be observed, when determining the discrete energy of two solutions whose setups
differ only in the choice of the numerical flux.

In order to be able to perform the energy analysis, we need a method to actually compute the
discrete energy of the solution that results from a Trixi.jl simulation. This is realized by writing
a function compute_energy. In the following we will describe the idea behind the implementation
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Figure 7: Plot of the average [?-error from tables 2 and 3 for different number of cells and N, = 4.

of this function. First, we recall the definition of the total discrete energy of the solution, which
reads

Ne

Aa?k
U1%,.r =D =~ IUWIR, r-
2
k=1

Suppose now that the solution Trixi. jl returns, is brought into the shape of a three dimensional
array, U, of the size 12 x N, x Ny, where N, is the total number of spatial nodes and N; is the
total number of timesteps executed by the ODE solver. Moreover, let the quadrature weights of
the LGL quadrature in the different cells be ordered consecutively in an one dimensional array
weights of size N,. The term Az« /2 is still constant for all cells, because we use a uniform mesh.

In algorithm 2, the simplified code of the implementation of a function that computes the total
discrete energy, given the above variables, is shown. In lines 3-7, the integrand that is defined by
the discrete energy norm, is initialized and computed. In particular the two dimensional array
integrand contains the integrand, evaluated at every LGL node in every cell and at every discrete
time. Afterwards, in lines 10-15, the discrete energy is initialized and computed at every discrete
point in time, using the LGL quadrature formula scaled by 4@x /2. Finally, the total discrete energy
is returned as an one dimensional array of size N;.

Algorithm 2 Pseudo code of function to compute discrete energy.

function compute_energy(U, weights, equations::IntrinsicBeamEquation)

integrand = zeros(N,, N;)
for j =1 to N; do
for i =1 to N, do
integrand[i,j] = U[:,i,j]7 * equations.Gamma * U[:,i,j]
end for
end for

—_
=

energy = zeros(Ny)
:for j=1toN; do
for i =1 to N, do
energy[j] += A;’“ * weights[i] * integrandl[i, j]
end for
end for

—_ =
N =

e e

return energy

To analyze the discrete energy, we can now write an elixir, that solves an arbitrary configuration
of the intrinsic beam equation and afterwards computes the solution’s energy using the above
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Parameter Value
12 1.0
N, 3
N, 8, 16
T 4.0
CFL 0.1
IC(m=1,...,6) sin (2(1 — )
IC(m="7,...,12) sin (3z)
mea:t<xa t) 03
fewt($7 t) 03

Table 4: Setup used to generate the plots in figure 8. IC stands for initial condition and is meant
component wise.

defined function. This energy can then be visualized by plotting it at the timesteps. We will
use the same positive definite flexibility and mass matrices as in the convergence analysis, (101).
As mentioned earlier, they should not be interpreted as values of flexibility and mass matrices
describing the material properties of a realistic beam. The statement about energy stability holds
for arbitrary flexibility and mass matrices as long as they are positive definite, and the purpose of
the investigations in this section is to validate this statement numerically.

Figure 8 shows the total discrete energy of different numerical solutions associated with the
setup given in table 4 at the discrete points in time. For figure 8a, the spatial domain was
subdivided into 8 cells, i.e. N, = 8 and for figure 8b we have N, = 16. For each spatial refinement
level, the numerical solution and the corresponding energy was determined for the central flux and
for the upwind flux.

First of all, we can observe that the discrete energy is indeed decreasing in time. This holds
for the upwind flux as well as for the central flux. As expected, the level of energy corresponding
to the solution for the central flux is above the level of energy of the solution for the upwind flux
all the time. This is due to the additional dissipation the upwind flux generates at the interfaces
(cf. section 3.5.2). As we showed, the central flux does not have that dissipational effect but
the corresponding solution still has a decreasing and not constant energy. This is caused by the
boundary flux. At the boundaries, the numerical flux is always chosen as the upwind flux. As a
consequence of that, there is always dissipation at the boundaries, which results in a decreasing
energy even for the solution corresponding to the central flux.

What we also observe, comparing figure 8a to figure 8b, is that both, the energy of the solution
for the upwind flux and the energy of the solution for the central flux, show less dissipation for a
higher refinement level in space. This is associated with the convergence of the numerical solution.
A better approximation of the exact solution means, that the energy of the exact solution is better
approximated as well and for the energy of the exact solution, it was shown that it is constant for
zero external forces and moments.

Before completing this section, we take one closer look at the energy that results from the
simulation using the central numerical flux. Remember that for zero external forces and moments
and the central flux, our result for the total discrete energy in section 3.5.2, was

UG = W0l =2 [ () + ba(r) (104)
0

Moreover, for the boundary terms, we found

by = _(Y(l))TF—1/2\:[;—1/2F—1/2y(1)L 7
=-1

—bp = — (SN TRy PR 2 g(Ne)

e=1

After a simulation, Y (") and S(V¢) are known approximately at every discrete point in time, t,.
Note that these are not the exact Y1) and SVe) because the ODE in time representing the semi
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Figure 8: Total discrete energy of the solution with setup of table 4 and flexibility and mass matrix
defined in (101).

discretization was solved numerically. Nevertheless, the boundary terms by, by can therefore be
determined approximately and also the integral value on the right hand side of (104).

In particular, the integral values at the discrete points in time ¢, can for example be approxi-
mated by

tn

2/ (bi.() + ba(r)) dr ~ 3 (6 — ti 1) (bo(t) + ba(ts)) = do (105)

0 i=1

forn=1,...N; and dy = 0. In figure 9, the approximated integral values d,, are visualized as bars
together with the total discrete energy of the simulations with the central flux, which have already
been plotted in figure 8. The origins of the bars are attached to the value of the energy at ¢t = 0
and their length represents the value of the d,, and therefore the amount of dissipation, generated
at the boundaries. For the simulation with 8 cells, there is a bar plotted at every 20-th timestep
and for the simulation for 16 cells, the bars are plotted at every 40-th timestep.
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(a) Energy and boundary dissipation for 8 cells. (b) Energy and boundary dissipation for 16 cells.

Figure 9: Total discrete energy for the central numerical flux of figure 8 and value of the dissipative
boundary terms. (Note that the axes are scaled differently.)

It can be observed that the amount of dissipation at the boundaries matches the amount by
which the discrete energy of the simulations with the central flux decreases. This validates the
statement (104). In theory, there should be no difference between the left hand side of (104) and
the right hand side. However, this is only the case if time integration is exact. In practice, the
difference should be approximately zero. A measure for the difference of the two terms can be
found via

g5 (1) = HU('atn)H?Vp,l" —1Uolln,,r — dn



4.4 Determination of the Position Line 64

at every discrete point in time. For the simulation with 8 cells, the maximal difference is

gdiss(4 YV~ 1.33-1073
jmax, ET(tn) !

while for the simulation with 16 cells, it amounts to

max  £4%%(t,) ~ 3.02-107%.
n=0,...,N¢

Note that not only the time discretization of the semi discrete formulation, but also the approxi-
mation of the integral values with d,, in (105), has an impact on that difference. As the number of
cells is increased, also the timesteps become smaller because of the CFL condition (cf. section 3.7).
Therefore both, the numerical integration of the semi discrete formulation and the approximation
d,, gets better and £%5(t,,) is getting smaller for a higher number of cells.

Taking these considerations into account, the values of £45%(t,,) for the two different simulations
are sufficiently close to zero to validate the statement (104).

4.4 Determination of the Position Line

In this section, we want to demonstrate how the numerical solution of the intrinsic beam equation
resulting from a Trixi. jl simulation can be used to visualize the corresponding beam. In particu-
lar, we will simulate a set up with realistic material parameters and constant external forces acting
along the beam. The position line of the corresponding beam will be plotted and we will interpret
the results. Note that the purpose of this section is not to obtain a physically exact solution but
to show the post processing that is needed to determine the position line of the underlying beam
out of the intrinsic variables.

Because the intrinsic beam model as it is considered here, does not include any damping
mechanisms, it is difficult to simulate a setup in which a steady state solution is reached in finite
time that could be compared to an exact steady state solution. Further, we did not find simulation
results of other authors, that consider the same mechanical setup with the same assumptions as
we do. In [5, 17, 48], there are numerical experiments for the intrinsic beam model and other
geometrical exact models but they either do not consider ”clamped-free” beams or use non-zero
boundary conditions. We therefore limit ourselves to demonstrating how a modelled beam can be
visualized and evaluating the sensibleness of the results in general.

The easiest way to obtain a setup for a dynamically behaving beam is to prescribe constant
external forces, fer:(x,t) = const., that act along the beam. As discussed in section 2.6.2, this
cannot particularly be seen as a constant force acting along the beam as seen from the global
coordinate system, because external forces are represented in the body attached coordinate system
and therefore depend on the beam’s deformation. Nevertheless, for deformations that are not too
large, these external forces will at least be an approximation to a constant force in the global
system. For the rest of this section, we consider a constant external force of

feat(2,t) = (0,0,-10)".

Remember that the solution of the intrinsic beam model contains intrinsic variables only, i.e.
internal forces and moments and linear and angular velocities. In order to obtain a visualization
of the simulation, we therefore need some post processing to determine the deformation of the
beam based on the numerical solution. We will see that the steps needed to determine the beam’s
deformation, include solving two ODEs.

First, we recall that the position of the deformed beam at any point = in [0,¢] and ¢ in time,
is denoted as 7(z,t) € R3. Moreover, &(z,t) was defined as the rotation matrix, that transforms
vectors in the body attached coordinate system into their representation in the global coordinate
system. According to [36], the position line of the deformed beam can be determined by solving
the following ordinary differential equation

' =&(y+e1). (106)

In order to find a solution of the above ODE, we first need to determine the matrix &, that is
again obtained by solving an ODE, namely

(&Y =—(r+k)6 L (107)
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We will numerically solve these two ODEs, using the trapeze rule for the approximation of integrals,
which eventually leads to a recursion formula for the beam’s position at the discrete space time
points (xj,t,). The idea behind this is the following: Let x; and x;41 be two adjacent spatial
nodes. For the rest of the section, this is interpreted globally, meaning that x( is the first LGL
node in the first cell, zy, is the last LGL node in the first cell, zy, 11 is the first LGL node in the
second cell and so on. Then, if we integrate (107) over the interval [z}, x;4+1], we get

ZTjt1

6_1(Ij+1,t) — 6_1(Ij,t) = — / (ING + ];3)6_1 dl‘

zj
Both sides of the above equation are now evaluated at an arbitrary discrete point in time ¢, and
the integral on the right hand side is approximated by applying the trapeze rule. This results in

S (w1 tn) — & H(wjtn) &
(k+r)&* ey + (k + DIl
2

Tj4+1,tn)

—(zj+1 — ;)
The equation can be solved for 671(134_1, t,,). In particular, we have
671 (Ij-‘rlv tn) ~

(Yoo + ZE S o) 4 RGogianta)) ) (Toa = R ws) 4 ey 0) ) €7 (o)
(108)

The numerical solution of the intrinsic beam equation is known at every LGL node and every
discrete point in time after a Trixi.jl simulation. By applying the constitutive law (4), we can
therefore determine the corresponding discrete values of k. That is, we can interpret (108) as a
recursive formula to determine the values of &' at the LGL nodes for every timestep ¢,. What
is left to complete the recursion, is an initial value for the first node x( for every time t,.

For our purposes, the initial value will simply be the identity matrix in R3*3, i.e.

S H(xo,tn) =133

for every discrete time t,,. This is because we consider a clamped beam with zero velocities at the
clamped end and therefore the origin of the beam does not rotate and is represented by the same
point, no matter in which coordinate system we express it. For non-zero angular velocities, one
would have to integrate the velocities at the first spatial node in [0, t,] in order to determine the
angle the origin has rotated by. Then 6_1(500, t,) can be set as a rotation matrix for every point
in time accordingly.

Inverting the discrete values of &~ from the recursion (108) gives us the values of &. These
can then be used to determine the discrete values of the beam’s position line r as approximate
solution of the ODE (106). Therefore, the same approach as before is used, i.e. integrating the
equation on both sides over [z;,z,11], approximating the right hand side at a discrete point in
time t,, by the trapeze rule and then solving for r(z;11,t,). This leads to the following recursion
formula:

r(Tj41,tn) =
Ti+l — X5

it
7'(33]7 )+ D)

(S (@1 tn) (V@14 t0) + €1) + S () (V(35, 1) + €1)).
Again, to complete the recursion, an initial value for r at the first node z( is needed. For this,
we choose a point in R, where we want the beam’s origin to be located in space at the beginning
of the simulation. This will be the point (0,0,0). Because the beam is clamped and the external
boundary data is assumed to be zero, the linear velocities are zero at the clamped end and the
origin of the beam does not move. This means that the initial value of the iteration is (0,0, 0) for
every t,. In the case of non-zero linear velocities at the boundary, one would have to integrate the
linear velocities at xq in [0,¢,] and set the initial value of r(zo,t,) accordingly.

With the above recursion formulas, we are now able to determine the approximate position of
the beam for every spatial node and every discrete point in time on the base of the discrete values
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Parameter Value
l 4.0
N, 3
N, 16
CFL 1.0
1C 0o
k‘(l“) 03
Meqt (T, 1) 05
fext(x,t) (ana 710)T
NF upwind

Table 5: Setup used to generate the plots in figures 10 - 12. IC stands for initial condition, NF for
numerical flux.

of the intrinsic variables. After implementing the recursions, the deformation of a simulated beam
can be plotted, which will be done in the following.

The flexibility and mass matrix, that were used to obtain the results in the following investi-
gations are chosen as follows:

F = diag (10%, 10%, 10%, 500, 500,500) ",
M = diag(1, 1, 1, 20, 10, 10).

These values are for example used for simulations of flexible beams in [17, 48]. The setup that was
used to obtain the numerical results of this section, is given in table 5.

To demonstrate the dynamic behaviour of the beam, we show some snap shots of its position
line at certain points in time in figure 10. Figure 10a shows the beam’s position line at five points
in time in the time interval [0, 1.28], whereas in figure 10b, we can see the position line at five
points in time within the interval [1.28, 2.56].

Although the results cannot be seen as simulation of a real application, we want to discuss
whether they are generally reasonable in the considered context. First of all, note that because
the external force we prescribe acts only in x3-direction, deformations only take place in the x;-
x3-plane and it suffices to plot the beam’s position line in this plane. This has also been validated
by investigating the xo-component of the discrete values of . They are constantly zero.

We observe that the negative external force acting in x3-direction leads to a beam deforming in
negative zs-direction as one would expect. For ¢t € [0, 1.28], the beam’s deflection is successively
increasing until it reaches its maximum at ¢ = 1.28. After that, for ¢ € [1.28, 2.56], the deflection
decreases until the position line seemingly reaches its initial position again at ¢ = 2.56. In figure 11
the position of the beam’s tip is shown in the time interval [0, 2.56] (figure 11a) but also for a longer
simulation in the time interval [0, 36] (figure 11b). In particular, the plots show the z3-coordinate
of the tip position in time. It can be observed that the beam swings periodically. Nevertheless, the
initial position is not quite reached after the first period of swinging. In particular, the amplitude
at which the beam swings, is becoming smaller in the first half of the longer simulation, before it
increases again in the second half.

Figure 12 shows the energy of the beam for the shorter simulation as well as for the longer
simulation. The results are in line with the observations for the deflection. The short term
behaviour of the energy in figure 12a shows that the energy increases until the maximum deflection
is reached at t ~ 1.28. Afterwards, we observe a decreasing energy until the beam returns to the
minimal deflection state at ¢t ~ 2.56. In the long term (figure 12b), the energy periodically increases
and decreases with an amplitude that is getting smaller in the first half of the simulation and then
getting bigger again in the second half.

In a realistic simulation with constant external forces (as seen from the global coordinate
system), one would expect that the amplitude of the deflection decreases in time, whereas in our
simulation, we observe a periodical swinging with an amplitude that slightly decreases for some
time but then increases until the initial amplitude is reached again.

This unphysical behaviour might on the one hand be caused by the external forces, we chose.
It was discussed earlier that they cannot particularly be interpreted as constant forces as seen from
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Figure 10: Deformation of a beam undergoing constant external forces.

the global coordinate system. On the other hand, we do not consider any physical damping mech-
anisms, that would simulate the decreasing amplitude which one would expect from a realistically
swinging beam.

Under the circumstances considered here, we classify the results as sensible and we showed
that the intrinsic variables can be post processed to determine the position line of the simulated
beam. However, the results of this section do not allow us to evaluate the applicability of the
DG approach in combination with the intrinsic beam model with regard to simulations of realistic
beams. This will be discussed more detailed in the outlook in section 5.2.
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Figure 12: Discrete energy of the deforming beam.
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5 Conclusion and Outlook

In the following two subsections we want to recapitulate the investigations that were made in this
thesis. In the conclusion, we will summarize our results from the previous sections and evaluate
them with regard to the objectives we formulated initially. In the outlook, we want to suggest
some further investigations for the future.

5.1 Conclusion

The main objective we formulated at the beginning of the thesis was to derive an energy stable
Discontinuous Galerkin approach for the discretization of the intrinsic beam model in space. In
order to obtain such a discretization scheme, the intrinsic beam model was reformulated and
classified as a system of linear hyperbolic balance laws. Different equivalent formulations were
derived. The formulation for characteristic variables enabled us to provide the governing equations
with mathematically appropriate boundary conditions and an initial condition. These were then
brought into a form that suits the modelling of a clamped beam that is free swinging at one side.
Moreover, we derived a capacity form of the intrinsic beam equation. Together with the initial and
boundary conditions, this resulted in the formulation of an initial boundary value problem which
could be investigated with regard to the energy of a potential solution.

We were able to show that the energy of a solution of the initial boundary value problem
behaves in an expected way from a physical point of view, in the sense that the total mechanical
energy of the modelled beam is conserved. Moreover, we showed that even for non-zero external
forces and moments the solution of the problem is energy stable. To this end, we had to make
some additional assumptions. In particular, we derived energy stability for zero external boundary
data and in time constant and bounded external forces and moments and showed that with these
assumptions the energy norm of the solution can increase linearly in time at maximum.

Having completed the analytical considerations, we used the techniques of DG methods to
derive a discretization scheme for the spatial discretization of the initial boundary value problem.
This included introducing a stable numerical flux and implementing the boundary conditions into
the discretization scheme. The result was a semi discrete formulation of the initial boundary value
problem, that still continuously depended on the time. Energy statements, analogous to the energy
statements for the solution of the continuous problem, could be made for the numerical solution
of the semi discrete formulation. More precisely, it was shown that energy conservation does hold
cell wise in the discrete context. On a global point of view, the discrete energy has additional
numerical dissipation that is generated at the interfaces between the cells and by the boundary
terms. The dissipation at the interfaces can be controlled by the choice of the numerical flux,
whereas the boundary terms always generate numerical dissipation. Together with a bound for
the contribution of external sources and moments that was analogue to the corresponding bound
in the continuous analysis, this led to energy stability of the numerical solution. Similar to the
result in the continuous energy analysis, it could be shown that the discrete energy norm of the
numerical solution does not grow faster than linearly. The latter result was, in fact, the property
we were aiming for: we showed that the Discontinuous Galerkin approach we used is indeed energy
stable.

Our theoretical results have been validated by numerical experiments. We simulated different
configurations and investigated the results with regard to their discrete energy. The investigations
have shown that the theoretical predictions for the discrete energy are fulfilled. However, the
numerical experiments have not been made for the most general case. We looked into constant
flexibility and mass matrices only. This will also be addressed in the outlook.

All in all, the DG discretization for the intrinsic beam model yields excellent mathematical
results. The convergence tests showed that an optimal convergence rate can be reached for test
problems and the theoretical investigations as well as the numerical experiments confirm the sta-
bility of the approach.

5.2 Outlook

The results of this thesis indicate that, from a mathematical point of view, the derived DG approach
suits the discretization of the intrinsic beam model very well. What remains to complete the
validation of our theoretical results, is to extend the implementations in order to be able to simulate
configurations with non-constant flexibility and mass matrices. The numerical experiments can
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then be repeated for non-constant matrices. It will be interesting to see if the experimental order
of convergence is influenced by this or if the optimal convergence rate is still approximately reached
for such simulations. Aside from that, the energy statements that were derived theoretically should
also be validated numerically for non-constant matrices.

Another point that will be investigated on the theoretical side, is a generalization of the energy
stability statement for non-zero external boundary data — in the continuous context as well as in the
discrete context. Such an extension is particularly interesting for the application on helicopter rotor
blades as they naturally rotate and move in space. It is not ensured that such a generalization
is possible, but future investigations could either look into an extension of the statement for
more general external data, or even prove that energy stability cannot be obtained if the external
boundary data is not zero. Either way, we suppose that a more detailed look into this field could
bring interesting results.

Beyond these theoretical aspects, there are several possibilities of further practical investigations
concerning realistic applications. The extension of the implementations to non-constant flexibility
and mass matrices is not only important to validate the mathematical results, but also with regard
to realistic simulations of beams. As mentioned in section 2, in real applications of anisotropic
beams, material properties vary along the beam and the possibility to consider non-constant ma-
trices will therefore be essential for their simulation. In the future, the theoretical and practical
considerations could even be extended to take into account flexibility and mass matrices that are
discontinuous, i.e. have jumps. This would open the possibility to simulate beams whose material
properties do not change smoothly but abruptly, which is often the case in applications. The na-
ture of DG methods, to allow jumps at interfaces, could very well be suitable for such simulations.
The stability of DG approaches for the discretization of hyperbolic PDEs with coefficient matrices
that have jumps is for example investigated in [28].

It would also be interesting to try applying the presented discretization approach to benchmark
problems for the simulation of flexible beams and see how it performs in general, but also compared
to other models and discretization approaches. In the course of this, it might be useful to add
damping mechanisms, in order obtain simulations that reach steady states in finite time. Damping
mechanisms for the intrinsic beam model are for example considered in [3].

To complete this section, we would like to mention another point that has not been taken into
account yet. This is the efficiency of the scheme as it is presented here. In particular, this concerns
the time stepping. Recall that in the simplified notation of section 3.7, the timestep was chosen
according to the CFL-condition

At < CFL # min Az,

max | Ay

where max |A;;| represents the maximal absolute eigenvalue of the advection matrix A. Moreover,
recall that the eigenvalues of A were shown to be the square roots of the eigenvalues of ¥ and also
of (FM)~! (cf. section 2.4.2). In realistic applications, beams are often flexible in one direction
but almost rigid in another. If one thinks of a helicopter rotor blade for example, the blade is very
flexible in the "up” and "down” direction but not in the ”left” and ”right” direction. Such material
properties result in very small entries in the flexibility matrix. Note that the flexibility matrix with
realistic parameters, that was used to plot the deforming beam in section 4.4, describes a relatively
flexible beam, and has diagonal entries of 10~#, nonetheless. The maximal absolute eigenvalue of
A is 100 in this case. For the biggest possible CFL-number, CFL = 1.0, a polynomial degree of
N, = 3 and a number of cells N, = 16 (which is the setup used in section 4.4), this results in a
timestep of At = 6.25-107%. For beams whose flexibility is arbitrarily small in some directions, the
eigenvalues of A can theoretically become arbitrarily big and the timestep in turn arbitrarily small.
Simulations of such beams are therefore computationally very intensive. One could therefore also
consider, for which beams the discretization approach is practicable in the way it is presented here,
and for which it is not. There might be found a way to avoid such small timesteps by replacing
almost zero entries in the flexibility matrix by zeros and reduce the degrees of freedom, but this
has to be part of future investigations.
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A Appendices

A.1 Computation of Boundary Terms

In this appendix, we will determine the value of the boundary terms by, and bg from section 3.5.2.
In order to do so, we will firstly determine the matrices Ay and A_, secondly the matrices 'A
and 'A_, thirdly execute the matrix vector multiplications in the boundary terms and fourthly
apply the discrete boundary conditions and gather terms.

Before we actually start with the described procedure above, we recall the definition of the
matrices needed:

1 —1/2 T —1/2 T 1/2 -1 —1/2
_— (F X7 F X>7 T_1:<XF ATLXF )

T2 \F'2XTA —F'2XTA XF'2 —A1xF-'~
—A 06 6 06 6 06 6)
A_= I A, = ’ o
(06,6 06,6) + (0676 A

. F 06,6 _ 06,6 F-!
L= (06,6 M) ’ 4= (Ml 06,6
H — _ (06,6 16,6> N _ F—l/QM—lF—l/Q.

Iss 0Os6

The matrix VU is positive definite and can be diagonalized by the orthogonal matrix X" (cf. section
2.4.2):

U =xTA%X.
We can show easily that

U =xTAX,
as

U = XTAXXTAXY = XTAN’ X = ¥
holds. Also the inverses of ¥ and U'/? are given by
U~ = F'/AMF'/?,
U= xTA Ty,

Another identity that will be useful in the upcoming computations is

MF'/? = F~'2F'"MF'/? = F~'/20~ 1, (A1)
Now, the matrices A and A_ are defined in section 3.3 as
Ay =TA T,
A_=TA_T "

And, thus, the matrix A, explicitly reads

A= L (FTRXT O FTRXT N (0 Oo6) pot
T2 \FRATA —F2XTA) \0ss A

06 F 'PXTA\ (XF'/2 A TXF '/
0 —F72XTA2) \XF/ _A-1XF-'/

F'2XTAXF'/? —F-!
—F'2PXTA2XF/? FRXTAXF/?

_F2QgF2 pRgltp-tlk

(
(
(F‘1/2\I!1/2F1/2 ~F~! )
(

F~'/2U'/ 2R/ ~F!
M-t F1/2\I,1/2F1/2>
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In a similar way, the matrix A_ can be determined:

P F'2xT  FpexT —A 066\ 11
T 2 \FPXTA —F'2XTA) \Os6 0Og
1 (—F7'2PXTA 06\ (XF'/2  A'XF/?
T2\ —F'2XTA? 044) \XF'/2 —A'XF /2
1 (~F'2XTAXF'? ~F!
T2\ —F/XTA2XFY/? —F'2XTAXF-/?
1 (—F'2u'/2F'/ —F!
2\ —F20F/  _FyR
1 (—F'2u'/2F'/ —F!
~2 ~M! Ry R

The correctness of the previous results can be verified by checking if the equation A = A, + A_
holds, which it does.
The multiplication of A4 by the matrix I' from the left now yields

—1o\qyt/2ml/2 -1
PA+_1(F 0676)(}? LR F )

2\06¢6 M ~M! F'/20'/2F-'/2
1 (FRYR —Is6
T2 B P MF'/2y 2 F=1/2
1 (FRYRA ~Is6
2 B P F-/2g—'/2F-1/2

To show the last equality in the above calculation, one uses the identity (A.1). For A_, the
multiplication with T" yields

rA 1/ F O0Ogg)\ [—F '20'2F —F!
- 2\06s M —M-! —F'Py R
1 (—F'20'2F -
T2 —Is6 —MF'/2' 2R/
1 (—F'~y'EY ~Ts6
T2 . —F-2p-teE-2 )0

where (A.1) can be used to show the latter equation. Again, the correctness of the two matrix
multiplications can be verified by checking if TA; + TTA_ = T'A = II holds, which it does.
We can now come to the computation of by, and bg. Starting with bz, by definition we have

1
by = UYL ((FA+)*UL + (TA_)Ug — 2HUR) .

In the following we will omit the superscript (-)*, to ease the notation. We consider the above
boundary term summand by summand. For the first summand, we have

T 1 1 1
1/S F'/2U'/2F'/? -1 S
T _ R 6,6 L
URFA+UL - 5 (YR) ( *16,6 F*1/2\I/*1/2F*1/2 Y.

1
=3 (S§F1/2¢1/2F1/25L — STy — STy, + YEF*I/‘A‘\Irth*l/ZYL)
Inserting the discrete boundary condition for Sy and Yz with zero external boundary data, namely

Sp\ _ (Sr+F ORI Y,
T 05
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gives us

UETALUL = - (SEFPU'PF2S, + SEYR — SEYR — YAFPU~'2F 12y,

M| —

— SHOs + YA F2Uu 2 0;)

= = (SEF'RU PR S, — YEF RO PR RYy).

1
2

The second summand is
T 1 1 1
1/8 —F'/2y'/2F'/2 I S
T _ R 6,6 R
URFAfUR =5 (YR> < —16,6 _F-2y- R \

(— SEF'RU RS, — YEF /U P2y, — 2Y 1 SR).

M| —

Finally, the last and third summand can be represented by

T
1 1/(Sr 066 Is6) (Sr T
—UMIUR = = ’ ' =Yy Sk.
g RUTRT <YR) <16,6 066/ \Yr roR
Putting all three summands together again, we obtain

1
b= 5 (SEFULFSE — VIR Au R Yy

i ( . S£F1/2W1/2F1/2SR . YgF—1/2\I,—1/2F—1/2YR . QYgSR) + YESR

N =N

= —YIF PO PR Py,

The same procedure can be used to determine the right boundary term br. By definition this is
1
br=UF ((FA+)*UL + (TA_)*Ug — 2HUL> ,

which we consider summand by summand. Again, we omit the superscript (-)* for a better
readability. The first summand is

T 1 1 1
1/8 F'/2u'/2F'/ - | S
T _ 1 (5oL 6,6 L
ULM+UL_2(YL) ( . F1/2@1/2F1/2> (Y)

1 1 — -1 —1
= (SEFI/Z\I!WF 28, + YIF 2w PE Y, — 25{1@) .

The second summand can be written as

T 1 1 1
1/S —F'PUPE ~1 S
T _ L 6,6 R
Ui TA_Ur = 3 (YL> ( . _F-egyep- Yi

1
= 5( — STFVPURRSy — YIS — YA S, — YIF 20 PE2yy)

and applying the discrete boundary conditions this time for Ugr respectively Sg and Ygr, namely
Sr . 03
Yr)  \-F'7U/F'2S, +Y,

yields

UFTA_Ugr = = (- SEF'/U'2F' 205 — Y05 + STF/2U'2F28, — VIS,

N

+ YISy - Y F AT rR Yy )

(STF'/2U'AR'2S, — YIF20— P2y ).

N =
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The third and last summand is

T
1 178 066 Iss6 St T
UMy, = = : ’ =Y, SL.
2 L7PE T (YL) (IG,G 066/ \YL Lk
Finally, by putting all three summands together again, we have

br= < (SEF/URRES, + YIF2U PR Y, — 28Ty

+= (SEFPURRYS, — YIFT RO PR Y)Y S,

| =N

=  STF/9'lER'S.

A.2 Computation of the Matrix I'|A|
First, note that by definition, it holds

|A| = T|A|T™! = % (2T|A|T™ ' +TAT ' —TAT™Y)
=Lt ap - Lo
2 2

= A+ - Af,
meaning that
A =TA; —TA_.

The matrices on the right hand side have been determined in Appendix A.1, so that the above
expression can be calculated explicitly by

F|A| — 1 F1/2‘1/1/2F1/2 _16,6 B 1 —F1/2\I/1/2F1/2 _1676
2 —Ie6 F—'/ 2y 2Fp—'/2 2 —Is6 —F2y R
(FRyE 066
o 06 6 Fil/z\ijl/2F*1/2

The matrices FE/2 U2 are positive definite and therefore also the matrices F'/2U/?F'/2 and
F~'/2¢—'/2F~'/2 because for any non-zero z € R6*6 we have

TFEGE LR, = (FE )T (R > 0.

Therefore also I'|A] is positive definite.
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A.3 Convergence Tables

N I2-error

¢ (m=1) (m = 2) (m = 3) (m=4) (m =5) (m = 6)
8 473-1007 3.03-1007 593-1007 7.19-1007 5.09-1077 5.87-107°
16 3.66-10"% 250-10"% 3.77-1078% 4.61-10"% 4.94-1078% 2.69-10"%
32 244-107° 1.81-107° 2.83-107% 3.21-107° 3.12-107° 2.06-107°
64 145-1071°9 122.107° 1.86-10"'° 2.03-107'° 193.10719 1.35.10"10
128 9.01-107*2 8.07-10~%2 1.17-107' 1.29-107'' 1.22.107' 8.63-10"12

Table A.1: First six components of the I?-error, computed by the Trixi.jl convergence test for
the numerical solution of (103) with N, = 3, CFL = 0.1 and the upwind numerical flux, compared

to the exact solution (102).

N I2-error
¢ (m=1) (m =2) (m = 3) (m = 4) (m =5) (m =6)
8 7.50-10"7 9.25-107 1.20-107°6 1.61-107% 4.77-1007 5.53-10°7
16 7.26-107% 1.09-1077 1.32-1077 1.99-10"7 4.04-10"% 4.17-10°8
32 844-107° 135-107% 1.61-107% 247-1078% 4.24.-107° 4.20-107°
64 1.04-1072 1.68-107° 2.01-107° 3.09-107° 5.04-107'0 4.93.10710
128 1.29-1079 21.1071% 250-1071° 386-1071° 6.22-10"' 6.06-10"!!
Table A.2: First six components of the [?-error, computed by the Trixi.jl convergence test for

the numerical solution of (103) with N, = 3, CFL = 0.1 and the central numerical flux, compared

to the exact solution (102).

N I2-error

¢ (m=7) (m = 8) (m=29) (m = 10) (m=11) (m =12)
8 6.05-1077 5.30-1077 4.53-1007 450-1077 3.88-1077 4.51-107°
16 5.07-107®% 3.88-107% 3.83.107% 441-107% 198.10"% 4.41-1078
32 3.17-1079 297-107° 251-107% 2.68-107° 1.57-107° 3.19-107°
64 190-107° 205-107° 1.7-107°% 1.48-107'° 1.16-10719 2.11.10"10
128 1.17-107" 1.35-107' 1.10-107'' 8.80-10"'?* 8.04-107'2 1.34.10"U

Table A.3: Last six components of the I?-error, computed by the Trixi.jl convergence test for
the numerical solution of (103) with N, = 3, CFL = 0.1 and the upwind numerical flux, compared

to the exact solution (102).
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I2-error
(m=7) (m =8) (m=09) (m = 10) (m=11) (m =12)

8 886-1077 1.03-107% 9.78-1077 4.69-1077 445-1077 3.95-107"
16 1.03-1007 1.20-1077 1.16-1077 4.99-10=% 3.66-107% 3.50-10%
32 1.25-107% 1.47-107% 1.42-107% 5.90-107° 3.75-107° 3.74-107°
64 1.55-107°% 1.84-107% 1.76-107° 7.26-1071°9 4.38-107'0 4.45.10°10
128 1.93-10710 229.1071% 22.10719 9.04.107" 5.38-10"! 5.49.10"11

Ne

Table A.4: Last six components of the I?-error, computed by the Trixi.jl convergence test for
the numerical solution of (103) with N, = 3, CFL = 0.1 and the central numerical flux, compared
to the exact solution (102).

N, Num. flux

3 upwind - - - - - -
central - - - - - -
16 upwind 3.69 3.60 3.97 3.96 3.36 4.45
central 3.37 3.08 3.18 3.02 3.56 3.73
39 upwind 3.91 3.79 3.74 3.84 3.98 3.71
central 3.10 3.02 3.04 3.01 3.25 3.31
64 upwind 4.07 3.89 3.93 3.98 4.01 3.93
central 3.03 3.01 3.01 3.00 3.07 3.09
128 upwind 4.01 3.91 3.98 3.98 3.98 3.96
central 3.01 3.00 3.00 3.00 3.02 3.02

Table A.5: First six components of the EOC, corresponding to the I?-errors in tables A.1 and A.2
for N, = 3,CFL = 0.1.

N. Num. flux

8 upwind - - - - - -
central - - - - - -
16 upwind 3.58 3.77 3.54 3.35 4.29 3.35
central 3.11 3.10 3.08 3.23 3.60 3.50
39 upwind 4.00 3.71 3.95 4.04 3.66 3.79
central 3.04 3.02 3.03 3.08 3.29 3.22
64 upwind 4.06 3.86 3.89 4.17 3.76 3.92
central 3.01 3.01 3.01 3.02 3.10 3.07
198 upwind 4.02 3.93 3.94 4.07 3.85 3.97
central 3.00 3.00 3.00 3.01 3.03 3.02

Table A.6: Last six components of the EOC, corresponding to the I?-errors in tables A.3 and A.4
for N, =3,CFL =0.1.
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N I2-error

¢ (m=1) (m=2 (m=3)  (m=4) (m=5  (m=06)
8  4.12-107%  4.62-107° 4.71-107% 6.20-107° 5.65-107% 4.39.107°
16 1.48-1071° 145.10719 1.86-1071° 237.1071° 209.1071° 1.39.10710
32 4.84-107'2 4.74-107'2 6.35-107'2 760-107'2 6.75-107!2 4.99.10"12
64 1.64-1071 1.54-10"1 212-107 245.1071% 224-10"'% 1.70-10713
128 892-107" 759.107 7.99.-107* 1.25-107'% 1.09-107'3 9.64-10"'4

Table A.7: First six components of the [?-error, computed by the Trixi.jl convergence test for
the numerical solution of (103) with N, = 4, CFL = 0.1 and the upwind numerical flux, compared

to the exact solution (102).

N I2-error

© (m=1) (m=2 (m=3) (m=4)  (m=5  (m=6)
8 578-107° 3.71-107° 6.23-107° 589-107° 4.80-107° 5.28-107°
16 1.66-1071° 1.13-107° 1.76-1071°9 1.60-10"'° 1.34.-10719 1.49.10°10
32 4.01-107'2 3.97-107' 4.16-107'2 4.16-107'2 394-107'2 4.19-10"'2
64 1.35-107'3 131-107% 1.36-107% 145-107'® 1.36-10713 1.42.10"13
128 8.16-10~%* 7.14-107'* 751-107% 1.19.-107'% 1.03-107'% 9.36-10"14

Table A.8: First six components of the I?-error, computed by the Trixi.jl convergence test for
the numerical solution of (103) with N, =4, CFL = 0.1 and the central numerical flux, compared

to the exact solution (102).

N I2-error

¢ (m=7) (m = 38) (m=9) (m = 10) (m=11) (m =12)
8 570-10°% 5.54-107° 5.16-107° 5.16-1079 295-107° 5.01-107°
16 2.04-1071° 212.107° 1.85-10"'% 1.77-107'° 1.14.10719 2.21.10"10
32 6.42-107'2 757-107'2 6.28-107'% 5.18-107'? 4.31-107'2 7.80-10"'2
64 2.15-1071 254.1071 207-107 1.61-107'3 148.10"'® 2.51-10713
128 1.02-107'% 1.16-107'® 7.34-107™ 1.12-107'3 5.86-10"'* 545.10"™

Table A.9: Last six components of the I?-error, computed by the Trixi.jl convergence test for
the numerical solution of (103) with N, = 4, CFL = 0.1 and the upwind numerical flux, compared

to the exact solution (102).

N I2-error

¢ (m=7) (m = 8) (m=9) (m = 10) (m =11) (m =12)
8 598-107° 449-107° 6.07-107° 4.31-107° 4.15-107° 4.07-107°
16  1.64-1071°9 1.35.10710 152.10719 1.41-107'0 1.46-1071° 1.40-1010
32 3.95-107'2 389.107'2 4.00-107' 3.95-107'? 3.82.107'2 3.90-10"'2
64 1.38-10"1% 132.-1078¥ 1.29-1071 13-1078¥ 1.23-10713 1.24.10°13
128 9.27-107*% 1.10-107% 6.77-107'* 1.07-107'3 1.03-10"'3 5.04-10~™

Table A.10: Last six components of the [?-error, computed by the Trixi.jl convergence test for
the numerical solution of (103) with N, =4, CFL = 0.1 and the central numerical flux, compared

to the exact solution (102).
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N, Num. flux

3 upwind - - - - - -
central - - - - - -
16 upwind 4.80 5.00 4.66 4.71 4.75 4.98
central 5.12 5.04 5.15 5.20 5.16 5.15
39 upwind 4.93 4.93 4.87 4.96 4.96 4.80
central 5.37 4.83 5.40 5.27 5.09 5.15
64 upwind 4.88 4.95 4.91 4.96 4.91 4.88
central 4.89 4.92 4.93 4.84 4.85 4.88
198 upwind 0.88 1.02 1.41 0.97 1.05 0.82
central 0.73 0.88 0.86 0.28 0.40 0.60

Table A.11: First six components of the EOC, corresponding to the I?-errors intables A.7 and A.8
for N, = 4, CFL = 0.1,

N, Num. flux

3 upwind - - - - - -
central - - - - - -
16 upwind 4.81 4.71 4.81 4.86 4.70 4.50
central 5.19 5.05 5.32 4.94 4.83 4.86
39 upwind 4.99 4.81 4.88 5.10 4.73 4.82
central 5.37 5.12 5.24 5.15 5.25 5.17
64 upwind 4.90 4.99 4.92 5.01 4.86 4.96
central 4.84 4.88 4.95 4.92 4.95 4.98
128 upwind 1.08 1.13 1.50 0.52 1.34 2.20
central 0.57 0.26 0.94 0.28 1.22 1.30

Table A.12: Last six components of the EOC, corresponding to the I?-errors in tables A.9 and
A.10 for N, =4,CFL =0.1.
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Nomenclature

General notations
0;

0;

L

z

Frequently used variables

O =0O(z,t) e R?

= =2=(x,t) €R3

V=V(x,t) eR3
Q=Q(z,t) e R?
k=k(zx) eR?

feat = feut(z,1) € R?
Mezt = Megt(T,1) € R3
F = F(z) € R6*6

M = M(z) € R6*6
A = A(z) € R12x12

U = U(z) € RO

A = A(z) € R6*¢

A = Az) € R12¥12
X = X(z) € RO
T = T(x) € R12¥12
I =I(z) € R1?¥12
II ¢ R12><12

u=u(z,t) € R?

w = w(x,t) € R

Qcap = Qcap(uv Zz, t) € R*?

zero in R¥%J
zero in R’
identity in R¥*J

cross product matrix of a vector z € R?

internal forces

internal moments

linear velocities

angular velocities

initial curvature

external forces

external moments

flexibility matrix, positive definite
mass matrix, positive definite
advection matrix for intrinsic beam balance law
positive definite matrix

positive definite diagonal matrix with square roots of eigenvalues
of ¥ as entries

diagonal matrix, consisting of £A on diagonal
transformation matrix that diagonalizes ¥
transformation matrix that diagonalizes A

positive definite coefficient matrix in capacity form
constant, symmetric coefficient matrix in capacity form

state variable of intrinsic beam equation in linear advection form,
physical variables

characteristic variables

source term for capacity form
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