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Optimisation of Monitoring and was the PI in the Research Training Group “Integrated Hydrosystem
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Abstract: There has been substantial research for estimating and mapping soil moisture content
(SMC) of large areas using remotely sensed images by developing models of soil thermal inertia (STI).
However, it is still a great challenge to accurately estimate SMC because of the impact of vegetation
canopies and vegetation-induced shadows in mixed pixels on the estimates. In this study, a new
method was developed to increase the estimation accuracy of SMC for an irrigated area located in
YingKe of Heihe, China, using ASTER data. In the method, an original model of estimating bare
STI was modified by decomposing a mixed pixel into three components, bare soil, vegetated soil,
and shaded soil, as well as extracting their fractions using a spectral unmixing analysis and then
deriving their fluxes. Moreover, the 90 m spatial resolution thermal images were scaled down to the
15 m spatial resolution by data fusion of a discrete wavelet transform (DWT) and re-sampling using
the nearest neighbor method (NNM). The modified model was compared with the original model
based on the mean absolute error (MAE) and relative root mean square error (RRMSE) between the
SMC estimates and observations from 30 validation soil samples. The results indicated that compared
to the original model based on the parallel dual layer, the modified STI model based on the serial dual
layer statistically significantly decreased the MAE and RRMSE of the SMC estimates by 63.0–63.2%
and 63.0–63.5%, respectively. The 15 m spatial resolution thermal bands obtained by the DWT data
fusion provided more detailed information of SMC but did not significantly improve its estimation
accuracy than the 15 m spatial resolution thermal bands by re-sampling using NNM. This implied
that the novel method offered insights on how to increase the accuracy of retrieving SMC estimates in
vegetated areas.

Keywords: ASTER imagery; soil moisture content; thermal inertia model; serial dual-source model;
surface component temperature; shadow impact

1. Introduction

Variation of soil moisture content (SMC) affects energy balance of land surfaces, soil erosion,
and vegetation growth [1]. Thus, it is very important to retrieve the information of SMC. Traditionally, however,
the information is often obtained using soil samples from sampled locations, which is time-consuming and

Remote Sens. 2020, 12, 1719; doi:10.3390/rs12111719 www.mdpi.com/journal/remotesensing1
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costly. The traditional method also ignores the spatial distributions and patterns of SMC. On the other hand,
remotely sensed images with spatiotemporal coverages of a study area provide the possibility for rapidly
and cost-efficiently mapping SMC and monitoring its dynamics at a regional, national, and global scale [2,3].
For this purpose, substantial research has been conducted, and the used remote sensing data include optical
and thermal infrared images and microwave observations to estimate spatial distributions of SMC over
large areas [4–6].

Because the dielectric property of soils is closely related to SMC, various methods have been
developed for estimating SMC using microwave images [7,8]. Microwave remote sensing is suitable for
estimating large-scale SMC due to its capability of penetrating surface soil and being less disturbed by
clouds and sparse vegetation cover [9,10]. However, microwave images are easily affected by ground
roughness and dense vegetation canopy [11,12].

Moreover, optical and thermal image-based methods for mapping SMC became popular because
the methods can provide maps of SMC with a wide range of spatial resolutions and a long-term
history. Previous studies have shown that SMC has a linear or non-linear relationship with spectral
reflectance of surfaces [13,14]. Thus, spectral-vegetation-index-based models are developed to estimate
SMC. Gao et al. [13] used red-near infrared reflectance of soil to estimate SMC over a vegetated area.
However, surface reflectance has a weak relationship with SMC when there is a dense vegetation cover.
The methods are also limited by weather conditions such as clouds and night time.

There are also the methods that combine optical and thermal infrared (TIR) images to estimate
SMC [15–18]. Thermal inertia is affected by the characteristics of surface layers, including thermal
conductivity and capacity of heat storage. The heat energy from the surface layers is propagated to and
stored in sub-surfaces during days and then returned to the surfaces during nights. Thus, the capacity of
the sub-surfaces is characterized by thermal inertia. The surface heat capacity and thermal conductivity
vary depending on SMC. The TIR methods are developed based on the sensitivity of land surface
temperature (LST) to surface SMC [2]. These kinds of methods consist of (1) estimating LST using
TIR images; (2) deriving soil latent and sensible fluxes using LST; (3) estimating soil thermal inertia
(STI) using soil latent and sensible fluxes; and (4) developing an empirical model that accounts for the
relationship of SMC with STI.

Based on soil thermal characteristics and infrared images, Watson et al. [19] proposed the first
thermal inertia model. Based on a generalized theory in the study of Price [20], thermal inertia can be
calculated using remote sensing data at a regional and global scale. The thermal properties of soils can
also be estimated using the model proposed by Pratt [21] and the results are dependent on the changes
in composition, porosity, and moisture content of the soils. However, this model is determined by
many physical variables, and among the variables, the estimation of wind speed and humidity using
remote sensing data is limited. Therefore, the model of Pratt [21] is hard to use. Moreover, by making
an assumption that the coefficients of variation in energy fluxes into the atmosphere and the ground
are constant, Price [22] proposed an Apparent Thermal Inertia model that can be only applied to bare
soil dominant areas [23]. Based on the phase angle of diurnal temperature change, in addition, Xue and
Cracknell [24] advanced the estimation of thermal inertia by presenting a real-time model.

The air–soil interface energy exchange implies a method of improving the estimation of surface
STI using satellite data [25]. The estimation accuracy of thermal inertia and SMC can be further
increased using the model of Zhang et al. [26] in which surface sensibility and latent fluxes with
differential thermal inertia are taken into account. However, the model neglects the impact of vegetation
and soil. In the model of Cai et al. [6], the maximum or minimum temperature is used to estimate
thermal inertia, which makes it possible that the estimation is not dependent on the time for a satellite
overpassing the study area. A relatively new thermal inertia model proposed by Liu et al. [27]
introduced surface sensibility, latent fluxes and a parallel two-layer model into a thermal conductivity
equation. Minacapilli et al. [28] conducted a laboratory experiment to evaluate the thermal inertia
model for estimating surface SMC and found that this model offered great potential for mapping
SMC and monitoring its dynamics using visible–near-infrared and TIR data. Although a great deal of
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research has been conducted and several thermal inertial models have been available for retrieving
SMC [15–18], the models are only applicable in bare soil areas and lack the ability of accurately mapping
SMC in the vegetated areas due to mixed pixels and vegetation-induced shadows.

The TIR-based methods have advantages of various spatial resolution satellite images available
and relate SMC to thermal inertia. However, the weak relationship of TIR images with SMC in the
densely vegetated areas impedes the applications of the TIR methods. So far, there have been no
reports that deal with how to mitigate the impact of vegetation-induced shadows on estimation of
SMC and improving the mapping of SMC in vegetated areas.

This study aimed to develop a novel method to generate the spatial distribution of surface SMC
in both bare soil and vegetated areas by modifying the STI model presented by Liu et al. [27] and
reducing the effect of vegetation-induced shadows on estimation of SMC. The proposed method was
developed by decomposing mixed pixels into three components, bare soil, vegetated soil, and shaded
soil, and taking into account the effects of vegetation and corresponding shadows on the estimation of
SMC. The improved model was verified by comparing the measured and estimated values of SMC
obtained using Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) data in a
selected study area.

2. Materials and Methods

In this study, we proposed a modified STI model to improve the estimation of SMC. The flow
chart of the method is shown in Figure 1. The methodological framework consists of data collection,
data pre-processing, derivation of models, modification of the STI model based on decomposition of
mixed pixels and derivation of components at a finer spatial resolution, estimation of soil sensible flux
and soil latent flux, and estimation and validation of SMC using the modified model. In addition,
a comparison of the modified model with the original model was carried out.

 

Figure 1. The flow chart of obtaining soil moisture content (SMC) from the modified soil thermal inertia
(STI) model.
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2.1. Study Site and Data

This study was conducted in an irrigated area located in Yingke of Heihe River Basin, Northwestern
China (Figure 2a). This study area falls in the temperate zone characterized by a semi-arid climate,
where summers are hot, and winters are cold and dry. The high elevation and aridity lead to great
variation of diurnal temperature with the mean annual temperature varying from 7.0 to 10.0 ◦C and the
maximum temperature of 40 ◦C. The annual precipitation is 140 mm, concentrating in May to October.
Due to dry winters, snowing rarely occurs. This area was dominated by wheat, corn, and other crops
(Figure 2b).

 

Figure 2. The study area and spatial distribution of sample plots: (a) The location of the study area in
China; (b) a land cover map generated using 500 m spatial resolution MODIS MCD12 product with the
study area highlighted. (c,d) The study area shown using a standard false color composite image from
ASTER data dated on June 4th and July 10th of 2008, respectively, and the locations of 4 180 m × 180 m
sample blocks. (e,f) Spatial distributions of the 40 15 m × 15 m sample plots within the sample blocks
shown in ASTER images dated on June 4th and July 10th of 2008, respectively (50 purple plots used for
developing and selecting the models and 30 yellow plots for validating the accuracy of the models).
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In Figure 2c,d, the study area is shown using the ASTER images acquired on June 4th and July 10th
of 2008, respectively. In this experiment, a total of 40 sample plots (Figure 2e,f) were selected from 4
sampled blocks of 180 m × 180 m (marked with 1, 2, 3, and 4 in Figure 1c,d). Soil samples were collected
on June 4th and July 10th of 2008, respectively, which led to a total of 80 soil samples. The samples
fell in in three types of land cover, including wheat, corn, and wheat/corn fields. The sample plots of
15 m × 15 m spatial resolution matched the pixels of the ASTER fusion data mentioned next in size.
The locations of the plots were obtained using a global positioning system receiver. Within each of
the sample plots, SMC was measured at 5 points in the field with one point at the plot center and
other 4 at the middle locations of two diagonal lines from the plot center to four corners and the
mean value of the SMC measurements from the 5 points was used as the SMC value of the sample
plot. Based on previous experiments [29], a 20 cm depth of soil layer led to the stable measurements
of SMC. At each point, SMC at a depth of 20 cm was thus measured in the field with time-domain
reflectometry. The time-domain reflectometry sensor for collecting the measurements of SMC was
calibrated according to the results of the study by Wu et al. [1]. There were 50 soil samples (purple plots
in Figure 2e,f) chosen based on land cover types and used to compare and select the models that
were used to account for the relationship between thermal inertia and SMC using a leave-one cross
validation. The left 30 soil samples were used for validation.

Moreover, within each of the sample plots, an Analytical Spectral Device with a spectroradiometer
of 15◦ and 25◦ field of views was used to measure hyperspectral reflectance values of the wavelength
range from 300 nm to 2500 nm for different cover types. A thermo-radiometer working in the
interval of 800 nm to 1400 nm and with a field of view of larger than 5◦ was used to measure the
temperatures of various cover types. At the same time, the data for atmospheric, meteorological,
and micrometeorological variables including wind speed, air temperature, and net radiation were
collected in the field.

In this study, ASTER images dated on June 4th of 2008 and July 10th of 2008 were acquired with a
total of 14 bands covering visible through TIR wavelength regions. Five 90 m× 90 m TIR bands and three
15 m × 15 m visible bands were used to estimate land surface temperature. The radiance calibration
of each ASTER-TIR band q was carried out based on the equation Lq(i, j) = Gainq ×

(
DNq(i, j) − 1

)
,

where i and j were the ith row and the jth column of the location in the image, Gain10 = 0.006882,
Gain11 = 0.006780, Gain12 = 0.006590, Gain13 = 0.005693, and Gain14 = 0.0055, and DNq(i,j) is the
digital number value of the pixel (i,j) [30]. The atmospheric correction of the ASTER images including
VNIR and thermal bands was conducted using MODTRAN4.0. The corrected ASTER-TIR bands at the
spatial resolution of 90 m × 90 m were re-sampled using a nearest neighbor method (NNM) to create
ASTER-TIR images at a spatial resolution of 15 m × 15 m, which kept the original ASTER-TIR values at
the 90 m resolution.

2.2. Methods

2.2.1. Multiscale Soil Thermal Inertia Model

As a physical variable, STI characterizes the impedance to the variation of temperature. If a heat
transfer is given, usually, the higher the STI values, the smaller the changes of temperature and vice
versa. The STI is calculated as follows:

P =
√

kcρ (1)

where P, k, c, and ρ are the STI (J·m−2·s−1/2·K−1), the thermal conductivity (J·m−1·s−1·K−1), the specific
heat of the material (J·kg−1·K−1), and the density (kg·m−3), respectively. Though STI in Equation (1) can
be obtained from in situ measurements, it is difficult to be acquired for a large region. Remote sensing can
provide the potential of obtaining large-scale STI values based on a conductive heat transfer equation.
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The existing thermal models are based on the assumption of one-dimensional periodic heating
of a uniform half-space. A diffusion equation (Equation (2)) with boundary conditions is utilized to
estimate the soil temperature [19]:⎧⎪⎪⎪⎨⎪⎪⎪⎩

∂Tsur(x,t)
∂t = DH

∂2Ts1(x,t)
∂x2

−k∂Tsur(x,t)
∂x

∣∣∣∣
x=0

= (1−A)SOCτcos θ− [Ac + BTs(0, t)]
(2)

where Tsur(x, t) and Tsur(0, t) are the soil temperatures at the depth x and 0 below the surface and time
t. The DH(=

k
cρ ) represents the thermal diffusivity of the half-space. The A, SO, Cτ, and θ indicate

the surface albedo, the solar constant, the atmospherically optical transmission, and the solar zenith,
respectively. The Ac and B are dependent on the conditions of the atmosphere and surface with a
linear relationship with the surface soil temperature: Ac + BTsur(0, t). In Equation (2), an assumption
of a flat Lambertian surface underneath a horizontally homogeneous atmosphere is made.

Carslow et al. [31] provided a solution of the thermal conduction Equation (2) for the temperature
of the ground surface. Based on the ground surface temperature equation, Liu and Zhao [27] proposed
a new STI model expressed as

P =

⎡⎢⎢⎢⎢⎢⎢⎢⎣
√(

A1(1−A)SOCτ

Tsur(0, t) + (LE + H)/B

)2
− B2

2
− B√

2

⎤⎥⎥⎥⎥⎥⎥⎥⎦/√w (3)

where LE, H, and w are, respectively, the bare soil latent, sensible fluxes, and the rate of the earth’s
rotation. Tsur(0, t) is the surface bare soil temperature.

Liu and Zhao [27] considered that each pixel consisted of the bare soil area and vegetated area.
A parallel dual-source model was utilized to estimate the soil latent and sensible fluxes in bare soil
areas, which neglects the shaded soil flux in the vegetated area. Thus, to improve the STI model so
as to apply it to the vegetated areas, in this study, each pixel was decomposed into bare, vegetated,
and shaded soil areas. A serial dual-source model was employed to reduce the effects of vegetation
and obtain the estimates of the shaded soil latent and sensible fluxes in the vegetated areas. At the
same time, to improve the estimation accuracy of the STI model for SMC, a discrete wavelet transform
(DWT) was used to obtain a finer spatial resolution thermal inertia image. The STI could be written as

P =

⎡⎢⎢⎢⎢⎢⎢⎢⎣
√(

A1(1−As)SOCτ

Ts(0, t) + (LEs + Hs)/B

)2
− B2

2
− B√

2

⎤⎥⎥⎥⎥⎥⎥⎥⎦/√w (4)

where LEs and Hs are, respectively, the soil latent and sensible fluxes in the soil and vegetated area,
As is the surface soil albedo in the soil and vegetated area, and Ts(0, t) is the surface soil temperature.

2.2.2. Estimation of Finer Spatial Resolution Soil Temperature

Wavelet Transform of ASTER Thermal Data

The LST is a key physical parameter. To increase the estimation accuracy of the surface component
temperatures, the DWT of ASTER TIR images was conducted, which led to finer spatial resolution TIR
data. The DWT included the wavelet decomposition of the images and an inverse wavelet transform
that resulted in a new image. The wavelet decomposition of an image means that the image is first
divided into four components, including the localized high-frequency point features, the localized
vertical features, the localized horizontal details, and the lower frequency features. The lower frequency
features are then further split at higher levels of the decomposition. For the detail of DWT, readers can
be referred to Chang et al. [32].
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In this research, as examples three high-frequency components of the ASTER TIR band 14 and
green band 1 are shown in Figure 3. Figure 3a,b for green band 1 and Figure 3g,h for TIR band 14
represent the localized high-frequency point features of the June 4th and July 10th images, respectively.
Figure 3c,d and Figure 3i,j show the localized vertical features of the June 4th and July 10th images,
respectively. Figure 3e,f and Figure 3k,l provide the localized horizontal features of the June 4th and
July 10th images, respectively. The ratios of three high-frequency components between the visible
green band 1 and TIR band 14 were, respectively, close to the constants of −0.178147, −1.302275,
and −0.611796, implying that the high-frequency information of the ASTER TIR data was very similar
to that of the ASTER green band data. In fact, the high-frequency components transformed from
the 15 m ASTER green band were the same as those from the 90 m ASTER TIR band because the
high-frequency components represent the detailed surface features in the whole study area. The 15 m
spatial resolution ASTER-TIR products were obtained by fusing the three high-frequency data of
the 15 m ASTER green band and the low frequency data of the 90 m ASTER-TIR image (Figure 4).
Compared with the original ASTER data, the fusion image showed more details of the surface features.

 

Figure 3. The wavelet decomposition results of ASTER band 1 and band 14 images from 4 June and
10 July 2008 at three directions by the discrete wavelet transform (DWT): (a,b,g,h) horizontal features;
(c,d,i,j) diagonal features; and (e,f,k,l) vertical features.

Retrieval of Land Surface Component Temperatures

Mixed pixels often contain multiple land cover types, which impedes the improvement of
estimation accuracy of SMC. Although the ASTER-TIR images were scaled down from a 90 m spatial
resolution to a 15 m spatial resolution, the impact of mixed pixels in the images on mapping SMC
cannot be ignored. The temperatures of land cover types within a mixed pixel i would be integrated
and determine the average temperature of the mixed pixel. The integration could be linear or non-linear.
For simplification, in this study it was assumed that the fluxes of the vegetated area (Lvi), bare soil (Lbi)
and shaded soil (Ldi) in each mixed pixel had linear contributions to the heat flux (Li) of the mixed
pixel. The area fractions of vegetation, bare soil, and shadow were derived using a linear spectral
unmixing analysis. The LST was then obtained from the following equation [33]:

Li = fviσεviT4
vi + fbiσεbiT4

bi + (1− fvi − fbi)σεdiT4
di (5)

where εvi, εbi, and εdi, respectively, represent vegetation, bare soil, and shaded soil emissivity at
each mixed pixel. The Tvi, Tbi, and Tdi are the temperatures of pure vegetation, bare soil, and shaded
soil within the mixed pixel, respectively. σ is the Boerziman constant (σ = 5.67 × 10−8Wm−2K−4).
fvi and fbi are the fractions of the vegetated and bare soil areas within the mixed pixel. In this study,
estimating the land surface component values of temperature and emissivity was conducted using a
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genetic algorithm (GA) as a nonlinear multi-parameter optimization problem. For the detail of GA,
readers can be referred to Liu et al. [34].

 

Figure 4. (a,c) the 15 m spatial resolution ASTER-TIR images from 4 June and 10 July 2008 after the data
resampled using the nearest neighbor method (NNM); (b,d) the 15 m spatial resolution ASTER-TIR
images from 4 June and 10 July 2008 after the data fusion using the discrete wavelet transform (DWT).

2.2.3. Estimation of Soil Sensible Flux

In the vegetated area, a series dual-source energy balance model was driven to estimate soil latent
and sensible fluxes. In this model, we considered water vapor and heat as two sources and supposed
that the bottom water and heat only come through the top layer [35]. The water and heat were then
superimposed on each other. Moreover, the surface net radiance flux, the surface sensible heat flux and
the surface latent flux in the reference level were respectively obtained by summing the corresponding
components at each layer (Figure 5).

8



Remote Sens. 2020, 12, 1719

 
Figure 5. The demonstration of resistance network and important energy balance variables used in
(a) bare soil and (b) the two-source energy balance (TSEB) model (Note: Rnb and Rnvd (Rnd + Rnv)
represent, respectively, surface net radiance flux under bare soil and vegetation cover; Rnd and Rnv are
the surface net radiance flux of the shaded soil and vegetation. Hb, Hd, and Hv represent, respectively,
the surface sensible heat flux of bare soil, shaded soil, and vegetation. Hvd is the sum of Hv and
Hd. LEb, LEd, and LEv represent, respectively, the surface latent heat flux of bare soil, shaded soil,
and vegetation. LEvd is the sum of LEv and LEd. Gb and Gd represent, respectively, the surface flux
exchange of bare soil and shaded soil. Ta, Td, and Tc are the atmospheric temperature at the reference
level, the surface soil temperature, and the vegetation aerodynamic temperatures, respectively. The ras,
rvc, and rsc represent, respectively, the aerodynamic resistance, the resistance of the whole canopy
boundary layer, and the aerodynamic resistance between canopy source and soil surface. ea, ec, and ed

represent, respectively, the water vapor pressure at the reference level, canopy height, and soil surface).

In the bare soil area (Figure 5a), the soil sensible heat flux (Hb) was written as [36]

Hb = ρa·Cp·(Tb − Ta)/ras (6)

where Tb is the bare soil temperature, Ta is the atmospheric temperature at the reference level, ρα and
Cp are, respectively, the air density (1.2 kg·m−3) and the air heat capacity (1003.2 J·kg−1), and ras is the
aerodynamic resistance obtained using the empirical model of Sauer et al. [37].

In the series dual-source energy balance model, H is obtained by adding the soil sensible flux
(Hb) and canopy sensible flux (Hv). Based on the resistance network shown in Figure 5, the soil
sensible flux under vegetation cover (Hvd) is [38]

Hvd = Hv + Hd (7)

Hv = ρα·Cp·(Tv − Tc)/rvc (8)

Hd = ρα·Cp·(Td − Tc)/rsc (9)

where ρα and Cp are, respectively, the air density (1.2 kg·m−3) and the air heat capacity (1003.2 J·kg−1).
Hd and Hv present, respectively, the canopy-covered soil sensible flux and the vegetation sensible
flux. Tc, Td, and Tv are, respectively, the air aerodynamic temperature in the canopy height,
the canopy-covered soil, and vegetation aerodynamic temperatures. rvc and rsc represent, respectively,
the resistance of the whole canopy boundary-layer and the aerodynamic resistance between canopy
source and soil surface. Finally, the soil sensible flux (Hs) was acquired by the following equation:
Hs = Hb + Hd.
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2.2.4. Estimation of Soil Latent Flux

The soil latent heat flux LES (= LEb + LEd) was derived using the energy residual method,
Equation (10) (Figure 5) [35].

LES = Rns −HS −G (10)

where the soil net radiance flux Rns (= Rnb + Rnd) was estimated by

Rns = Rn(1− fv) = (1− fv)((1−A)SOCτcos θ+ Rld − εsσT4
S) (11)

where Rn and A are the surface net radiance flux and the surface albedo. S0 and Cτ are, respectively,
a solar constant (1367 Wm−2) and the atmospheric optical transmission (0.562). The θ is the solar zenith
(20◦); Rld is the incident longwave radiation (Wm2) and is calculated according to the biomass equation
(Rld = aT6

a) [39], where a = 5.3 × 10−13Wm−2K−6, and Ta is the atmospheric temperature (= 29◦).
εs (= εb + εd ) is the surface emissivity . εb and εd are, respectively, the emissivity of bare soil and
shaded soil. Ts (= Tb + Td) is the surface soil temperature. The surface flux exchange G (= Gb + Gnd)

can be calculated with the model [40] G = β×Rns, and β = 0.2 [41] in this study.

2.2.5. Estimation and Evaluation of Soil Moisture

In this study, the STI model (Equation (3)) was modified to accurately derive the spatial distribution
of SMC in both bare soil and vegetated areas, which led to the modified model (Equation (4)).
The modification was conducted by taking into account the effect of vegetation-induced shadows
on the estimation of surface SMC. The original model and the modified model were, respectively,
used to generate the estimates of STI. On the other hand, the change of STI caused the change of
SMC. Thus, the relationship of SMC with STI derived from ASTER images can be developed and
used to create the estimates of SMC. In this study, four models, including a linear, logarithm, power,
and exponential model [42], were compared and selected using a leave-one cross validation method [43]
based on the field measurements of 50 sample plots in the study area. The derivation of STI and
its relationships with SMC was conducted using the ASTER TIR images at the spatial resolution of
15 m × 15 m by the NNM re-sample method and the DWT data fusion, respectively.

The accuracies of SMC estimates obtained from the original and modified models with two
images at the 15 m spatial resolution obtained using NNM and DWT, respectively, were evaluated.
Integrating the original and modified models with two images led to four combinations, including
(1) the original-model-based bare STI using the 15 m resolution TIR bands from NNM (OBSTI_NNM);
(2) the modified-model-based STI using the 15 m resolution TIR bands from the NNM (MSTI_ NNM);
(3) the original-model-based bare STI using the 15 m resolution TIR bands from the DWT (OBSTI_DWT);
and (4) the modified-model-based STI using the 15 m resolution TIR bands from the DWT (MSTI_ DWT).
The evaluations and comparisons were conducted using the coefficient of determination (R2), RMSE,
relative RMSE (RRMSE), and mean absolute error (MAE) between the estimated and observed values
of SMC. In addition, the mean value of SMC predictions was also utilized. The mean absolute error
was defined as the mean value of the absolute differences of the estimates from the observations.
The RMSE was defined as the square root of the average squared differences between the estimated
and observed values. The RRMSE indicated the per-unit RMSE in percentage.

3. Results

3.1. Surface Albedo

The broadband albedo of land surface is an important variable in this study. At present,
the conversion models from narrowband to broadband albedos [44] are not available. There are two
alternatives to derive the total shortwave albedo, that is, using an empirical relationship of the surface
total shortwave albedo with the spectral variables from remotely sensed images and utilizing the
radiative transfer simulation with a number of surface reflectance spectra. In this study, the surface
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albedo was defined as the ratio of irradiance fluxes based on an assumption that narrowband albedos
are linearly correlated with broadband ones. The surface narrowband albedos were first derived
using the MODTRAN4.0 model and then converted to broadband albedos by taking the spectral
distribution solar irradiance at the surface as a weighted function [33]. The obtained broadband albedo,
α, was expressed as follows:

α = 0.468594α1 + 0.303217α2 + 0.228189α3 (12)

where α1, α2, and α3 are, respectively, the narrowband albedos for ASTER band 1, band 2, and band 3.
The albedo results are shown in Figure 6.

 

Figure 6. Surface albedo of the study area for (a) the June 4th image and (b) the July 10th image of 2008.

3.2. Soil Temperature

In Equation (5), the vegetation canopy fraction was estimated using ASTER band 1, band 2,
and band 3 as follows [34]:

ρi = fv·ρvi + fb·ρbi + (1− fv − fb)·ρdi (13)

where ρi is the spectral reflectance of a mixed pixel in the ith band, and ρvi, ρbi, and ρdi are,
respectively, the spectral reflectance values of vegetation, bare soil, and shaded soil under vegetation
canopy for the ith band. In order to obtain more accurate spectral reflectance values, atmospheric
corrections for the ASTER band 1, band 2, and band 3 were carried out by the Modtran model.
Then, a linear spectral unmixing analysis was applied to derive the area fractions (fv, fb, and fd) of
vegetation canopy, soil, and shaded soil (Figure 7). Due to the lack of field measurements of three
area fractions, a total of 32 sample areas was randomly selected. The spectral reflectance values of the
mixed pixels were estimated based on the linear combination of the area fractions with the spectral
values of the pure pixels as the training samples for three endmembers. The obtained estimates were
compared with the actual values of the mixed pixels, and the determination coefficients were used as
an indirect validation of the area fractions. It was found that the mean coefficients of determination
varied from 0.78 to 0.85 for the ASTER band 1, band 2, and band 3 dated on June 4th and July 10th of
2008. This indicated that the area fractions obtained using the linear spectral unmixing analysis were
potentially reliable.
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Figure 7. The area fraction maps of three components derived from ASTER data using a spectral
unmixing analysis for the study area: (a,d) bare soil; (b,e) vegetation; and (c,f) shaded soil for the June
4th and July 10th images of 2008, respectively.

In order to obtain the unknown parameters (Tvi, Tbi, Tdi, εvi, εbi, and εdi) in Equation (5), the GA
that solves nonlinear optimization problems was driven. The convergence property and speed of
GA depended mainly on the given parameters, including the population size, mutation probability,
crossover, etc. Because the input parameters of GA are not biophysically and mathematically
meaningful, a random trial was utilized to search for the most accurate parameters [34]. In this study,
the initial parameters of GA were set as follows: εbi ∈ [0.85, 0.92], εdi ∈ [0.80, 0.95],εvi ∈ [0.95, 1.00],
Tbi ∈ [273, 326],Tdi ∈ [273, 306], and Tvi ∈ [273, 310]. The number of the maximum runs and the input
parameters for the population size, crossover probability, and mutation probability were 250, 128, 0.9,
and 0.02, respectively. The resulting temperatures are demonstrated in Figure 8.
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Figure 8. The spatial distributions of temperatures obtained based on three component fraction maps
derived from ASTER data using a spectral unmixing analysis for the study area: (a,d) bare soil; (b,e)
vegetation; and, (c,f) shaded area for the June 4th and July 10th images of 2008, respectively.

3.3. Soil Latent and Sensible Fluxes

The soil thermal transfer equation was driven to obtain the surface soil inertia, which needed
the soil sensible flux, soil latent flux, and net radiant flux. In the bare soil, the soil sensible flux was
obtained from Equation (6). Here, ras was estimated from an experimental model [37]:

ras = 4.27
ln2
(

h
z0m

)
(1 + 0.54u)

(14)

where h is the height for measuring air temperature and wind speed u above the canopy height of 2 m.
As the roughness length for momentum transfer, z0m equals to 0.01 m. The measured wind speed
above the canopy height is 3.92 m/s. The bare soil sensible flux is shown in Figure 9a.
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Figure 9. Spatial distributions of the bare soil, shaded soil, and total soil sensible fluxes for the study
area: (a,d) bare soil; (b,e) shaded soil; and (c,f) total soil sensible flux using the June 4th image and July
10th image of 2008, respectively.

In the vegetated area, the shaded soil sensible flux was obtained from Equation (9) based on the
TSEB described by Cammalleri et al. [35]. The rsc in Equation (9) was estimated using the model in the
studies of Kustas and Norman and Kondo and Ishida [40,45]:

rsc =
1

c(Ts − Tc)
1/3 + b′us

(15)

where b′ was set up to be 0.012 for natural surfaces, c is the coefficient and equal to
0.0025 m·s−1·K−1/3 [46,47], and the measured surface wind speed (us) is 1.2 m/s in the experiment field.
The shaded soil sensible flux is shown in Figure 9b. Thus, the total soil flux of the sensible heat for
the whole surface was estimated as the sum of the shaded soil sensible flux and the bare soil sensible
flux in Figure 9c. Moreover, Equations (10) and (11) were respectively used to derive the values of soil
latent flux and the soil net radiant flux that are shown in Figures 10 and 11.
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Figure 10. Spatial distribution of the soil latent flux using: (a) the June 4th image and (b) the July 10th
image 2008, respectively.

Figure 11. Spatial distribution of the soil net radiant flux using: (a) the June 4th image and (b) the July
10th image 2008, respectively.

3.4. The Estimation of Surface Soil Moisture Content

Based on the obtained spectral albedo, sensible flux, latent flux, and temperatures, Equation (7)
for soil sensible flux under vegetation cover and Equation (8) for canopy sensible flux were used to
estimate the STI and the bare STI using two 15 m spatial resolution TIR images by NNM and DWT.
In this study, the thermal inertia varied from 0 to 1. The spatial distributions of the normalized STI
for four combinations formed by the original and modified STI models and two 15 spatial resolution
images are shown in Figure 12.
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Figure 12. Spatial distributions of four combinations with images dated on June 4th and July 10th 2008:
OBSTI_NNM—the original-model-based bare STI using the 15 m resolution thermal infrared bands
by re-sampling using the nearest neighbor method; OBSTI_DWT—the original-model-based bare STI
using the 15 m resolution fusion thermal infrared bands; MSTI_NNM—the modified-model-based STI
using the 15 m resolution thermal infrared bands by re-sampling using the nearest neighbor method;
and MSTI_DWT—the modified-model-based STI using the 15 m resolution fusion thermal infrared
bands. Spatial distributions of thermal inertia derived using (a,e) OBSTI_NNM; (b,f) OBSTI_DWT;
(c,g) MSTI_NNM; and, (d,h) MSTI_DWT on June 4th and July 10th 2008, respectively.

After STI was obtained using the downscaled images, the regional-scale SMC was generated
using the obtained relationship of STI with SMC. In this study, the relationship was modeled and
optimized by comparing a linear model, a logarithm model, a power model, and an exponential model
in Table 1. A leave-one cross validation method was utilized to select the most accurate model.

Table 1. The comparison of four models to estimate soil moisture content (SMC) using the 50 soil
samples and leave-one cross validation for four combinations: OBSTI_NNM—the original-model-based
bare STI using the 15 m resolution thermal infrared bands by re-sampling using the nearest neighbor
method; OBSTI_DWT—the original-model-based bare STI using the 15 m resolution fusion thermal
infrared bands; MSTI_NNM—the modified-model-based STI using the 15 m resolution thermal infrared
bands by re-sampling using the nearest neighbor method; and MSTI_DWT—the modified-model-based
STI using the 15 m resolution fusion thermal infrared bands. R2 and RMSE (J·m−2·s−1/2·K−1 ): coefficient
of determination and root mean square error between the estimates and observations of SMC.

Model Linear Model Exponential Mode Logarithm Model Power Model

Thermal inertia R2 RMSE R2 RMSE R2 RMSE R2 RMSE
OBSTI_NNM 0.72 3.46 0.71 3.75 0.59 3.67 0.63 3.49
OBSTI_DWT 0.73 3.41 0.72 3.75 0.58 3.66 0.63 3.47
MSTI_NNM 0.83 2.73 0.81 2.57 0.70 3.76 0.72 3.34
MSTI_DWT 0.85 2.67 0.82 2.47 0.71 3.78 0.72 3.37
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For OBSTI_NNM and OBSTI_DWT, there were no statistically significant differences of RMSE
among the four models, and the linear model led to slightly smaller RMSE value (Table 1). On the other
hand, the exponential model resulted in the most accurate estimates of SMC for both MSTI_NNM
and MSTI_DWT, and their RMSE values were statistically significantly smaller than those using the
logarithm and power models but not than that using the linear model. Thus, the exponential mode
most accurately accounted for the relationship of SMC with the modified-model-based STI, while the
linear model most accurately explained the relationship of SMC with the original-model-based bare
STI. The results of the models are shown in Figure 13. Given the same model, the image obtained by
DWT only slightly reduced the RMSE values compared with that by NNM.

 
Figure 13. The selected models for accounting for the relationship of soil moisture content (SMC) with
soil and bare soil thermal inertia (STI): (a) The linear model of SMC with the original-model-derived
bare STI at the 15 m resampling spatial resolution (OBSTI_NNM); (b) The linear model of SMC with
the original-model-derived bare STI at the 15 m fusion spatial resolution (OBSTI_DWT); (c) The
exponential model of SMC with the modified-model-derived STI at the 15 m resampling spatial
resolution (MSTI_NNM); and (d) The exponential model of SMC with the modified-model-derived
STI at the 15 m fusion spatial resolution (MSTI_DWT). The R2 and RMSE (J·m−2·s−1/2·K−1) are the
coefficient of determination and root mean square error between the estimates and observations of SMC.

The spatial distributions of SMC estimates derived using the original and modified models with
15 m resampling and fusion spatial resolution TIR bands were compared in Figure 14. Given the
original model, the SMC estimates from the image dated on July 10th (Figure 14e,f) are overall greater
than those from the image dated on June 4th (Figure 14a,b), while for the modified model, the SMC
estimates from the image dated on July 10th (Figure 14g,h) are slightly smaller than those from the
image dated on June 4th (Figure 14c,d). In June and July, the study area was dominated by wheat
and corn, respectively. The SMC varied very much depending on the canopy density of the crops.
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Generally, the crop-dominated areas had greater SMC values. In addition, precipitation also affected the
SMC values. Given the same model (the original or modified model) and the same image date (June 4th
or July 10th), the spatial patterns of the SMC predictions looked similar (Figure 14a vs. Figure 14b,
Figure 14c vs. Figure 14d, Figure 14e vs. Figure 14f, Figure 14g vs. Figure 14h,). However, the 15 m
fusion image by DWT resulted in slightly more detailed information of SMC prediction.

Figure 14. Comparison of spatial distributions of predicted soil moisture contents derived using (a,e)
the original-model-derived bare STI at the 15 m resampling spatial resolution (OBSTI_NNM); (b,f)
the modified-model-derived STI at the 15 m resampling spatial resolution (MSTI_NNM); (c,g) the
original-model-derived bare STI at the 15 m fusion spatial resolution (OBSTI_DWT); and, (d,h) the
modified-model-derived STI at the 15 m fusion spatial resolution (MSTI_DWT) on June 4th and July
10th 2008, respectively.

A total of 30 test soil samples was utilized to evaluate the SMC estimates from the ASTER data by
calculating MAE and RRMSE between the observations and estimates in Figure 15. The sample mean
of SMC was 23.57% with a standard deviation of 5.80% and a confidence interval of 21.56–25.58% at the
significance level of 0.05. All the mean estimates of SMC statistically did not significantly differ from
the sample mean, but the mean estimates of 23.85% and 23.58% from the modified model with the
15 m spatial resolution images by NNM and DWT, respectively, were closer to the sample mean than
those from the original model. Moreover, the original model without the consideration of the effect of
vegetation-induced shadows on estimation of SMC led to an MAE of 3.51% and 3.42% and RRMSE
values of 18.95% and 18.60% for the images by NNM and DWT, respectively, while the modified model
resulted in a corresponding MAE of 1.30% and 1.26% and RRMSE values of 6.92% and 6.89%. The MAE
and RRMSE values from the original model were statistically significantly larger than those from
the modified model at a significant level of 0.05. This implied that the modified model significantly
increased the estimation accuracy of SMC compared with the original model. Given the same model
(the original or the modified model), however, the estimation accuracies of SMC by the images from
NNM and DWT were statistically similar to each other.
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Figure 15. The field measurements of soil moisture content (SMC) versus the estimates: (a) OBSTI_NNM:
the original-model-based bare STI using 15 m resolution thermal infrared bands by re-sampling using
the nearest neighbor method; (b) OBSTI_DWT: the original-model-based bare STI using 15 m resolution
fusion thermal infrared bands; (c) MSTI_NNM: the modified-model-based STI using 15 m resolution
thermal infrared bands by re-sampling using the nearest neighbor method; (d) MSTI_DWT: the modified
model based thermal inertia using 15 m resolution fusion thermal infrared bands.

4. Discussion

The widely used Apparent Thermal Inertia model was developed to estimate SMC using remotely
sensed images in bare soil or scarcely vegetated regions [18,23]. Due to its ignorance of the effect from
vegetation canopy-induced shadows, it cannot be applied to accurately estimate SMC in the densely
vegetated areas. The STI model proposed in this study significantly contributed to the effort being
made to improve the applications of the Apparent Thermal Inertia model from bare soil and sparsely
vegetated areas to densely vegetated areas by introducing a vegetation-induced shadow component into
the modified model using a spectral unmixing analysis. Some other models (e.g., real thermal model)
were also devised to acquire the estimates of SMC in vegetated areas [24,26,27]. However, the models
did not consider the serial dual-layer effectiveness for vegetated areas, and thus, the estimation
accuracy of SMC retrieved by the models for vegetated areas was limited. The new approach provides
a promising solution because it does not only take into account the effect of vegetation canopy-induced
shadows, but also considers the serial dual-layer effectiveness for vegetated areas and used more
detailed soil temperature information derived from the downscaled thermal images.

Moreover, Zhang et al. [4] used the information of red and near-infrared bands to develop
a normalized difference vegetation index (NDVI)-albedo model and to retrieve the estimates of
SMC, and the results were highly consistent with the field measurements at 5 cm soil depth.
However, the limited penetration ability of the spectral reflectance might degrade the quality of
SMC estimates. Because the estimates of SMC from the NDVI-albedo model were related to NDVI
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change, it was difficult to accurately estimate SMC in the irrigated areas using the NDVI-albedo model
according to the widely spread triangular scatter distribution of the albedo values against the NDVI
values (Figure 16). The approach proposed in this study improved the estimation of SMC in the
irrigated soil areas because of using the thermal images and the consideration of the shadows under
the vegetation canopies.

 

Figure 16. (a) The normalized difference vegetation index (NDVI)-albedo scatter plot of a small square
extracted from (b) an enlarged and bare soil dominated area of (c) the study area.

There were also some simple methods for the estimation of SMC using the relationships of thermal
image-derived LST with NDVI and other vegetation indices [4,48]. However, the LST-NDVI-based
methods require a large number of SMC values that well characterize various land cover types, and the
scatter plot of the LST against NDVI often has a wide spread (i.e., Figure 17) that cannot be utilized to
accurately obtain the estimates of SMC. The proposed approach in this study modeled the relationship
of SMC with STI and the values of STI were derived using the modified model in which the shadows of
vegetation canopies were extracted by the shade fraction from the spectral unmixing analysis. That is,
the improved inertial model (Equation (4)) theoretically takes into account bare soil, vegetated soil,
and shaded soil to obtain the estimates of shaded soil latent and sensible fluxes in the vegetated areas.
Thus, it has no limitations of empirical model data and can be applied to other areas with any kind of
vegetation types and canopy densities.

In this study, the values of SMC obtained by four inertial methods in bare soil regions varied
relatively little. However, in the vegetated area, there was a great variation, and the values of SMC
from the modified models MSTI_NNM and MSTI_DWT were closer to the field measurements than
those from the original models OBSTI_NNM and OBSTI_DWT, which attributes to the consideration
of shaded soil effects. This further indicated that the modified model was more reliable to retrieve
SMC. Moreover, although the 15 m spatial resolution thermal bands from DWT showed more detailed
information than those from NNM, given the modified or original model, the former only slightly
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decreased the values of MAE and RRMSE compared with those from the latter (Figure 15). That is,
the 15 m spatial resolution thermal bands obtained by DWT did not significantly improve the estimation
accuracy of SMC compared to the 15 m spatial resolution thermal bands by NNM. The main reason
might be due to the flat study area with relatively simple and uniform topographic and crop canopy
features, in which most of the wheat and corn areas had sizes of larger than 90 m × 90 m, and thus,
the DWT made the spatial information more available but did not significantly change the values of
the thermal band pixels compared with those from NNM.

 
Figure 17. (a) The scatter plot of the normalized difference vegetation index (NDVI) values against the
land surface temperature (LST) values of a square area extracted from (b) the study area shown with an
infrared color composite image.

It had to be pointed out that in the modified model of this study, the relationship of soil moisture
with the modified model derived STI was most accurately fit by an exponential model. The exponential
model showed a statistically significant relationship of using STI to estimate SMC, but lacked a clearly
biophysical mechanism, which might have limited the capacity of its predictions in the case of no field
measurements available. On the other hand, when the modified model is applied to other regions,
its calibration based on some field measurements is needed. Moreover, the application of the proposed
method was limited to wheat, corn, and wheat/corn fields, and the application of a future study should
be expanded to other land cover types. In addition, to ensure the reliability of the data collected,
the collection of data (such as spectroscopy and temperature measurements) was performed within a
half hour before and after the satellite’s pass. Thus, in the experiment we only measured a total of
30 sample points used for validation within the limited time. In the future, more field measurements
should be collected to further validate this method.

5. Conclusions

In this study, the modified STI model was developed to improve the estimation of SMC in the
vegetated and irrigated region located in the basin of Heihe River, Northwestern China. The modified
model reduced the impact of vegetation on the estimation of SMC by extracting the fraction of shadows
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due to vegetation canopies using a spectral unmixing analysis, which overcame the gap that currently
exists in the original STI model. The results showed that compared to those from the original STI model,
the modified STI model significantly decreased the MAE and RRMSE values of SMC by 63.0–63.2%
for MAE and 63.0–63.5% for RRMSE (Figure 15). The 15 m spatial resolution thermal bands obtained
by DWT data fusion provided more detailed information of SMC but did not significantly improve
the estimation of SMC compared to the 15 m spatial resolution thermal bands re-sampled by NNM.
This study implied that the new approach can offer the great potential to increase the accuracy of
retrieving SMC estimates in the vegetated areas.
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Abstract: This paper proposes a combined approach comprising a set of methods for the high-precision
mapping of soil moisture in a study area located in Jiangsu Province of China, based on the Chinese
C-band synthetic aperture radar data of GF-3 and high spatial-resolution optical data of GF-1,
in situ experimental datasets and background knowledge. The study was conducted in three stages:
First, in the process of eliminating the effect of vegetation canopy, an empirical vegetation water content
model and a water cloud model with localized parameters were developed to obtain the bare soil
backscattering coefficient. Second, four commonly used models (advanced integral equation model
(AIEM), look-up table (LUT) method, Oh model, and the Dubois model) were coupled to acquire nine
soil moisture retrieval maps and algorithms. Finally, a simple and effective optimal solution method
was proposed to select and combine the nine algorithms based on classification strategies devised
using three types of background knowledge. A comprehensive evaluation was carried out on each
soil moisture map in terms of the root-mean-square-error (RMSE), Pearson correlation coefficient
(PCC), mean absolute error (MAE), and mean bias (bias). The results show that for the nine individual
algorithms, the estimated model constructed using the AIEM (mv1) was significantly more accurate
than those constructed using the other models (RMSE = 0.0321 cm3/cm3, MAE = 0.0260 cm3/cm3,
and PCC = 0.9115), followed by the Oh model (m_v5) and LUT inversion method under HH
polarization (mv2). Compared with the independent algorithms, the optimal solution methods have
significant advantages; the soil moisture map obtained using the classification strategy based on the
percentage content of clay was the most satisfactory (RMSE = 0.0271 cm3/cm3, MAE = 0.0225 cm3/cm3,
and PCC = 0.9364). This combined method could not only effectively integrate the optical and radar
satellite data but also couple a variety of commonly used inversion models, and at the same time,
background knowledge was introduced into the optimal solution method. Thus, we provide a new
method for the high-precision mapping of soil moisture in areas with a complex underlying surface.

Keywords: soil moisture; multi-model coupling; optimal solution method

1. Introduction

The soil moisture is a main component of the earth system, with the first 0–5 cm of the soil layer
playing an important role in the exchange of substances and energy between the land and atmosphere;
moreover, it is an important parameter in the fields of agriculture, meteorology, and hydrology [1–6].
Although conventional in situ experiments can provide highly accurate data, the regional-scale
monitoring via this method has drawbacks because of the poor representativeness of the surface
soil moisture in the limited spatial scale of strong heterogeneity areas [7–9]. Compared with the
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cumbersome and time-consuming in situ experiments, the development of remote sensing technology
has led to promising methods for soil moisture monitoring, extending the “point” conventional
measurement to objective regional-scale soil moisture information [10–15].

Optical remote sensing has been successfully applied to soil moisture inversion by linking
the changes in the spectral characteristics with the soil moisture content. Optical methods are
straightforward to implement but are easily affected by weather conditions because of their weak
penetration [16]. Most of the thermal infrared methods are applicable only for monitoring the soil
moisture in bare soil and sparsely vegetated areas and under cloud-free conditions, based on the
estimation of soil thermal characteristics [17]. By contrast, the microwave remote sensing technology
is unaffected by cloud or weather conditions owing to the penetration to the vegetation canopy
and sensitivity to soil permittivity [18–22]. Therefore, the microwave remote sensing method,
owing to the synergy between microwaves and other information acquired from the electromagnetic
radiation spectrum, has a good application prospect for estimating the soil moisture of bare soil and
vegetation-covered areas [2,14,18].

In recent years, studies have shown that active microwave remote sensing could make up for the
low spatial resolution and long revisit period of passive microwave remote sensing and has become
a research hotspot in regional-scale soil moisture monitoring [22–24]. The theoretical basis of active
microwave remote sensing in extracting soil moisture information is the dielectric nature of the soil.
Depending on the soil texture and soil moisture, the dielectric constant of soil may vary significantly
even if the soil moisture content changes only slightly, thereby affecting the backscattering coefficient
obtained by active microwave remote sensing [25].

In addition to radar system parameters, the backscattering coefficient obtained by active microwave
remote sensing is mainly determined by the soil dielectric constant, surface roughness parameters,
and vegetation canopy water content [26]. Therefore, under the configuration of a known radar system,
the difficulty in estimating the soil moisture at the regional scale lies in effectively removing the influences
of the vegetation canopy and surface roughness [27–30]. In the process of vegetation impact correction,
the water-cloud model (WCM) and Michigan Microwave Canopy Scattering Model (MIMICS) model are
commonly used to separate the contributions of the vegetation backscattering and soil backscattering
from the radar data [27,31,32]. The vegetation canopy water content is a vital input parameter in the
above models; its value can be obtained by establishing empirical models based on optical remote
sensing data. In practical applications, the WCM is more widely used for its simplified physical theory,
simple model structure, and fewer input parameters [27,33–35]. Several models have been proposed
to develop the relationship between the surface parameters and the backscattering coefficient and
then realize the inversion of the soil moisture, including the integral equation model (IEM) [36,37],
advanced integral equation model (AIEM) [37,38], Oh model [37,39], Dubois model [37,40,41], and some
regression empirical models [42,43]. In recent years, several SAR satellites (Radarsat-2, Sentinel-1,
ALOS-2, and TerraSAR-X) have been used for soil moisture monitoring at the L/C/X-bands, and studies
based on these remote sensing data have achieved satisfactory results [2,44–52]. The domestic GF-3
satellite, launched on 10 August 2016, has shown good reliability and application prospects in the field
of soil moisture retrieval [53].

In conclusion, many efforts have been made for an efficient and accurate soil moisture monitoring,
with significant progress in terms of algorithm development and applications. However, there remain
several gaps in existing literature: (1) Most of the soil moisture retrieval studies selected only one
inversion model, and studies on the coupling of several commonly used models are limited; (2) In the
few studies on coupled models, parallel comparisons of these models were emphasized, and only a few
have comprehensively utilized the results of each model to obtain an optimal solution soil moisture
map with higher accuracy than any of the independent models; (3) In terms of remote sensing data
sources, there are few cases of a synergistic application of radar and optical data from high-resolution
satellites launched by China; (4) The combination of background knowledge and commonly used
inversion models was rarely considered.
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The purpose of this study was to integrate multi-source data, realize the coupling of commonly
used models, and introduce background knowledge into the optimal solution method to achieve
high-precision soil moisture mapping.

2. Study Area and Available Datasets

2.1. Study Area

The study area is located in the southwest of Jiangsu Province, covering an area of approximately
25 km × 25 km in the Yangtze River Delta (see Figure 1). The subtropical monsoon climate here is
characterized by mild and humid weather and four distinct seasons. The average temperature and
precipitation are approximately 15.5 ◦C and 1152.1 mm, respectively. The dominant wind direction
in this region is easterly. The land cover map of the study area was based on the Finer Resolution
Observation and Monitoring of Global Land Cover (FROM-GLC) developed using Thematic Mapper
(TM) and Enhanced Thematic Mapper Plus (ETM+) data (see Figure 1).

(a) (b) 

Figure 1. (a) Geographical location of the study area and (b) major land-cover types.

The study area contains several types of land covers, including cropland, forest, grassland, water,
impervious surface, and bare land. Among them, farmland is the main land-cover type, accounting for
59.02% of the study area, and the main crop is rice. During the in-situ experiment, the rice plants were
in the mature stage, and there was no water in the fields. There were many fragmented water bodies,
accounting for 4.73% of the total area therein. During the field experiments, we found that most of the
forest land marked in the land cover map had been planted with shrubs. Therefore, we combined
the forest and shrub lands under the same land use type. Although most of the research area is
characterized by farmland land cover, the underlying surface of the farmland is relatively complex.
From the perspective of planting types, there are rich vegetable varieties, mature rice, and a few rice
fields that were still covered with stubble and weeds after harvesting.

2.2. GF-1 Data

To eliminate the effect of vegetation water content (VWC) on the soil moisture estimation, the GF-1
data was used in this study. The GF-1 satellite was launched by China on 26 April 2013. The CCD
sensors include four spectral bands (blue: 0.45–0.52 μm, green: 0.52–0.59 μm, red: 0.63–0.69 μm,
and near-infrared: 0.77–0.89 μm). The two images used in this study acquired on 17 and 18 of October
2018 were downloaded from the China Center for Resource Satellite Data and Application website
(http://218.247.138.119:7777/DSSPlatform/index.html); these have a spatial resolution of 8 m.
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The reprocessing of the GF-1 data included radiation correction, atmospheric correction, and
geometrical correction. Th radiation correction for the four bands was performed using the ENVI
5.3 software to convert the digital number (DN) of the images to the surface spectral reflectance.
The atmospheric correction was conducted using the FLAASH Atmospheric Correction toolbox using
the ENVI software [44,47,52–55]. After atmospheric correction, the images were geo-referenced based
on 25 ground control points. After the preprocessing procedures, the four processed bands of the GF-1
data were used to calculate the vegetation index during the in-situ experiments.

2.3. GF-3 Data

The C-band GF-3 satellite is a multi-polarization high-resolution commercial SAR satellite,
launched by China on 10 August 2016. The GF-3 SAR sensors have 12 imaging modes with a fine
spatial resolution of up to 1 m, and the data used in this study were quad-polarization images of the
Quad-Polarization StripI (QPSI) mode acquired on 17 and 19 of October. The SAR images have a
nominal spatial resolution of 8 m. The incidence angle ranged from 35.38 to 37.21◦, at a frequency of
5.4 GHz.

A series of preprocessing procedures were performed on the single-look complex images using
SARscape 5.5 module developed by SARmap using the ENVI 5.5 software. First, Multi-Look processing
was applied to make the texture of the original images close to the real condition and to reduce the
speckle noise. The enhanced Lee filter with a window size of 5 pixels by 5 pixels was applied to reduce
the speckle noise as the filtering and denoising process, providing the best results compared to using
the other filters tested in this study [56]. The obtained data were geocoded using digital elevation
maps for geometric fine correction. Finally, radiometric calibration was conducted to transform the
DN of the pixel into the backscattering coefficient in the multi-polarization mode.

2.4. In Situ Measurements

In situ measurements were conducted from 17 to 19 of October 2018, simultaneously with the
GF-3 and GF-1 acquisitions. During the in-situ measurements, no evident changes in the temperature
or precipitation were found in the study area. A total of 94 soil samples were selected from this area.
The position of each sample field was identified and recorded by Global Positioning System (GPS).
Figure 2 shows the map of the sampling sites and details regarding the soil moisture samples.

(a) (b) 

Figure 2. Map of sampling sites and elevation (a) and statistical characteristics of measured soil
moisture samples (b).

The entire study area was classified on the basis of three strategies, each containing 4–5 classes
(listed in Table 1). The number and proportion of sample points distributed in each class were
counted to observe the difference between the proportion of sample points contained in a class and the
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proportion of this class in the total area of the study area [57]. As listed in the table, the proportion of
sample points in a certain class is similar to the proportion of the class in the total area of the study
area, indicating that the sampling is largely representative.

Table 1. Detailed information of the 94 samples taken from a study area in Jiangsu Province, China.

Type Class
Number of

Samples
Proportion of

Total Samples (%)
Proportion of This Class in
the Entire Study Area (%)

Land Use Type

Farmland 63 67.02 68.62
Forest and shrub 25 26.60 30.51

Grassland 4 4.26 0.84
Bare land 2 2.13 0.03

Percentage Content
of Clay

(%)

14 1 1.06 0.67
26 37 39.36 35.04
28 26 27.66 35.94
29 28 29.79 26.12
37 2 2.13 2.23

Slope
(◦)

≤1 36 38.30 41.53
1–2 32 34.04 28.47
2–3 12 12.77 10.34
3–4 7 7.45 5.02
>4 7 7.45 14.64

The soil moisture measurements were mainly acquired using time-domain reflectometry (TDR)
probes for the top 5 cm in all the 94 sample fields, on the basis of the hypothesis that the factors
affecting radar signal penetration, such as vertical inhomogeneity of soil moisture content at a depth
of 0–5cm, could be ignored [42,56,58]. For each sample field, the probes were placed vertically, and
three close-distance measurements (few meters apart) of the near-surface volumetric soil moisture
were collected and averaged. Furthermore, a total of 29 samples were simultaneously collected,
uniformly mixed, and placed in cutting rings and aluminum specimen boxes using the oven-drying
method for the top 5 cm. These cutting rings and aluminum specimen boxes were weighed and
recorded, and then transported back to the laboratory for drying in an oven at 108 °C for 24 h, until the
boxes were completely dehydrated. The obtained gravimetric soil moisture (g/g) and soil bulk density
(g/cm3) were used to calculate the volumetric soil moisture (cm3/cm3), which was used to calibrate the
TDR measurements. A linear model was used to calibrate the volumetric soil moisture acquired by the
TDR probes, and the result is shown in Figure 3. The calibrated values of the volumetric soil moisture
ranged from 0.03 to 0.35 cm3/cm3, averaging at 0.19 cm3/cm3. A total of 60 soil moisture samplings
were randomly selected as independent testing data, and the remaining samplings served as training
data in different models and algorithms.

In this study, the root-mean-square (RMS) height and correlation length were measured as the
roughness parameters using a needle profiler made of a 1 m-long board with 100 pins digitized at an
interval of 1 cm, and a digital camera. At the sample fields, the needle profiler was inserted onto the
soil surface in the east-west and north-south directions, and then two images were taken to record
the roughness characteristics. The roughness values were calculated from the digitized curve based
on the roughness images using a developed MATLAB program. The RMS height ranged from 0.3
to 1.7 cm, averaging at 1 cm. The correlation length ranged from 5 to 25 cm, with the average value
of 15 cm. The results show that the microtopography of the study area is relatively flat. A total of
57 vegetation samples were collected and sealed in plastic black bags, in order to minimize the effects
of photosynthesis and transpiration on the water content of the vegetation samples. The VWC (kg/m2)
was calculated from the fresh and oven dried sampling measurements using the oven-drying method.
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Figure 3. Calibration of volumetric soil moisture acquired by TDR probes.

After fixing the drying process, the vegetation samples were dried in an oven at 65 ◦C, until the
samples were completely dehydrated.

3. Methodology

In this study, a set of combined approach comprising a set of methods to obtain high-precision
soil moisture, which integrate multi-source data, realize the coupling of commonly used models,
and introduce background knowledge into the optimal solution method. The procedure of the
methodology for soil moisture mapping, illustrated in Figure 4, is explained as follows:

In the first step, the influence of the vegetation canopy water content was removed from the total
backscattering coefficients, and the backscattering coefficient of the bare soil was obtained. The specific
operations were as follows: first, an empirical VWC model was established using four vegetation
indices extracted from the GF-1 satellite data and measured vegetation canopy water content data,
and the accuracy of this empirical model was then compared with that of the conventional one-variable
quadratic model; second, a WCM with localized parameters was established using the HH and VV
polarization backscattering coefficients extracted from the GF-3 satellite data and in situ experimental
data, and the accuracy of this model was compared with that of a model that uses empirical parameters.

In the second step, four commonly used soil moisture inversion models were coupled, and a total
of nine soil moisture maps were obtained. The specific operations were as follows: five maps of the soil
moisture and four RMS height maps were obtained using the AIEM model, Oh model, and look-up
table (LUT) method; the four RMS height maps were then taken as input data for the Dubois model,
and four soil moisture maps were obtained.

In the third step, based on the above nine soil moisture maps, a strategy of pixel classification and
algorithm selection was applied to draw the optimal solution soil moisture map based on background
knowledge. The specific operations were as follows: first, the study area was divided into several
categories based on a certain background knowledge, each of which was assigned one of the nine
algorithms with best precision. The results of all the categories were then combined to form a soil
moisture map of the entire study area; finally, the three soil moisture maps based on the three sets of
background knowledge were compared, and one with the best precision was selected as the optimal
solution soil moisture map.

30



Remote Sens. 2020, 12, 2123

 

Figure 4. Flowchart of the proposed soil moisture mapping. VWC, vegetation water content; mvn,
soil moisture content obtained by four commonly used models; s and l: the root-mean-square (RMS)
height and correlation length.

3.1. Vegetation Effect Correction Models

The empirical VWC model and WCM with localized parameters were applied to remove the
vegetation effects from the total backscattering coefficient. The reason for constructing an empirical
VWC model considering four vegetation indices is as follows: Although most of the study area
is farmland, the underlying surface of the farmland is relatively complex, so it is likely that the
VWC of the complex vegetation types cannot be accurately described by any single vegetation index;
furthermore, a total of 57 VWC samples were collected during the in situ experiment, and the measured
data were fully utilized in the process of constructing an empirical model that was more suitable for
the study area. Similarly, the WCM with localized parameters makes full use of the in- situ experiment.
To make the results more convincing, the accuracies of the empirical VWC model and WCM with
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localized parameters were compared with those of the conventional one-variable quadratic model and
WCM with empirical parameters.

3.1.1. Vegetation Water Content Estimation Model

The VWC is an important parameter in the WCM. To eliminate the influence of vegetation canopy
on the total backscattering coefficient, the VWC should be estimated. Because of the time and economic
costs, it is difficult to acquire the VWC via ground tests on a large scale. Fortunately, the development of
remote sensing technology has led to an effective solution to this problem. Published studies confirmed
that the VWC has a significant correlation with the vegetation indices obtained from remote sensing
datasets [55–60]. The vegetation indices often used to estimate the VWC include the normalized
difference vegetation index (NDVI), normalized difference water index (NDWI), enhanced vegetation
index (EVI), difference vegetation index (DVI), and ratio vegetation index (RVI) [61–64].

The GF-1 wide-field-view data synchronized with the GF-3 data passing time were used to
calculate the vegetation indices. Considering the configuration of the GF-1 satellite, four vegetation
indices were selected for the calculation: the NDVI, EVI, RVI, and DVI. These were calculated as follows:

NDVI =
NIR−RED
NIR + RED

(1)

EVI = 2.5× NIR−RED
NIR + 6.0RED− 7.5BLUE + 1

(2)

RVI =
NIR
RED

(3)

DVI = NIR−RED (4)

where NIR is the reflectivity at the near-infrared band; RED is the reflectivity at the red band; BLUE is
the reflectivity at the blue band.

Previous works have indicated that the one-variable quadratic models, along with the linear and
exponential models, are suitable for describing the correlation between the vegetation indices and
VWC [55,61–63]. However, in most studies, only one of the vegetation indices (such as the NDVI) with
the strongest correlation with the VWC was used in the calculation [61]. For medium-scale research
areas with a complex surface cover, a combination of multiple vegetation indices may be more effective
and accurate.

In this study, we developed a new empirical model in which all the four vegetation indices were
incorporated in the calculation. Moreover, the accuracy of the new model was compared with those of
the four one-variable quadratic models with each vegetation index, so as to verify the efficiency of the
new model. The one-variable quadratic models used for accuracy comparison and the new model can
be described as follows:

VWCVI = a×VI2 + b×VI + c (5)

where VWCVI is the VWC calculated using the one-variable quadratic model (kg/m2); VI is the
vegetation index obtained from the GF-1 satellite data; a, b, and c are the empirical parameters obtained
using the least-squares method.

Each vegetation index has a certain scope of application and works well only under a certain
growth condition, so a VWC model constructed using only a single vegetation index may not effectively
reflect the condition of the entire study area. Considering the diversity of the vegetation types in the
study area, a combined model incorporating the four vegetation indexes was developed. The 1stOpt
software was used in the process of constructing the combined model, and the fitting accuracy and
number of parameters were considered. The combined model can be expressed as follows [59]:

VWC = d + e×NDVI ×RVI + f ×NDVI × EVI + g×DVI × EVI + h×RVI × EVI (6)
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where VWC is the VWC calculated using the new empirical model (kg/m2); NDVI, EVI, DVI, and
RVI are the vegetation indices obtained from the GF-1 satellite data; d, e, f, g, and h are the empirical
parameters obtained using the least-squares method.

3.1.2. Water-Cloud Model

The backscattering coefficient obtained from the study area is affected by the land surface and
radar configuration parameters [27,31]. In this study, the radar configurations were obtained from
the head file of the GF-3 SAR sensor. Therefore, only the influences of land surface parameters were
considered, including the soil moisture, roughness, and vegetation. To extract the backscattering of
the bare soil surface, which is directly correlated to the soil moisture, the effect of vegetation canopy
should be removed.

To describe the backscattering of the soil and vegetation in the vegetation-covered soil surfaces, a
semi-empirical WCM, first developed by Attema and Ulaby [31], has been widely used as the vegetation
impact correction model. The WCM is based on the following basic assumptions: (1) The vegetation
canopy is represented as a homogeneous horizontal water cloud of identical and uniformly water
spheres. (2) The multiple scattering between the canopy and soil is ignored. (3) The only significant
variables in the model are the height of the canopy layer and cloud density, and the latter is assumed
to be proportional to the volumetric VWC of the canopy [31].

For a given incidence angle, the classic WCM can be expressed as follows:

σ0 = σ0
veg + τ

2 × σ0
soil (7)

τ2 = exp(−2× B×VWC/ cosθ) (8)

σ0
veg = A×VWC× cosθ×

(
1− τ2

)
(9)

where σ0 is the total backscattering coefficient, considering the incoherent sum of the contributions
of the vegetation and underlying soil (dB), σ0

veg is the backscattering coefficient of the vegetation
canopy (dB), σ0

soil is the direct backscattering coefficient of the underlying soil surface (dB), τ2 is the
two-way transmissivity of the vegetation, VWC is the vegetation water content (kg/m2), θ is the
incident angle (◦), and A and B are parameters depending on the vegetation type. There is no general
theoretical basis to obtain the values of A and B, which are typically determined by fitting the WCM
against experimental datasets.

The original WCM has been subsequently modified or extended by various researchers [27].
Bindlish and Barros showed that the accuracy of the WCM could be improved by considering the
radar-shadow effect. The concept of a dimensionless vegetation correlation length was used to
better describe the geometric effect of the vegetation spacing; this parameter is similar to the surface
correlation length used in the AIEM [59]. It can be interpreted as the distance at which the plants are
considered independent scatterers [60]. Based on the improved WCM, Equations (10) and (11) must
be modified to correct for the radar-shadow effect. The modified total backscattering coefficient and
vegetation effect can be expressed as follows:

σ0 = σ∗veg + τ
2 × σ0

soil (10)

σ∗veg = σ0
veg × [1− exp(−α)] (11)

where σ∗veg is the modified vegetation contribution, and α is the radar-shadow coefficient parameter,
which is also considered the dimensionless vegetation correlation length.

In this study, three different WCM experiments were conducted: in the first case, the classic WCM
was used, and the empirical parameters A and B were recorded as 0.0012 and 0.091, respectively, based
on the values reported by Bindlish [60] (WCM_1). In the second case, the same classic WCM was
used; however, the empirical parameters A and B were obtained using the least-squares method with
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the in situ experimental datasets (WCM_2). In the third case, an improved WCM considering the
radar-shadow effects was selected; the empirical parameters A, B, and α were calculated using the
least-squares method (WCM_3) with the in situ experimental datasets.

3.2. Soil Moisture Content Retrieval Model

To convert the bare soil backscattering coefficient to the soil moisture content, four commonly
used inversion models (AIEM model, LUT method, Oh model, and Dubois model) were coupled.
In this section, only the general principles and formulae of these models are introduced. A more
detailed discussion of the relevant techniques and theory can be found in the references mentioned in
this section.

The process of coupling the four models involved five steps. Only the general principles of these
models are introduced in this section, and since steps 2 and 3 involve the analysis and application of
the results generated in the intermediate process, the details of these are described in Section 4.2.

Step 1: The AIEM-simulated database was generated using the AIEM model, based on the in situ
datasets and GF-3 configuration.

Step 2: Based on the AIEM-simulated database obtained in step 1, the responses of the bare soil
backscattering coefficients and input parameters were analyzed, and the relationship structure between
the soil moisture and input parameters was then determined. Thereafter, the empirical model was
constructed using the measured soil moisture and bare soil backscattering coefficient; this model was
used as an algorithm to map the soil moisture (mv1).

Step 3: Similarly, based on the AIEM-simulated database, the LUT method was established using
tree cost functions, which generate three soil moisture maps (mv2, mv3, and mv4) and three RMS height
results (s1, s2, and s3).

Step 4: In parallel with the above three steps, based on the in-situ database and backscattering
coefficient, the Oh model was used to map the soil moisture (mv5), along with the RMS height result (s4).

Step 5: After the above four steps, a total of four RMS height results were obtained, which were
used as input data to the Dubois model. Based on the backscattering coefficient and measured soil
moisture, four soil moisture maps (mv6, mv7, mv8, and mv9) were obtained corresponding to the four
RMS height results.

3.2.1. Estimated Model Constructed by AIEM

The AIEM model was developed by Chen and Wu in 2003 based on the classic IEM [35–37].
The AIEM is a well-established theoretical model in which the discontinuities in the surface roughness
and Fresnel reflection coefficient were resolved by replacing the Fresnel reflection coefficients with
a transition function [37,38,65]. Extensive experimental datasets were used to analyze the accuracy
and validity of this model, the results of which indicated that the AIEM could accurately simulate the
backscattering coefficients under a wide range of conditions [38,66].

In this study, the AIEM was adopted to establish a simulated database, and the responses of
the bare soil backscattering coefficients, incident angle, roughness parameter, soil dielectric constant,
and frequency were simulated under the configuration of the GF-3 sensor. The soil dielectric constant
simulated from the AIEM was converted to the soil moisture via the dielectric-mixed Dobson model [67].
The frequency of the GF-3 sensor was fixed at 5.4 GHz, and other input parameters based on in situ
data are as listed in Table 2.

Table 2. Values of the input parameters to the AIEM model.

Input Parameters Minimum Maximum Interval

Incidence angle (◦) 30 60 1
RMS height (cm) 0.3 1.8 0.1

Correlation length (cm) 5 25 1
Soil moisture (vol. cm3/cm3) 0.03 0.36 0.01
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Considering the difficulties in simulating the bare soil backscattering coefficients in
cross-polarization using the AIEM, only the backscattering coefficients simulated in HH and VV
polarizations were used in this study. Based on the AIEM and Dobson model, the equations of the bare
soil backscattering coefficients can be expressed as follows:

σ0
PP = f (θ, f , s, l, mv) (12)

where θ is the incidence angle, f is the frequency of the GF-3 sensor, s is the RMS height, l is the
correlation length, and mv is the bare soil moisture content.

3.2.2. LUT Inversion Method

The LUT of the HH and VV polarization backscattering coefficients was obtained from previous
studies [37,38]. In this study, the LUT method was used to obtain soil moisture and root mean
square (RMS) height at the same time. It was based on the AIEM-simulated database, and under
the configuration of GF-3 satellite, each record of the database contains five interrelated parameter
values, including backscattering coefficient, root mean square (RMS) height, correlation length and soil
moisture. For a particular pixel of the bare soil backscattering coefficient map, a specific record in the
simulated database could be located by minimizing the cost function, and the soil moisture and root
mean square (RMS) height in this record were extracted as the best-fit inversion value corresponding
to the backscattering coefficient of the pixel.

Three cost functions were established to retrieve the bare soil moisture in this study:

Z1 = min

⎛⎜⎜⎜⎜⎝
√(
σ0

HH − σ0
HH_AIEM

)2⎞⎟⎟⎟⎟⎠ (13)

Z2 = min

⎛⎜⎜⎜⎜⎝
√(
σ0

VV − σ0
VV_AIEM

)2⎞⎟⎟⎟⎟⎠ (14)

Z3 = min

⎛⎜⎜⎜⎜⎝
√(
σ0

HH − σ0
HH_AIEM

)2
+
(
σ0

VV − σ0
VV_AIEM

)2⎞⎟⎟⎟⎟⎠ (15)

where σ0
HH and σ0

VV are the HH and VV polarization backscattering coefficients (dB) obtained from
the bare soil backscattering images, respectively, and σ0

HH_AIEM and σ0
VV_AIEM are the HH and VV

polarization backscattering coefficients (dB) in the AIEM-simulated database, respectively.

3.2.3. Semi-Empirical Oh Model

Oh et al. proposed several versions of the semi-empirical polarimetric models between 1992 and
2004 [37,39]. The Oh model is based on physical theoretical models, and the relevant parameters in this
model were obtained as field experimental data using several polarimeter radar scatterometers [39,68].
The latest version of the Oh model modified in 2004 contains a new equation that ignores the correlation
length, built on the previous version [37]. This improvement was made on the basis of the results
of a published research, which indicated that the ratio q (σ0

HV/σ0
VV) is not sensitive enough to the

roughness parameters and that the measurement of the correlation length may vary depending on the
scale of the instrument used [39].

In this study, a new expression for the Oh model (2004) was used to estimate the soil moisture of
the bare soil. The input parameters of the Oh model (2004) include the incidence angle, wavenumber,
RMS height, and soil moisture or dielectric constant. The 2004 version of the Oh model can be expressed
as [37,39]:

σ0
VH = 0.11×m0.7

v × (cosθ)2.2 ×
[
1− exp

(
−0.32× (ks)1.8

)]
(16)
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p ≡ σ
0
HH

σ0
VV

= 1−
(
θ

90◦
)0.35×m−0.65

v × exp
[
−0.4× (ks)1.4

]
(17)

q ≡ σ
0
VH

σ0
VV

= 0.095× (0.13 + sin1.5θ)1.4 ×
{
1− exp

[
−1.3× (ks)0.9

]}
(18)

where p is the co-polarized ratio, q is the cross-polarized ratio, σ0
VH represents the backscattering

coefficients for VH polarization (dB), and ks is the RMS height normalized to the wavelength
(k is the wavenumber). The dataset in this study satisfies the validity range of the Oh model (2004)
(0.04–0.29 cm3/cm3 for mv, 0.13–6.98 for ks, and 10–70◦ for θ) [37].

3.2.4. Semi-Empirical Dubois Model

The Dubois model was developed in 1995 using scatterometer data for retrieving the soil moisture
content and RMS height from the remote sensing radar data [37]. The Dubois model has been applied in
some studies, with satisfactory accuracy [40,41]. The validity domain of the model is mv < 0.35 cm3/cm3

and ks ≤ 2.5, θ ≥ 30◦. The equations applicable to HH and VV polarization data are:

σ0
VV = 10−2.35 × cos3 θ

sin3 θ
× 100.046×ε×tanθ × (ks× sinθ)1.1 × λ0.7 (19)

σ0
HH = 10−2.75 × cos1.5 θ

sin5 θ
× 100.028×ε×tanθ × (ks× sinθ)1.4 × λ0.7 (20)

where ε is the dielectric constant, and λ is the radar wavelength.
In this study, the Dubois and Dobson models were combined to complete the following processes:

the RMS height map obtained using the Oh model and LUT inversion method was used as the input
data, and the soil dielectric constant was generated using the Dubois model based on the HH and VV
polarization backscattering coefficients, which were converted to the soil moisture content using the
dielectric-mixed Dobson model.

3.3. Optimal Solution Method

This section presents a simple and effective optimal solution method used to select and combine
the nine soil moisture mapping algorithms proposed above based on three types of background
knowledge. Figure 5 shows the overall process of the optimal solution method.

 

Figure 5. Schematic of the optimal solution method based on a specific background knowledge.
Color: pixel classification results; Pattern: soil moisture results after mosaic.

For a specific background knowledge, the pixels in the study area were classified into several
categories using the classification strategy constructed based on this knowledge, and the algorithm with
the highest accuracy was selected in terms of the evaluation index. The algorithm results corresponding
to each category were calculated independently. Thereafter, the calculation results of all the categories
were combined to form the soil moisture map of the entire study area.
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A total of three spliced maps of the soil moisture were obtained using three classification strategies.
Finally, these maps were compared, and the one with the best accuracy was selected as the optimal
solution soil moisture map of the study area.

Three optimal solution classification strategies were proposed as follows: (1) Based on the four
main land use types (farmland, grassland, shrub, and bare land) in the study area, a statistical analysis
was made on the accuracy of the nine soil moisture inversion maps, and the best inversion method for
each type was selected; (2) Based on the percentage of clay, nine soil moisture inversion accuracies
were calculated corresponding to the five clay percentage values (14, 26, 28, 29, and 37%), and the best
inversion method was selected for each type; (3) Similarly, based on the slope levels of the study area,
a statistical analysis was made on the accuracies of the nine soil moisture inversion maps under five
slope levels (Level 1: ≤1◦; Level 2: 1–2◦; Level 3: 2–3◦; Level 4: 3–4◦; Level 5: ≥4◦), and the inversion
method with the highest accuracy for each slope level was selected as the optimal solution method.

The equation of the optimal solution methods is expressed as follows:

mv = f (mv1, mv2, . . . . . . , mv9) (21)

where mvn is the retrieved moisture based on the four models.

4. Results and Discussion

4.1. Vegetation Effect Correction

This section presents the results of the calculation parameters of the empirical VWC model and
WCM with localized parameters. To prove the superiority of the two models compared with the
commonly used empirical models and empirical parameters, we developed conventional one-variable
quadratic models and WCM with empirical parameters for comparative experiments. The comparison
results are given in this section.

The developed empirical model was used to retrieve the VWC from the GF-1 vegetation indices,
compared with the one-variable quadratic model. The agreement between the measured VWC and the
modeled VWC was evaluated on the basis of the Pearson correlation coefficient (PCC). Table 3 lists the
coefficient of determination values based on 19 validation sample datasets.

Table 3. Parameters of the VWC model and the PCC based on the 19 validation sample datasets.

VWC model

Empirical Parameters
PCC

a b c

VWCNDVI 26.0820 −1.8558 1.0915 0.9158
VWCEVI 4.6957 1.4673 0.9790 0.9054
VWCRVI 1.3854 −1.7960 1.3724 0.9124
VWCDVI 46.9080 5.8157 0.9459 0.8805

VWC
d e f g h

0.9442
1.1604 4.3773 18.2684 14.1764 −4.8787

From Table 3, we find that by comparing the performances of the four vegetation indices in the
one-variable quadratic models, VWCNDVI provides a higher accuracy than the other vegetation index
models (PCC = 0.9158). However, the accuracy of the VWC estimated from the combined vegetation
model was significantly higher than those estimated from any one of the one-variable quadratic models
(PCC = 0.9442).

The VWC was estimated using GF-1 satellite data. As shown in Figure 6, the PCC between the
estimated and measured VWC values is 0.9440, the root-mean-square error (RMSE) of the estimated
VWC is 0.1651 kg/m2, and the coefficient of determination (R2) is 0.8915. The correlation between the
measured and estimated VWC values was significant at the 0.01 level.
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Figure 6. Scatter plot between the measured and estimated vegetation water content values using the
new empirical model based on 19 sample datasets. The 1:1 line is included in the plot.

Three different WCM experiments were conducted using the results of the above VWC.
As mentioned previously, the classic WCM was used, and the empirical parameters A and B were
recorded as 0.0012 and 0.091, respectively (WCM_1); in the second case, the same classic WCM was
used; however, the empirical parameters A and B were obtained using the least-squares method with
the in situ experimental datasets (WCM_2); in the third case, the improved WCM considering the
radar-shadow effects was selected, and the empirical parameters A, B, and α were calculated using the
least-squares method (WCM_3) with the in situ experimental datasets. The values of the empirical
parameters used in the WCM were recorded by referring to published works or calculated based on
the in situ experimental datasets. The AIEM model was used to simulate the bare soil backscattering
at each sampling location where in situ experimental data of the soil moisture and auxiliary data
were available.

To evaluate the validity of the three WCM experiments conducted on the vegetation effect
correction in the GF-1 and GF-3 satellite configurations, the bare soil backscattering simulated using
the WCM was compared with that simulated using the AIEM, in Figure 7.

(a) (b) 

Figure 7. Cont.
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(c) 

Figure 7. Scatter plots between the bare soil backscattering (dB) simulated by AIEM and three
different water-cloud model strategies based on experimental data. The 1:1 line is included in the plot.
(a) WCM_1; (b) WCM_2; (c) WCM_3.

Based on the analysis of the comparative experimental results, we find that the empirical VWC
model and WCM with localized parameters considering the radar-shadow effects do have evident
accuracy advantages, confirming that the accuracy of the calculated bare soil backscattering coefficient
could be ensured.

4.2. Bare Soil Moisture Estimation Based on Four Commonly Used Models

The process of coupling the four commonly used models included the five steps described in
Section 3.2. In this section, Sections 4.2.1–4.2.4 correspond to steps 2–5, respectively. Because steps 2
and 3 involve the analysis and application of the results generated in the intermediate process, they
will be analyzed in more detail.

4.2.1. Bare Soil Moisture Estimation Based on AIEM

To build the bare soil moisture empirical estimation model based on the AIEM and map the soil
moisture content, three steps were carried out. First, the responses of the backscattering coefficient
and input parameters were analyzed to support the judgment of the structure of the inversion
model; second, the parameters of this model were calculated based on the in situ experimental data;
third, the soil moisture content in the entire area was mapped based on the model.

The input parameters of the AIEM include the radar system parameters and surface parameters
of the study area. In the GF-3 radar sensor configuration, the frequency and incidence angle of the
radar system parameters can be obtained from the header file. Therefore, only the responses of the
bare soil backscattering coefficients and surface parameters of the study area were mainly considered
in this study.

At a frequency of 5.4 GHz and an incident angle of 37◦, the AIEM was used to generate a
simulated database of the changed soil moisture conditions with a fixed roughness parameter value.
Two conditions were required to be analyzed: first, the correlation length was considered a fixed
value (15 cm), and the RMS height was considered a fixed-interval parameter (0.3, 0.6, 0.9, 1.2, 1.5,
and 1.7 cm); second, the RMS height was considered a fixed value (1.0 cm), and the correlation length
was considered a fixed-interval parameter (5, 10, 15, 20, and 25 cm). Figure 8 shows the results.
The following rules can be summarized from this figure: First, When the roughness parameter is
fixed, there is an evident nonlinear relationship between the soil moisture and the soil backscattering
coefficients, the trends of which do not vary with the roughness interval parameter. With the increase
in the soil moisture, the trend in the soil backscattering coefficient is upward, and the growth rate
gradually decreases with an increase in the soil moisture.

39



Remote Sens. 2020, 12, 2123

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 8. Responses of the soil moisture and soil backscattering coefficient: (a,c) HH polarization;
(b,d) VV polarization.

Second, when the correlation length is fixed, the soil backscattering coefficient increases with
the increase in the RMS height, and the increase amplitude gradually flattens with the increase in the
RMS height. Third, at a fixed RMS height value, the soil backscattering coefficient decreases with
the increase in the correlation length; however, the change trend is not as evident as the trends in
the soil backscattering coefficients and RMS height. Fourth, under the same parameter conditions,
the soil backscattering coefficient value for the HH polarization is slightly lower than that for the
VV polarization.

At a frequency of 5.4 GHz and an incident angle of 37◦, the AIEM was used to create a database
for two conditions: first, the correlation length was considered a fixed value (15 cm), and the soil
moisture was considered a fixed-interval parameter (0.03, 0.09, 0.15, 0.21, 0.27, and 0.33 cm3/cm3);
second, the RMS height was considered a fixed value (1.0 cm), and the soil moisture condition was
the same as in the first case. The responses of the roughness parameter and bare soil backscattering
coefficient could be analyzed based on the database.

The following rules can be summarized from Figure 9: First, at a fixed soil moisture value,
the backscattering coefficient decreases with the increase in the correlation length, whereas it increases
with the increase in the RMS height.
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Figure 9. Responses of the roughness parameters and soil backscattering coefficient: (a,c) HH
polarization; (b,d) VV polarization.

Second, the sensitivity of the backscattering coefficient to the correlation length declines with the
increase in the soil moisture.

Third, the soil backscattering coefficients are highly sensitive to the RMS height and tend to
decrease with the increase in the soil moisture; however, this trend is not as evident as the change
tendency in the correlation length.

Fourth, at a fixed soil moisture value, the soil backscattering coefficients gradually decrease with
the increase in the RMS height; the change range gradually decreases, and the curve tends to flatten.

For a fixed sensor configuration, the soil backscattering coefficient is mainly affected by the
roughness parameter and soil moisture. As shown in Figure 9, there is a significant nonlinear
relationship between the soil backscattering coefficient and surface parameter for both the polarizations.
In this section, based on the above qualitative analysis, a quantitative estimation model is presented
and verified.

The effects of the roughness parameter and soil moisture on the soil backscattering coefficient are
considered independent of each other, based on published studies [9,42]. In this study, the quantitative
relationship between the soil backscattering coefficient and surface parameter could be described as
the sum of the contributions of the roughness and soil moisture.

The first step is to establish a quantitative relationship between the soil backscattering coefficients
and two roughness parameters based on the AIEM-simulated database for an average value (0.19)
of the soil moisture from the in-situ datasets. For a quantitative model, the greater the number of
roughness parameters, the greater the uncertainty in the model [64]. Therefore, a combined roughness
parameter that combines the correlation length and the RMS height into one comprehensive parameter
is selected. The combined roughness parameter has been widely used in previous studies for soil

41



Remote Sens. 2020, 12, 2123

moisture estimation [9,37,69]. The results of these studies show that the new roughness parameter
can help characterize the natural surface roughness conditions, while reducing the uncertainty of the
estimation model. Under the different conditions of study areas and sensor configurations, the form
of the combined roughness parameter can be different. In this study, three forms of the combined
roughness parameter were tested to select the most suitable one for the surface conditions. Based on
the database simulated using the AIEM, a multivariate regression analysis of the three forms of
the combined roughness parameter and the soil backscattering coefficient was performed using the
1stOpt software. Table 4 lists the results. From Table 4, we find that there is a significant logarithmic
relationship between the three forms of the combined roughness parameter and the soil backscattering
coefficients. The PCC of all the constructed equations is greater than 0.8.

Table 4. Quantitative relationship between the three forms of combined roughness parameters and the
soil backscattering coefficient.

Combined Roughness Parameter Formula PCC References

ZS1 = S/L σ0
HH = 9.0421 + 13.0996× ln(ZS1) 0.8070 [9]
σ0

VV = 6.8906 + 12.0569× ln(ZS1) 0.8339

ZS2 = S2/L
σ0

HH = −1.7147 + 8.7825× ln(ZS2) 0.9579 [70]
σ0

VV = −3.2885 + 7.9854× ln(ZS2) 0.9659

ZS3 = S3/L
σ0

HH = −8.3608 + 6.1922× ln(ZS3) 0.9629 [71]
σ0

VV = −9.4118 + 5.6029× ln(ZS3) 0.9680

In contrast, the equations based on ZS3 give the highest precision for both HH (0.9629) and
VV (0.9680) polarizations. Therefore, the form of ZS3 was used as ZS in this study, to characterize
the combined effect of the correlation length and RMS height. Figure 10 shows the corresponding
relationship between ZS and the soil backscattering coefficient under different soil moisture conditions.

 

(a) 

 

(b) 

Figure 10. Responses of soil moisture and soil backscattering coefficients. (a) HH polarization;
(b) VV polarization.

The functional expressions between the soil moisture and the backscattering coefficients for a
correlation length of 15 cm and an RMS height of 1 cm based on the simulated database are shown
in Figure 10. The R-square of the regression equations for both HH and VV polarizations is greater
than 0.99.

According to Figure 10, the effect of soil moisture on soil backscattering coefficients under the
condition of fixed roughness parameters can be expressed as follows:

σ0
HH = −8.9780 + 6.2948× ln(mv) (22)

σ0
VV = −9.0709 + 6.2433× ln(mv) (23)
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Based on the above analysis, for a fixed frequency and incident angle, the expression of the
quantitative model can be written as:

σ0
HH = −17.3388 + 6.2948× ln(mv) + 6.1922× ln(Zs) (24)

σ0
VV = −18.4827 + 6.2433× ln(mv) + 5.6029× ln(Zs) (25)

Combining Equations (24) and (25), the soil moisture can be estimated mathematically, and the
general expression is as follows:

mv = exp
(
i× σ0

VV + j× σ0
HH + k

)
(26)

where i, j, and k are the empirical parameters. In this study, the empirical parameters were obtained
using the least-squares method based on the in-situ datasets. The bare soil moisture estimation equation
based on the in-situ experiments is as follows:

mv = exp
(
−0.0407× σ0

VV + 0.0236× σ0
HH − 2.0599

)
(27)

The soil moisture map of the entire study area was obtained using this estimation model based on
the backscattering coefficients for HH and VV polarizations.

4.2.2. Bare Soil Moisture Estimation Based on the Oh Model

The backscattering coefficients for the VV, HH, and VH polarizations used in the Oh model
were obtained from the results of the vegetation effect correction model described in Section 4.1.
The backscattering coefficients of urban land and water bodies are significantly different from those of
bare soil [69,72,73]. Therefore, the threshold value summarized based on the datasets can be used to
effectively mask the urban land and water bodies. For bare soil, the backscattering coefficient for VV
polarization is always greater than that for HH polarization, and the latter is greater than that for VH
polarization [37,39]. Based on the statistical analysis of the backscattering coefficients, we found the
existence of pixels whose backscattering coefficients for HH polarization are higher than that for VV
polarization. The reason for this phenomenon may be that, despite the high accuracy of the vegetation
correction model, some pixels are still affected by the influence of sparse vegetation [37].

In this study, the pixels in the Oh model were screened based on the following conditions:
First, the backscattering coefficients of the pixel are above the threshold value set for urban land and
water bodies, summarized based on the datasets. Second, the backscattering coefficient of the pixel for
VV polarization is greater than that for HH polarization. Lastly, the estimated soil moisture and ks
should meet the range of soil moisture condition of the Oh model: 0.04 cm3/cm3 <mv < 0.29 cm3/cm3,
and 0.13 < ks < 6.98.

4.2.3. Bare Soil Moisture Estimation Based on LUT

The LUT in this study was based on the AIEM-simulated database, described in Section 3.2.1,
with fixed incidence angle (37◦) and frequency (5.4 GHz) values under the configuration of GF-3 images.
This LUT indicates the one-to-one correspondence relationship between the bare soil backscattering
coefficients for HH and VV polarizations, roughness parameters, and soil moisture. The pixels of
the bare soil backscattering-coefficient images, obtained in Section 4.1, were calculated using the cost
functions one by one. When the cost function value Zn (n = 1, 2, and 3) reached the minimum, the soil
moisture value corresponding to σ0

HH_AIEM and σ0
VV_AIEM in the LUT was used as the best-fit inversion

soil moisture value under the HH or VV polarization.
The results of the retrieved soil moisture content based on the cost functions Z1, Z2, and Z3 show

that the average soil moisture contents were 0.32, 0.29, and 0.30, respectively, with standard deviations
of 0.05, 0.07, and 0.07, respectively.
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4.2.4. Soil Moisture Estimation Based on Dubois Model

The four RMS height results retrieved from the LUT and Oh method were used in the Dubois model
as input data to indirectly estimate the soil moisture. The inversion results of the soil moisture under the
two polarization conditions could be obtained simultaneously in the Dubois model. After comparing
their accuracies, we selected the HH polarization mode results of this model. Considering the limitation
of the application conditions of the Dubois model, the pixels of the input and output images that do
not meet the conditions were set as null values. Consequently, four soil moisture inversion maps
were obtained.

4.2.5. Validation and Analysis of the Individual Soil Moisture Inversion Models

To evaluate the performance of the nine inversion soil moisture maps obtained using the most
commonly used soil moisture models (AIEM, Oh model, LUT inversion model, and Dubois model),
a validation experiment was conducted to confirm the agreement between the modeled soil moisture
and the measured soil moisture in terms of the RMSE, PCC, mean absolute error (MAE), and bias.
The RMSE and MAE could reflect the differences between the estimated and measured soil moisture
values, where a low index value represents a high prediction accuracy. The positive and negative
values of the bias could reflect the deviation direction. The PCC could reflect the linear correlation
between the estimated and measured soil moisture values, where a value close to 1 represents a strong
linear correlation.

Table 5 lists the RMSE, MAE, PCC, and bias between the measured and estimated soil moisture
values based on the 60 sample values from the validation dataset acquired during the in situ
measurements. It should be noted that mv1 represents the result of the estimation model based on the
AIEM; mv2, mv3, and mv4 represent the results of the LUT inversion model; mv5 represents the results of
the Oh semi-empirical model; mv6, mv7, mv8, and mv9 represent the results of the indirect soil moisture
estimation method based on the Dubois model.

Table 5. RMSE, MAE, PCC, and bias between the measured and estimated soil moisture values based
on the validation dataset.

Inversion Models RMSE (cm3/cm3) MAE (cm3/cm3) PCC Bias (cm3/cm3)

mv1 0.0321 0.0260 0.9115 −0.0150
mv2 0.0538 0.0338 0.7441 −0.0117
mv3 0.0769 0.0563 0.7287 −0.0426
mv4 0.1059 0.0811 0.5679 0.0230
mv5 0.0428 0.0306 0.8843 0.0174
mv6 0.0710 0.0567 0.6551 −0.0420
mv7 0.0687 0.0529 0.4114 0.0266
mv8 0.0761 0.0608 0.6278 0.0107
mv9 0.0676 0.0564 0.4599 −0.0141

In terms of the RMSE and MAE, the estimation model constructed using the AIEM
(mv1: RMSE = 0.0321 cm3/cm3, MAE = 0.0260 cm3/cm3) was more accurate than the other models,
followed by the Oh model (mv5: RMSE = 0.0428 cm3/cm3, MAE = 0.0306 cm3/cm3) and the LUT
inversion method under HH polarization (mv2: RMSE = 0.0538 cm3/cm3, MAE = 0.0338 cm3/cm3).
The indirect Dubois model combined with the Oh model (mv9), combined with the LUT inversion
method under VV polarization (mv7) and the direct LUT inversion method under VV polarization
(mv3) gave moderate accuracy results, with an RMSE value lower than 0.077 cm3/cm3 and MAE value
lower than 0.056 cm3/cm3. The accuracy of the LUT model for both HH and VV polarizations (mv4) is
relatively lower than those of the other inversion models.

The PCC could directly reflect the linear correlation between the estimated and measured soil
moisture values. As listed in Table 5, the soil moisture estimated from the inversion model constructed
using the AIEM (mv1) had a strong linear relationship, with the PCC reaching 0.9115. The soil moisture
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calculated using the Oh model (mv5) and LUT inversion method under HH or VV polarizations
(mv2 and mv3) also had a good linear relationship with the measured values (PCC higher than 0.70).
In contrast, there is no significant linear correlation between the results estimated using the indirect
Dubois model combined with the Oh model (mv9) and LUT inversion method under VV polarization
(mv7) and the measured soil moisture (PCC lower than 0.50).

The statistical analysis of the bias results shows that, among the nine inversion soil moisture maps,
five models (mv1, mv2, mv3, mv6, and mv9) show negative bias, indicating that the inversion results
of these five models are generally higher than the measured soil moisture values; at the same time,
four models (mv4, mv5, mv7, and mv8) show positive bias, indicating that these models give an overall
underestimated result.

In summary, the evaluation and analysis results of the nine inversion maps on the validation
dataset are as follows:

(1) The estimation model constructed using the AIEM (mv1) gives the highest accuracy for all the
four verification indexes, followed by the Oh model (mv5) and LUT inversion method under HH
polarization (mv2), whereas the accuracy of the LUT model for both HH and VV polarizations
(mv4) is relatively poor. The good performance of the estimation model constructed using the
AIEM is attributed to the well-established theoretical model describing the radar scattering
process, and at the same time, 37 sample datasets from the in-situ measurements were used as
modeling data in establishing the regression model [9,42]. Previous studies have also shown that
the Oh model is a highly accurate semiempirical model and that it is more favorable in the case of
cross-polarized data for the inversion of complex surfaces [37,48]. However, because the model
cannot express the soil moisture precisely for pixels with soil moisture below 0.04 or greater than
0.29, the precision of the model is compromised [69,70,74].

(2) The RMS height, obtained from the LUT inversion method or Oh model, was used as input data
for the Dubois model to estimate the soil moisture indirectly. In general, the indirect Dubois
model (mv6, mv7, mv8, and mv9) has a relatively lower inversion accuracy than the direct inversion
models (mv1, mv2, mv3, mv4, and mv5). There are two possible reasons for this: first, significant
errors exist in the process of RMS height inversion, which will be transmitted to the indirect
inversion Dubois model; second, some factors, such as the residual vegetation effects and the row
directional effects, may be taken as soil moisture fluctuation in the Dubois model [72,75].

(3) Among the three LUT direct inversion methods (mv2, mv3, and mv4), the differences between the
estimated and measured soil moisture values are relatively minimum under HH polarization
(mv2: RMSE = 0.0538, MAE = 0.0338), followed by the inversion method under VV polarization
(mv3: RMSE = 0.0769, MAE = 0.0563). The linear correlation between the estimated and measured
soil moisture values is acceptable under single polarization (mv2 and mv3), and the PCC values are
greater than 0.7. This shows that the LUT inversion under single polarization is feasible to retrieve
the soil moisture, consistent with previous results [37,40]. However, the accuracy of the direct
or indirect LUT inversion under dual-polarization (mv4 and mv8) is unsatisfactory, inconsistent
with a previous research by Zhang et al. [56]. The possible reason for the inconsistency is that
the surface coverage of the study area in the previous research was monotonous, whereas in
this study, the surface coverage was complex, and the vegetation types were varied, including a
certain proportion of nurseries with evident body scattering effect.

4.3. Optimal Solution Method

Based on the nine soil moisture mapping algorithms, a simple and effective optimal solution
method of pixel classification and algorithm selection was implemented, in order to obtain the most
accurate soil moisture map. The principle and main steps of the optimal solution method have been
described in detail in Section 3.3. In this section, the process and results of the algorithm selection,
as well as the verification process of the accuracy of the spliced soil moisture maps, are described
in detail.
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In the last section, the accuracy of all the methods is verified and analyzed for the entire validation
dataset. The overall analysis shows that the estimation model constructed using the AIEM (mv1,) is
the best, followed by the Oh model (mv5) and LUT inversion method under HH polarization (mv2).
However, if the study area is divided into different categories based on background knowledge, the
accuracy of the nine inversion maps in each category could be estimated differently, probably different
from that of the overall analysis. In this study, three types of background knowledge data were used,
including land use types, percentage content of clay, and slope levels.

The 30-m resolution land use data were downloaded from the website of Finer Resolution
Observation and Monitoring Global Land Cover Products (http://data.ess.tsinghua.edu.cn/). The land
use cover product is the first 30-m resolution global land cover map produced using Landsat
Thematic Mapper and Enhanced Thematic Mapper Plus data. The soil texture data were
downloaded from the Geographic Data Sharing Infrastructure, College of Urban and Environmental
Science, Peking University (http://geodata.pku.edu.cn), and divided on the basis of three categories:
the percentage of sand, percentage of silt, and percentage of clay. The slope levels were derived from
the Shuttle Radar Topography Mission digital elevation model with a resolution of 30 m using the
ArcGIS 10.2 software.

4.3.1. Construction of the Optimal Solution Method under Three Strategies

On the premise of introducing background knowledge to classify the study area, the soil moisture
inversion method with the highest accuracy under each category was selected as the optimal solution
method. In this study, three construction strategies for the optimal solution method were proposed
based on the modeling dataset.

In strategy 1, the study area was divided into four categories based on the four main land use
types. The soil moisture inversion map with the highest accuracy was selected as the optimal solution
model for this certain land use type (Table 6). From Table 6, we find that, although the estimation
model constructed using the AIEM (mv1) has the highest accuracy in the overall evaluation process,
it does not have the highest accuracy in all the four land use types. The Oh model (mv5) and LUT
inversion method under HH polarization (mv2) shows the best precision in the case of grassland and
bare land, respectively.

Table 6. Optimal solution strategy based on land use types and the accuracy of each algorithm
(strategy 1).

Land Use Types Optimal Model RMSE (cm3/cm3) MAE (cm3/cm3) PCC BIAS (cm3/cm3)

farmland mv1 0.0327 0.0264 0.9436 −0.0187
grassland mv5 0.0171 0.0128 0.8984 0.0128

shrub mv1 0.0340 0.0273 0.8763 0.0065
bare land mv2 0.0231 0.0201 0.9033 0.0134

The study area was divided into five categories based on the value of the percentage content of
clay, in strategy 2. The soil moisture inversion map with the highest accuracy was selected as the
optimal solution method for this certain category (Table 7). In the category with the highest percentage
of clay content, the LUT inversion method under HH polarization (mv2) gave the best precision; in the
category with the lowest percentage of clay content, the estimation model constructed using the AIEM
(mv1) was selected as the optimal solution method; in the other three categories, respectively, the LUT
inversion method under VV polarization (mv3), estimation model constructed using the AIEM (mv1),
and Oh model (mv5) gave the highest precision.
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Table 7. Optimal solution method strategy based on the percentage content of clay and the accuracy of
each algorithm (strategy 2).

Percentage
Content of Clay (%)

Optimal Model RMSE (cm3/cm3) MAE (cm3/cm3) PCC Bias (cm3/cm3)

14 mv1 0.0468 0.0338 0.8409 −0.0296
26 mv3 0.0354 0.0291 0.9145 −0.0119
28 mv1 0.0231 0.0193 0.9673 −0.0141
29 mv5 0.0251 0.0213 0.9555 0.0193
37 mv2 0.0261 0.0269 0.9376 −0.0196

In strategy 3, the study area was divided into five categories based on five slope levels, as listed in
Table 8. The LUT inversion method under VV polarization (mv3) was selected as the optimal solution
method in Levels 1 and 4. The Oh model (mv5) gave the highest accuracy in Levels 3 and 5.

Table 8. Optimal solution modeling strategy based on the slope levels and the accuracy of each
algorithm (strategy 3).

Levels of Slope Optimal Model RMSE (cm3/cm3) MAE (cm3/cm3) PCC BIAS (cm3/cm3)

Level 1 (≤1◦) mv3 0.0438 0.0379 0.8419 −0.0156
Level 2 (1–2◦) mv1 0.0216 0.0204 0.9114 −0.0125
Level 3 (2–3◦) mv5 0.0387 0.0291 0.8871 0.0102
Level 4 (3–4◦) mv3 0.0332 0.0254 0.8933 −0.0144
Level 5 (>4◦) mv5 0.0380 0.0288 0.8674 0.0135

4.3.2. Validation and Analysis of the Three Strategies

The scatter plot could directly reflect the correlation between the estimated and measured soil
moisture values and the corresponding error between them. In this study, a set of scatter plots (Figure 11)
were used to show the results of the optimal solution methods under the three different strategies.

Table 9 lists the validation results under the three strategies. The RMSE, MAE, PCC, and bias
between the measured soil moisture and the one estimated using the optimal solution method were
calculated based on the 60 sample values from the validation dataset acquired during the in-situ
measurements. It should be noted that the modeling strategies represent the three strategies for
building the optimal solution method, as described in the previous section, based on land use types,
percentage content of clay, and slope levels.

Similarly, the optimal solution method under strategies 2 and 1 exhibited a higher precision than
the nine individual inversion soil moisture maps (the highest precision was: PCC = 0.9115 cm3/cm3).
As listed in Table 9, the soil moisture estimated using the optimal solution method under strategy 2 had
a strong linear relationship, with the PCC value reaching 0.9364. The soil moisture calculated using
the optimal solution method under strategy 1 also had a good linear relationship with the measured
values (PCC value higher than 0.90).

Table 9. RMSE, MAE, PCC, and bias between the measured and estimated soil moisture based on the
validation dataset.

Modeling Strategies RMSE (cm3/cm3) MAE (cm3/cm3) PCC BIAS (cm3/cm3)

Strategy 1 0.0314 0.0249 0.9186 −0.0182
Strategy 2 0.0271 0.0225 0.9364 −0.0133
Strategy 3 0.0502 0.0351 0.7703 −0.0231

In terms of the RMSE and MAE, the soil moisture obtained using the optimal solution method
under strategies 2 and 1 was more accurate than that obtained from the nine individual inversion
soil moisture maps (the highest precision was: RMSE = 0.0321 cm3/cm3, MAE = 0.0260 cm3/cm3).
The optimal solution method under strategy 2 (RMSE = 0.0271 cm3/cm3, MAE = 0.0225 cm3/cm3)

47



Remote Sens. 2020, 12, 2123

exhibited a higher accuracy than the other two models, followed by optimal solution strategy 1
(RMSE = 0.0314 cm3/cm3, MAE = 0.0249 cm3/cm3).

 

(a) 

 

(b) 

 

(c) 

Figure 11. Scatter plots between the measured and estimated soil moisture values obtained using the
optimal solution methods based on the 60 in situ experimental datasets. A 1:1 line is included in this
plot. (a) strategy 1; (b) strategy 2; (c) strategy 3.

Interestingly, the bias values of the soil moisture estimated using the optimal solution
methods under the three strategies were negative, indicating that all the strategies gave an overall
overestimated result.

In this study, a mask file built using the threshold value was used to mask the urban land and
water bodies to improve the accuracy of the bare soil moisture estimation. Figure 12 shows the soil
moisture map retrieved using the optimal solution method under strategy 2.
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Figure 12. Map of retrieved soil moisture content based on the optimal solution method under
strategy 2.

In summary, the evaluation and analysis results on the validation dataset are as follows:

(1) The optimal solution method showed advantages, confirming the assumptions made in this study.
Among them, the soil moisture calculated using the optimal solution method under strategies 2
and 1 was more accurate than those obtained from the nine individual inversion soil moisture
maps. The RMSE index for the optimal solution method under strategy 2 was 0.005 cm3/cm3

lower than that for the individual estimation model constructed using the AIEM (mv1: the only
model with the highest accuracy among the nine individual inversion maps), and the RMSE
index for the optimal solution method under strategy 1 was 0.0007 cm3/cm3 lower than that for
the individual estimation model. Similarly, the PCC index for the optimal solution method under
strategy 2 was 0.0249 higher than that for the individual estimation model constructed using
the AIEM, and the optimal solution method under strategy 1 was 0.0071 higher than that for
the individual estimation model. This means that the error between the estimated results of the
optimal solution methods under most strategies and the measured soil moisture was lower and
that their linear correlation was stronger compared with the individual inversion models.

(2) Among the strategies used for constructing the optimal solution methods, strategy 2 gave the
best accuracy, followed by strategy 1. Compared with the former two strategies, the accuracy of
the optimal solution method under strategy 3 was relatively low. Nevertheless, it was still higher
than the accuracy of the nine individual models (77.78%), thus demonstrating its superiority.
To some extent, this inconsistent result reflects the sensitivity of the soil moisture to the different
background knowledge. For the study area, the optimal solution construction strategy with the
clay percentage content as the background knowledge exhibited the best performance, followed by
the optimal solution construction strategy with the land use type as the background knowledge.
The optimal solution strategy with the slope level as the background knowledge exhibited the
lowest performance.

5. Conclusions

To accurately map the soil moisture of a study area in Jiangsu Province, China, in this study, we
used both optical and radar remote sensing data in a combined manner, improved and coupled several
commonly used inversion models, fully utilized in situ ground experimental datasets, and introduced
background knowledge into the optimal solution method.
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For study areas with a complex coverage, it is important to effectively remove the influence of
vegetation canopy. In the process of removing the influence of vegetation canopy, we made two
improvements based on the conventional WCM. A combined VWC model was proposed, and its
accuracy (PCC = 0.9442) was found to be significantly higher than that of the one-variable quadratic
models. The empirical parameters A, B, and α calculated based on the in situ experimental datasets
(WCM_3) were selected as the WCM parameters to remove the effect of vegetation canopy.

Based on an individual inversion algorithm constructed using four commonly used models,
nine soil moisture inversion maps were obtained. The estimated model constructed using the AIEM
(mv1) exhibited a higher accuracy than the other models, followed by the Oh model (mv5) and LUT
inversion method under HH polarization (mv2). In general, the indirect Dubois model (mv6, mv7, mv8,
and mv9) exhibited a relatively lower inversion accuracy than the direct inversion models (mv1, mv2,
mv3, mv4, and mv5). The possible reasons for these were analyzed. The influencing factors may have
included the inherent characteristics of these models, the sensitivity of the radar polarization mode to
the soil moisture, and the error transmission of the intermediate parameters of the indirect models.

Notably, we attempted to retrieve the RMS height based on the LUT method; this is a relatively
new approach. The RMS height was retrieved from the LUT method and Oh model as input to estimate
the soil moisture using the Dubois model. Although the accuracy of these indirect algorithms was
relatively lower than that of the direct inversion algorithm, the attempts made gave feasible and
valuable results to some extent.

Optimal solution methods were proposed by analyzing the nine individual inversion algorithms
with background knowledge. The superiority of the optimal solution method was significant.
The model under strategy 2 (RMSE = 0.0271 cm3/cm3, MAE = 0.0225 cm3/cm3, PCC = 0.9364) gave
the best accuracy, followed by strategy 1. Compared with the former two strategies, the accuracy of
the optimal solution method under strategy 3 was relatively low, though it was still higher than the
accuracy of the nine individual models (77.78%). The superiority of the optimal solution methods
was attributed to the integration of various categories of the nine individual algorithms with the best
accuracy based on background knowledge.

In this study, various efforts were made to retrieve the soil moisture with high accuracy. Some of
the individual inversion algorithms and most of the optimal solution methods gave satisfactory
results. However, as with any study, there remain some shortcomings: (1) The surface coverage of
the study area was complex and inconsistent with the basic assumptions of the WCM. (2) Although
the influence of vegetation water was reduced as much as possible, the polarization backscattering
coefficient is significantly affected by the structure of the vegetation canopy, which would introduce
some errors in the calculation process. (3) There were uncertainties in the in situ measurement of
the RMS height, which may have caused errors in the inversion processes. (4) Only a few types of
background knowledge data were used in the optimal solution methods, and the construction methods
were relatively simple. Future research can be carried out from the following aspects: GF-1 could be
replaced by GF-6 to obtain more spectral information; this may give a better accuracy in removing the
influence of the vegetation canopy. In the process of bare soil moisture inversion, more diversified and
comprehensive multi-model coupling methods could be tried to explore the potential of each model
and improve the coupling algorithms. More diverse and representative background knowledge could
be introduced in the process of constructing the optimal solution method, and the algorithm used for
the construction process can be further improved.
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Abstract: Agricultural and hydrological applications could greatly benefit from soil moisture (SM)
information at sub-field resolution and (sub-) daily revisit time. However, current operational satellite
missions provide soil moisture information at either lower spatial or temporal resolution. Here,
we downscale coarse resolution (25–36 km) satellite SM products with quasi-daily resolution to the
field scale (30 m) using the random forest (RF) machine learning algorithm. RF models are trained
with remotely sensed SM and ancillary variables on soil texture, topography, and vegetation cover
against SM measured in the field. The approach is developed and tested in an agricultural catchment
equipped with a high-density network of low-cost SM sensors. Our results show a strong consistency
between the downscaled and observed SM spatio-temporal patterns. We found that topography has
higher predictive power for downscaling than soil texture, due to the hilly landscape of the study
area. Furthermore, including a proxy of vegetation cover results in considerable improvements of the
performance. Increasing the training set size leads to significant gain in the model skill and expanding
the training set is likely to further enhance the accuracy. When only limited in-situ measurements
are available as training data, increasing the number of sensor locations should be favored over
expanding the duration of the measurements for improved downscaling performance. In this regard,
we show the potential of low-cost sensors as a practical and cost-effective solution for gathering the
necessary observations. Overall, our findings highlight the suitability of using ground measurements
in conjunction with machine learning to derive high spatially resolved SM maps from coarse-scale
satellite products.

Keywords: soil moisture; downscaling; advanced scatterometer (ASCAT); soil moisture active passive
(SMAP); random forest; low-cost sensor

1. Introduction

By modulating the water, carbon, and energy fluxes between the soil, the vegetation, and the
atmosphere, soil moisture is a key variable in climatological and hydrological processes and a regulator
of productivity in agricultural systems. It affects the partitioning of water between infiltration, runoff,
and evapotranspiration, thus governing the water available for photosynthesis. Accurate knowledge
of the spatial and temporal patterns of moisture conditions is required for crop yield estimation [1,2],
drought monitoring [3–6], weather and climatic prediction [7–9], rainfall-runoff response [10–12], and
landslide forecasting [13,14].

Different factors govern and affect soil moisture patterns across scales: Point- and field-scale
variations in space are mainly caused by topography, soil texture, and vegetation, while regional- and
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continental-scale patterns are controlled by meteorological forcing [15,16]. Hence, monitoring soil
moisture is challenging because of its high variability both in space and in time. In-situ sensors provide
accurate and reliable measurements at the point scale, however they are costly, and their installation
and maintenance are time consuming. Therefore, in-situ sensors are limited in number on a global
basis [17–19]. Due to their sparsity, available ground stations can only provide an incomplete picture of
the moisture conditions over large areas, making their use impractical for large-scale monitoring [20].
On the other hand, remotely sensed data from microwave sensors have been successfully used to
retrieve soil moisture globally [21,22]. This is possible because of the high contrast between dielectric
properties of liquid water and dry soil, which can be related either to the microwave emission or to
the backscatter detected by passive and active microwave sensors, respectively. However, a trade-off
between the spatial and temporal resolution of remotely sensed soil moisture products exists. Synthetic
aperture radar (SAR) systems can retrieve data at (sub-) field scale but are characterized by a long
revisit time. For example, the recently launched Sentinel-1 mission is used to retrieve surface soil
moisture at 1 km with a revisit time of up to four days over Europe [23]. Consequently, short-term
events such as rainfall often cannot be captured. Passive (radiometers) and active (radars) microwave
sensors with large footprints can observe the same location daily or sub-daily, but typically have spatial
resolutions in the order of tens of km. Therefore, such coarse-scale products can capture the temporal
dynamics of soil moisture but are inadequate in providing spatial details.

Several agricultural and hydrological applications would benefit from soil moisture observations
with a sub-kilometer spatial resolution while preserving a daily revisit time [24,25]. To meet these
requirements, several downscaling approaches have been developed, differing in terms of input
data and scaling models. Generally, the attainable resolution of the soil moisture downscaled using
auxiliary data (e.g., land surface attributes, optical and/or radar remote sensing) depends on the
resolution of these auxiliary data. The downscaling method used to describe the relationship between
the coarse-scale soil moisture and the local variability can be either statistical or physically based. A
comprehensive review of downscaling methods for remotely sensed soil moisture products, discussing
assumptions, advantages, and disadvantages associated with each method, is given in Peng et al. [26]
and Sabaghy et al. [27].

Over the last decade, machine learning methods have been introduced to downscale soil moisture
products and were found to be superior to other techniques [27]. A common way to use machine
learning algorithms is to build a model between the coarse-scale soil moisture as the response variable
and ancillary surface parameters aggregated to the same coarse resolution as explanatory variables.
The model is then applied to the native resolution of those explanatory variables [28], thus assuming
that the relationship between soil moisture and ancillary variables remains constant among scales.
However, uncertainties and errors arise when aggregating high-resolution surface variables to coarse
scale, because of smoothing effects [29]. Zhao et al. [30] clearly presented this issue by taking the
elevation as an example: At 1 km resolution, it varied between 4 m and 2418 m, while after the spatial
aggregation to 36 km, elevation ranged between 152 m and 1507 m. Extreme values are smoothed after
spatial averaging, thus are not included in the training data. To avoid such shortcoming, one could
derive robust relationships between coarse-scale soil moisture products and high-resolution ancillary
variables using in-situ measurements. However, extensive in-situ observations would be a prerequisite
for training the model. Moreover, the accuracy of model predictions increases with increasing the
number of samples used as the training set [31]. The limited number of in-situ observations available
has been a limiting factor for the application of such a downscaling approach [26].

An appealing solution is offered by low-cost soil moisture sensors, which have gained great
attention in the last decade. A large variety of sensors with different measuring techniques and
objectives has been developed recently [32–34]. In particular, capacitance sensors found widespread
use because they are relatively inexpensive and easy to operate. The significantly lower cost of
these sensors compared to traditional probes makes them suitable for high-density and/or large-scale
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monitoring of soil moisture [35,36]. Increasing the number of sensors in a network further reduces the
sampling error due to the high spatial variability of soil moisture [37].

Here, we aim to downscale coarse resolution (25–236 km) satellite soil moisture products to
high spatial (30 m) resolution, in order to meet the requirements of agricultural and hydrological
applications. The downscaling framework is based on the random forest machine learning algorithm
trained against in-situ soil moisture measurements. Coarse-scale soil moisture products and ancillary
information on soil texture, topography, and temporal dynamics of vegetation are used as model
predictors. A high-density network of low-cost sensors was installed in an agriculturally dominated
catchment in Austria to develop and test the proposed downscaling approach. The main objectives of
this study were to (i) assess the robustness of the downscaling model, in relation to environmental
conditions and physical properties of the study area, (ii) evaluate the impact of different input variables
on the model accuracy, and finally, (iii) estimate the effect of various training sets, differing in terms of
size and sampling schemes (spatially limited and temporally limited scenarios), on the model skill.

2. Materials and Methods

2.1. Study Area

The hydrological open air laboratory (HOAL, [38]) is an agricultural catchment (66 ha) located in
Petzenkirchen, lower Austria (48◦9′N, 15◦9′E) (Figure 1a). The area is characterized by a humid climate
with higher precipitation in summer than in winter. The mean annual temperature and precipitation
measured during the period 1990–2014 are 9.5 ◦C and 823 mm year−1, respectively. The mean annual
evapotranspiration estimated for the same period is 628 mm year−1 [38]. The elevation ranges from
268 to 323 m a.s.l. with a mean slope of 8%. The dominant soil types in the catchment are Cambrisols
and Planosols, characterized by medium to poor infiltration capacities [38].

  

(a) (b) 

Figure 1. Location of the study area in Petzenkirchen, Austria (a) and distribution of the low-cost
sensors within the study area (b). Map data©2019 Bing.

Most of the catchment area is arable land (87%), while the rest is forested (6%), used as pasture
(5%), or paved (2%). Usually, winter crops (mainly wheat) are planted in November and harvested in
June, while summer crops (mainly maize) are planted in April and harvested in October. Depending
on the crop and the weather conditions, these dates might vary by a few weeks.

2.2. In-Situ Measurements

Since April 2017, an in-situ network of low-cost sensors (Flower Power, Parrot [39]) measuring
both soil moisture and incoming solar radiation has been installed in the catchment [36]. The selection
of the sensor locations follows the design employed by Vreugdenhil et al. [40] for the validation

57



Remote Sens. 2019, 11, 2596

of coarse-scale soil moisture products over the same area [41]. In this study, we used 38 low-cost
sensors covering a wide range of soil texture and topographic conditions (Supplementary Figures S1
and S2). Nineteen sensors were installed within agricultural fields and temporarily removed during
field management practices (planting, harvesting, ploughing, etc.) and are referred to as CROP
(Supplementary Figure S3). The remaining 19 sensors were permanently positioned in forest and
grassland sites, as well as at the edges of agricultural fields (NO-CROP, Figure 1b). The original
readings of the low-cost sensors, taken every 15 min, were resampled to daily averages.

2.2.1. Soil Moisture

A capacitance sensor inserted vertically in the top layer of the soil (approximately 7 cm) measures
the soil capacitance, which is related to the dielectric permittivity. The latter is then converted to
volumetric soil moisture using a predefined calibration equation [36]. An extensive evaluation of the
low-cost sensor performances was carried out both in the laboratory and in the field, proving the
capability of this sensor to reliably observe soil moisture [36]. Measurements from the low-cost sensors
have been evaluated against gravimetric observations in the lab for the dominant soil type present in
the catchment [36]. Several water content levels have been investigated, ranging from air dry to full
saturation. For each soil moisture level considered, five low-cost sensors have been used to record data.
Overall, this comparison showed a slight overestimation (up to 0.08 m3 m−3) of the low-cost sensors
for dry conditions (soil moisture < 0.20 m3 m−3), but a high correlation was found (R > 0.90, unbiased
root mean square deviation (uRMSD) < 0.035 m3 m−3). The inter-sensor variability was also negligible.
Furthermore, Xaver et al. [36] compared the measurements from the low-cost sensors against those of
professional probes already present in the study site [38,40]. The analysis was performed using the top
layer sensor of the professional stations, installed horizontally at 5 cm depth. Results of a 10-month
field assessment involving 33 pairs of low-cost and professional sensors showed a good agreement
(R = 0.80, uRMSD = 0.05 m3 m−3). Some differences in the readings could be attributed to the different
volumes of soil investigated by the two sensor types because of the different positioning of low-cost
and professional probes.

2.2.2. Incoming Solar Radiation and Fraction of Absorbed Radiation

The low-cost devices are equipped with a light sensor measuring the incoming solar radiation
centered at 550 nm. The accuracy of such observations was tested by comparing measurements from
a low-cost sensor placed on top of a 2 m pole, i.e., undisturbed from shadowing sources, with the
incoming radiation integrated between 300 and 2800 nm recorded from a weather station in close
proximity (<5 m). Also, for the solar radiation, we found a high correlation (R > 0.90) between
observations from low-cost and professional sensors.

The sensor on top of the 2 m pole is used as reference of the top of canopy radiation (ToC), which
we assumed homogeneous over the study area. The other 38 low-cost sensors installed in the ground,
in addition to soil moisture, monitor the solar radiation at the bottom of the vegetation canopy (BoC).
Similar as for the fraction of absorbed photosynthetically active radiation (fAPAR), we calculated the
fraction of absorbed green radiation (fAGR) as:

f AGRi,t =
ToCt − BoCi,t

ToCt
(1)

where fAGR is a proxy of vegetation cover. The subscripts i and t denote the radiation measured at a
specific site and on a certain day, respectively. fAGR ranges between 0 and 1, indicating the entire
radiation (i.e., no vegetation) and no radiation (i.e., dense vegetation) reaching the ground, respectively.
After visual inspection of the fAGR timeseries, we applied a moving average of 20 days to smooth the
data and avoid artifacts such as spikes and drops.
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2.3. Remotely Sensed Soil Moisture

Here, we employed two state-of-the-art remotely sensed soil moisture products that guarantee
adequate temporal frequency for agricultural and hydrological applications. We selected active C-band
(advanced scatterometer (ASCAT)) and passive L-band (soil moisture active passive (SMAP)) soil
moisture products, to assess the robustness of the downscaling approach with respect to different
observation frequencies and sensing techniques. An assessment of the ASCAT and SMAP products
using ground-based measurements is given, e.g., in [42,43], respectively. Figure 2 shows the area
(approximately) covered by the ASCAT and SMAP footprints compared to the study catchment.
Notwithstanding the considerably larger area observed by the satellite products, the HOAL is
representative of the topographic conditions and land cover classes captured by ASCAT and SMAP [44].

 

Figure 2. Schematic overview of the sensor footprints of advanced scatterometer (ASCAT) and soil
moisture active passive (SMAP) over the study area (hydrological open air laboratory (HOAL)). Map
data©2019 Bing.

2.3.1. ASCAT

Backscatter observations from the advanced scatterometer (ASCAT) sensor onboard Metop-A
are used to retrieve soil moisture via the TU Wien change detection method [45,46]. In short, the
observed backscatter is scaled between the historically lowest and highest backscatter for each pixel,
corresponding to the driest and the wettest observations, respectively [46]. Thus, the ASCAT soil
moisture is expressed as percentage of saturation. The ASCAT product accounts for the top 2 cm soil
layer and is provided at 25 km resolution [42]. Recently, Pfeil et al. [44] improved the soil moisture
retrieval algorithm by changing the parameterization of the cross-over angles (10◦/30◦ instead of
25◦/40◦). We selected this product for the analysis and calculated the daily average between morning
and evening overpasses.

2.3.2. SMAP

The soil moisture active passive (SMAP) L-band radiometer measures brightness temperature [47],
from which soil moisture is derived by inversion of a tau-omega model [22]. Surface soil moisture (top
5 cm) is expressed in m3 m−3 and is provided at 36 km resolution [41]. The SMAP Level-3 version
V005 was chosen for this study. Only the morning overpasses (06:00) were included in the analysis as
in Alemohammad et al. [28], because the 18:00 ascending passes show degradation in quality [48].

2.4. Topography and Soil Texture

A digital elevation model (DEM) of the study area is available at 0.5 m resolution [38]. We
down-sampled the DEM to 30 m, to simulate the resolution of freely available data, e.g., EU-DEM [49].
Then, we extracted five topographic indices ensuring that different hydrological processes affecting
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the spatial distribution of soil moisture were considered [50]. In particular, the DEM was used to
compute slope, upslope area, topographic wetness index (TWI) [51], total insolation [52], and general
curvature [53].

Percentages of different soil particle sizes (clay, silt, and sand) in the top 5 cm are available from a
soil survey campaign conducted over the study area on a regular 50 × 50 m grid [38]. Data gathered
at these point locations were interpolated to 30 m resolution using the inverse distance weighting
method, to spatially match the DEM map.

3. Methods

3.1. Downscaling Framework

In order to estimate soil moisture at fine spatial resolution (30 m), we trained random forest (RF)
regression models [54] against in-situ soil moisture measurements from low-cost sensors (SSMHR),
by using coarse-resolution soil moisture products (SSM) and ancillary data related to soil texture,
topography, and fAGR as predictor variables:

SSMHR = RF(SSM, Soil texture, Topography, f AGR). (2)

SSM is assumed to represent the large (i.e., catchment) scale wetness conditions, mainly regulated
by meteorological factors, while the other parameters are drivers of small-scale spatial patterns of
surface water content [16,50]. Note that the spatial resolution of the downscaled soil moisture is
equal to the resolution of the soil texture and topography data employed, i.e., 30 m. The temporal
resolution corresponds to that of satellite observations, i.e., quasi-daily. RF was selected as downscaling
algorithm because of its ability to capture and model complex non-linear interactions. We employed
the RandomForestRegressor implementation in Python [55] using 1000 trees for each RF model, as a large
number of trees tends to improve the estimation accuracy [54,56].

In order to assess the role of different input variables on the downscaling accuracy, we trained
seven RF models with various combinations of predictors (Table 1). A coarse-scale surface soil moisture
(SSM) dataset, representing the catchment scale wetness condition, was always included as model
input. The SSM source was either a satellite-derived product (ASCAT or SMAP) or the spatially
averaged soil moisture calculated from the low-cost sensors (AVG_insitu). The latter was calculated
as average from all the in-situ measurements available at day t and exemplifies the scenario where a
remotely sensed product optimally represents the conditions of the study area. Therefore, AVG_insitu
is used as reference to assess the impact of the SSM source used in the downscaling framework.

Table 1. Summary of model combinations tested in this study.

Predictors

Coarse Scale Surface
Soil Moisture (SSM)

Soil
Texture (S)

Topography (T)
Vegetation

(V)

Variables AVG_insitu or ASCAT
or SMAP

Clay, silt,
sand

Slope, TWI, Upslope_area,
Total_insolation,

General_curvature
fAGR

Model
combinations

SSM+V � �

SSM+S � �

SSM+T � �

SSM+S+T � � �

SSM+S+V � � �

SSM+T+V � � �

SSM+S+T+V � � � �
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For this analysis, we considered days when soil moisture observations were available for
the low-cost sensors and both the satellite-derived products. Furthermore, to exclude unreliable
measurements due to frozen soil, only dates with daily air temperature (measured by a weather station
in the catchment) higher than 3 ◦C were used, resulting in 237 days between May 2017 and June 2018.
Overall, 3494 observations were available for the analysis.

3.2. Evaluation Strategy

3.2.1. Model Comparison and Evaluation

To evaluate the predictive performance of each model combination (Table 1), a K-fold cross
validation was performed because of the relatively limited data available, i.e., 3494 observations. The
original data are divided into K subsets, i.e., the folds, consisting of predictors and response variable.
We defined K = 10 subsets, i.e., each training set is made up of 90% of all available observations and the
remaining 10% are used for validation. Therefore, the training sets comprised a vast range of moisture
values, thus reducing errors and uncertainties arising from extrapolation (i.e., using values beyond
the soil moisture range within the training data). In order to maximize the temporal independence
between training and testing sets, each fold contained observations sampled from contiguous dates.
For each of the 10 iterations of the cross validation, the Pearson correlation (R) and the unbiased
root mean square deviation (uRMSD) were calculated [57]. The uRMSD accounts for the bias as the
difference of the long-term mean between the measured and predicted soil moisture [57]. We selected
the uRMSD instead of the RMSD, because the latter might be severely compromised in the presence
of biases [58]. Moreover, the uRMSD is the target metric for evaluating the soil moisture products of
various satellite missions, e.g., [41].

We further investigated the robustness of the downscaled soil moisture by assessing if differences
in the skill could be ascribed either to static physical characteristics of the landscape or to dynamic
environmental conditions. Therefore, we related the statistical metrics obtained for each sensor
location to soil texture and topography, and for each time step to the overall (i.e., catchment scale) soil
moisture and vegetation cover. Additionally, we explored the models’ performances with respect to
the vegetation type (i.e., CROP and NO-CROP).

3.2.2. Testing the Effect of the Training Set Size

Considering that the number of in-situ observations used for training machine learning models
strongly affects their accuracy, another objective of this study was to assess the model performance
in response to various data-limited scenarios. In particular, we investigated how many sensors are
needed, and for how long sensors should be installed, to develop robust RF models and produce
accurate estimates of soil moisture.

Based on the 10-fold cross validation, the “original” training sets consisted of observations from
all available sensor locations and a time span covering 90% of the observation period. We set up a
spatially limited scenario and a temporally limited scenario. In the spatially limited case, training sets
were created by randomly selecting 25%, 50%, and 75% of sensors (i.e., locations) from the original
training sets. Therefore, the spatially limited training sets consisted of observations from 10, 20, and
30 sensors, covering the same time interval of the original training sets. In the temporally limited
scenario, new training sets were obtained by removing m observations from adjacent dates, with m
corresponding to 25%, 50%, and 75% of the original number of observations (i.e., days). Thus, the
temporally limited training sets consisted of data from all the available sensors covering a shorter
period than the original training sets. Note that for each scenario (2) and training set size (4) considered,
the evaluation was repeated for 10 random combinations.
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4. Results

4.1. Impact of Predictors on Model Performance

Results of the 10-fold cross validation show that the choice of the coarse-scale soil moisture source
(SSM) plays a major role in the model accuracy (Figure 3). Statistical metrics obtained using the average
soil moisture from the low-cost sensors (AVG_insitu) as SSM predictor are significantly better than
those obtained employing satellite-derived soil moisture products. This finding is consistent among all
the model combinations investigated. As an example, considerable differences in the accuracy are
found among models trained using soil texture information (SSM+S): If AVG_insitu is the SSM source,
Pearson R is 0.18 (0.14) higher and uRMSD is 0.019 (0.017) m3 m−3 lower as compared to providing
ASCAT (SMAP) as the predictor. Similar results are found for the other model combinations.

 
 (a) AVG_insitu (b) ASCAT (c) SMAP 

Figure 3. Violin plots of Pearson R (top) and unbiased root mean square deviation (uRMSD) (bottom)
between measured and predicted soil moisture (see Table 1). The soil moisture source used as predictor
(surface soil moisture (SSM)) is displayed above each graph: AVG_insitu (a), ASCAT (b), and SMAP (c).
The different model combinations are reported on the X-axis: S indicates “soil texture”, T indicates
“topography”, and V indicates “vegetation”. The boxplots within the violins depict quartiles, and the
white dots indicate the median values (also reported below the violins).

Furthermore, Figure 3 indicates that models employing only topographic indices (SSM+T) have
better skill than models trained using only soil texture information (SSM+S). If a proxy of vegetation
cover (i.e., fAGR) is the only model predictor (SSM+V), the model accuracy is very poor. For example,
when AVG_insitu is the model SSM source, the median correlation is equal to 0.79, 0.73, and 0.33 while
the uRMSD is 0.043, 0.047, and 0.073 m3 m−3 for the SSM+T, SSM+S, and SSM+V cases, respectively.
An improvement of model performances is obtained if topography-derived indices are added to
soil texture data (SSM+S+T). Interestingly, the synergetic use of both soil texture and topographic
information does not improve the accuracy of the model as compared to using topography alone
(SSM+T).

Models including fAGR as predictor always outperform the counterparts based on static
data alone (SSM+S, SSM+T, and SSM+S+T). For instance, the combination SSM+S is subject to
a substantial improvement if a vegetation proxy is added to the model (SSM+S+V): When AVG_insitu
is the SSM source, the correlation increases from 0.73 to 0.81, while the uRMSD decreases from
0.047 to 0.044 m3 m−3. For the same model combinations, if ASCAT (SMAP) is the predictor,
Pearson R increases from 0.55 to 0.67 (from 0.59 to 0.69) and the uRMSD drops from 0.066 to 0.061
(from 0.064 to 0.058) m3 m−3, respectively. Overall, the highest accuracy is achieved by the SSM+S+T+V
combination, which includes both static (soil texture and topography) and dynamic (vegetation)
information. Therefore, further analyses are conducted only for this model combination.
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4.2. Spatial and Temporal Evaluation

Figure 4 shows the cumulative distribution of Pearson R and uRMSD, allowing for quick
identification of the recurrence of poor agreement between the measured and predicted soil
moisture. In order to quantify the model skill in estimating the temporal dynamics, we calculated
the statistical metrics between the downscaled and measured timeseries at each sensor location
(Figure 4a). As expected, using AVG_insitu as SSM source generates better results than providing
satellite-derived products. When using ASCAT or SMAP as predictors, the accuracy is poor (R < 0.5,
uRMSD > 0.04 m3 m−3) at few locations. Further investigations with the aim to identify a relationship
between the model accuracy and static properties of the study area, i.e., soil texture and topography,
showed the ability of the proposed method to estimate soil moisture independently from these
factors. Similarly, we calculated statistical metrics between the downscaled soil moisture and in-situ
measurements at each time step, thus investigating the skill of the model to reproduce the observed
spatial patterns (Figure 4b). In this case, the models trained with coarse-scale satellite products perform
comparably as employing AVG_insitu as SSM source. Additional analysis revealed that no relation
exists between the model accuracy and catchment scale wetness or vegetation cover.

  
(a) Temporal accuracy (b) Spatial accuracy 

Figure 4. Cumulative frequency of Pearson R and uRMSD between measured and predicted soil
moisture (model combination SSM+S+T+V). The statistical metrics were calculated for each sensor
location, thus representing the ability of the model to capture temporal dynamics (a), and for each
time-step, accounting for the model skill to reproduce spatial patterns (b).

We further analyzed the accuracy of the downscaled soil moisture depending on the two main
land cover types within the study site, i.e., CROP and NO-CROP. Independently from the SSM source
used, a higher correlation is achieved for locations in grassland and forest (i.e., NO-CROP) (Figure 5).
We found a substantial difference between NO-CROP (R = 0.87) and CROP (R = 0.70) locations if
AVG_insitu is the model predictor. Likewise, when satellite-derived products are used as SSM source,
NO-CROP locations outperform CROP sites (e.g., correlation equal to 0.74 and 0.64, respectively, when
ASCAT is the model predictor). Interestingly, when considering the uRMSD, we found a better skill
for locations in agricultural fields: If AVG_insitu is provided as model input, the uRMSD is 0.037 for
NO-CROP and 0.036 m3 m−3 for CROP locations. Given ASCAT as SSM source, results in uRMSD
equal to 0.055 and 0.040 m3 m−3 for NO-CROP and CROP, similar to SMAP (0.049 and 0.036 m3 m−3,
respectively). A reason for this finding can be ascribed to the strong impact of outliers on the calculation
of uRMSD, as the difference between predicted and measured values is squared. Indeed, soil moisture
differences larger than 0.10 m3 m−3 were found for few pairs (predicted/measured) belonging to
NO-CROP locations.
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(a) AVG_insitu (b) ASCAT (c) SMAP 

Figure 5. Violin plots of Pearson R (top) and uRMSD (bottom) between measured and predicted
soil moisture (model combination SSM+S+T+V) depending on the vegetation type. CROP indicates
agricultural fields, while NO-CROP includes grassland, forest, and field edges. The SSM source used as
model predictor is displayed above each graph. The boxplots within the violins indicate quartiles and
the white dots depict the median values (also reported below the violins). (a) AVG_insitu, (b) ASCAT,
(c) SMAP.

4.3. Comparison of Coarse-Scale and Downscaled Products

Here, we evaluate the improvement of statistical metrics achieved by applying the proposed
downscaling framework in comparison to using the original coarse-scale products (SSM). The latter,
especially ASCAT and SMAP, show low correlation and high uRMSD (Figure 6, top). On the other
hand, the downscaled soil moisture is closely distributed around the 1:1 line, resulting in a considerable
improvement of the statistical metrics (Figure 6, bottom). Pearson R and uRMSD between individual
in-situ measurements and the catchment average (AVG_insitu) are equal to 0.68 and 0.061 m3 m−3,
while for the downscaled soil moisture using AVG_insitu as SSM source, these metrics are 0.86 and
0.042 m3 m−3, respectively. Even more remarkable is the improvement observed for satellite-derived
products: Pearson R increases from 0.50 to 0.76 (from 0.38 to 0.74) and uRMSD decreases from 0.0872
to 0.054 (from 0.080 to 0.056) m3 m−3 when considering the original ASCAT (SMAP) product and
the downscaled soil moisture, respectively. As expected, soil moisture downscaled with remotely
sensed products as SSM source shows a more dispersed cloud of points compared to using AVG_insitu
(Figure 6, bottom). When employing the latter as model predictor, 74% of the downscaled soil moisture
fell within an absolute accuracy of 0.04 m3 m−3, while this percentage is 59% when either ASCAT or
SMAP is the SSM source.

The density distribution of the original coarse-scale predictors (SSM) and of the downscaled soil
moisture is further compared in Figure 7. We found that the coarser the spatial resolution (i.e., support)
of the data, the higher the occurrence of moderate (0.22 m3 m−3) soil moisture values (green lines).
The original SMAP soil moisture product (36 km) exhibits the highest density peak, followed by the
ASCAT product (25 km) and the average soil moisture from ground measurements, i.e., AVG_insitu
(catchment scale, approximately 2 km). In addition, the coarse-scale products underestimate the
occurrence of extreme high and low soil moisture conditions. These results agree with the scaling theory
proposed by Western et al. [59], which states that more and more small-scale features are averaged
and thus disappear at coarser resolutions because moisture conditions are assumed homogeneous at
the support scale. The density distributions of the downscaled soil moisture (orange lines) are very
close to that of in-situ measurements (blue line), regardless of the SSM predictor. For instance, the
first quartiles of the original ASCAT product, the downscaled soil moisture from ASCAT+S+T+V, and
in-situ measurements are equal to 0.23, 0.20, and 0.19 m3 m−3, respectively. The third quartiles for the
same data are 0.27, 0.30, and 0.32 m3 m−3. However, the larger spread visible at very dry/wet states
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(Figure 7) suggests that estimating extreme moisture conditions is more challenging if the SSM source
is a coarse-scale satellite-derived product. This finding is likely caused by the insufficient number of
training data covering such conditions, as observed by Hutengs and Vohland [56] for temperature.

(a) AVG_insitu (b) ASCAT (c) SMAP 

Figure 6. Scatterplots between measured soil moisture and original coarse-scale SSM products (top)
and between measured and predicted soil moisture (model combination SSM+S+T+V) (bottom). The
color indicates the number of observations. In each graph, the Pearson R and uRMSD are given.
(a) AVG_insitu, (b) ASCAT, (c) SMAP.

(a) AVG_insitu (b) ASCAT (c) SMAP 

Figure 7. Density distributions of soil moisture obtained for in-situ measurements (blue lines),
downscaled soil moisture from the model combination SSM+S+T+V (orange lines), and the original
coarse-scale SSM products (green lines). (a) AVG_insitu, (b) ASCAT, (c) SMAP.

4.4. Spatio-Temporal Patterns at the Catchment Scale

To represent the catchment scale temporal pattern, the downscaled soil moisture was averaged
over the entire study area and compared to the spatially averaged in-situ measurements (Figure 8). We
focus our analysis on the models using remotely sensed products as SSM source. The predicted soil
moisture can capture drying and wetting events, regardless of the satellite dataset used (ASCAT or
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SMAP). However, the range of soil water content from the predictions is smaller than the observed one.
The catchment scale soil moisture from in-situ measurements varies between 0.17 and 0.36 m3 m−3,
while the spatially aggregated estimates using ASCAT (SMAP) as SSM source ranges between 0.19
(0.20) and 0.33 (0.33) m3 m−3. Furthermore, during summer, the predicted catchment scale soil moisture
exhibits a persistent positive bias, while a negative bias is found in the winter period, as reported, e.g.,
in [44,60].

Figure 8. Temporal patterns of catchment scale soil moisture. The predicted soil moisture (model
combination SSM+S+T+V) was spatially averaged and compared to the average of in-situ measurements
over the catchment (blue dots).

Nevertheless, we found a substantial improvement in the spatially aggregated soil moisture
predictions compared to the original satellite products. Pearson R increases from 0.64 to 0.74 (16%
increase) when considering the original ASCAT product and the upscaled soil moisture from the
ASCAT+S+T+V combination. Similarly, the correlation increases from 0.53 to 0.70 (32% increase)
from the original SMAP soil moisture product to the spatially aggregated model predictions. Also,
the uRMSD drops from 0.046 to 0.037 m3 m−3 (20% decrease) and from 0.056 to 0.038 m3 m−3 (32%
decrease) between the original satellite datasets (ASCAT and SMAP, respectively) and the upscaled
soil moisture estimates.

Soil moisture spatial patterns obtained from the model combination ASCAT+S+T for three days
with dry, medium, and wet conditions, are shown in Figure 9 (note that these days were not part of the
training data). We did not use the best-performing model (i.e., SSM+S+T+V), which also includes
information about vegetation cover, because fAGR was available exclusively for the sensor locations
and not for the entire catchment. The predicted patterns derived from the SMAP+S+T combination
are not shown because they are very similar to those obtained for ASCAT+S+T.

(a) Dry (b) Medium (c) Wet 

Figure 9. Spatial patterns of soil moisture over the study site for three days with varying moisture
conditions. Each graph shows also the scatterplot between measured and predicted soil moisture for the
same day. Soil moisture was obtained from the sub-optimal model combination ASCAT+S+T (similar
patterns were found for the SMAP+S+T combination, not shown). Note that a proxy of vegetation cover
“V”, i.e., fraction of absorbed green radiation (fAGR), was not included because it was available only
for the sensor locations (depicted with the cross) but not for the entire study area. (a) Dry, (b) Medium,
(c) Wet.
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Some clear patterns are visible, e.g., the north-western part of the catchment is generally wetter
than the rest. This result can be explained by the higher clay content and the relatively flat topography
of this portion of the study area. However, it is important to note that such patterns are only
related to static properties, i.e., soil texture and topography. A solution for this constraint is offered by
vegetation indices retrieved from optical [61] or microwave [62] satellite sensors, which provide spatially
continuous coverage of large areas. Therefore, it is crucial to highlight that great improvements and
more representative maps are expected by including information about the spatio-temporal patterns of
vegetation (as shown in Figure 3).

4.5. Effect of the Training Set Size on Model Performance

In order to quantify how many sensors are needed and for how long they should be installed, we
investigated the impact of different training set sizes with varying spatial and temporal information
content on the model accuracy (Figures 10 and 11). Note that when the original training sets (ALL) are
used, results are equivalent to those shown in Figure 3 for the SSM+S+T+V combination.

 

(a) AVG_insitu (b) ASCAT (c) SMAP 

Figure 10. Violin plots of Pearson R (top) and uRMSD (bottom) between measured and predicted
soil moisture (SSM+S+T+V) against the number of sensors used to train the models. Training sets
consisted of 25%, 50%, and 75% of all available sensors (38), each sensor covering the same time
interval of the original training set. For each training set size, we repeated the evaluation for 10
random permutations. The SSM source used is displayed above each graph. The boxplots within the
violins indicate quartiles and the white dots depict the median values (also reported below the violins).
(a) AVG_insitu, (b) ASCAT, (c) SMAP.

The model performance generally improves with an increasing number of sensors. If AVG_insitu
is used as model predictor, the median correlation increases from 0.42 to 0.87 (107% increase) from
using data from only 25% of the sensors to using all the available ones. Even more outstanding is the
improvement achieved when employing satellite-derived soil moisture products as SSM source. We
found Pearson R to increase from 0.32 to 0.74 (131% increase) and from 0.26 to 0.72 (177% increase), if
ASCAT and SMAP are the model predictors, respectively. Like the improvement in Pearson correlation,
the uRMSD decreases with an increase in the number of sensors used in the training set. If the SSM
source is AVG_insitu, the uRMSD drops from 0.072 to 0.037 m3 m−3, by using observations from 25%
of the sensors and all the available ones, respectively. Similarly, when using ASCAT (SMAP) as the
model predictor, the uRMSD decreases from 0.073 to 0.055 (from 0.080 to 0.049) m3 m−3.
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(a) AVG_insitu (b) ASCAT (c) SMAP 

Figure 11. Violin plots of Pearson R (top) and uRMSD (bottom) between measured and predicted soil
moisture (SSM+S+T+V) against the number of dates used to train the models. Training sets consisted of
25%, 50%, and 75% of contiguous observations sampled from the original training sets (ALL). Note that
all the available sensor locations are included. For each training set size, we repeated the evaluation
for 10 random permutations. The SSM source used as model predictor is displayed above each graph.
The boxplots within the violins indicate quartiles and the white dots depict the median values (also
reported below the violins). (a) AVG_insitu, (b) ASCAT, (c) SMAP.

The model accuracy also improves when increasing the temporal information, i.e., longer duration
of the in-situ measurements, in the training set. When AVG_insitu is provided as SSM predictor and
only 25% of the observations are used, the correlation is equal to 0.56, while using the original time
interval results in a Pearson R of 0.87 (55% increase). If ASCAT is the model predictor, the correlation
increases by 68% (from 0.44 to 0.74), and similar results are found when SMAP is used as SSM source
(58% increase). Analogously, the uRMSD reduces from 0.061 to 0.037 m3 m−3 for the 25% and all cases,
respectively, when AVG_insitu is the SSM source. If ASCAT (SMAP) is the model predictor, we found
the uRMSD to decrease from 0.065 to 0.054 m3 m−3 (from 0.067 to 0.049 m3 m−3) by using only 25% of
the observations and the original training set, respectively.

The model skill improves with both an increasing number of sensors and a longer duration of the
measurements. Furthermore, Figures 10 and 11 suggest that more accurate estimates could be expected
with an even higher number of sensors. However, our results indicate that for a given training set size
(within the sizes tested here), the model performance is better when the training data includes a high
number of sensors collecting measurements for a short period, rather than consisting of few sensors
measuring for a longer period.

5. Discussion

5.1. Role of Model Predictors on Downscaling Performance

The model accuracy obtained in this study is similar to that reported in the review paper of Sabaghy
et al. [27] for various downscaling methods based on machine learning (R ≈ 0.80, RMSD = 0.056 m3 m−3

on average). However, we found that the skill greatly improved (R = 0.87, uRMSD = 0.037 m3 m−3)
if more representative SSM sources (i.e., AVG_insitu) are provided as input to the model instead of
using coarse-scale remotely sensed products (ASCAT or SMAP). Therefore, our results highlight the
importance of the SSM source provided as input to the model to produce satisfactory estimates. Indeed,
satellite-derived products are subject to considerable challenges and difficulties, such as the extraction
of soil moisture from the retrieved signal (either backscatter or brightness temperature), leading to
random and/or systematic errors [63]. In our analysis, an additional source of error is the spatial
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mismatch between the satellite footprint and the size of the study site. To reduce uncertainties arising
from the spatial representativeness, newly developed products could be used as SSM predictor. For
example, Sentinel-1 observations allow estimating surface soil moisture at a spatial resolution of 1 km
and a revisit time up to four days over Europe [23]. However, the temporal frequency of Sentinel-1
might still be insufficient for some applications. To overcome this issue, novel approaches fusing
ASCAT and Sentinel-1 soil moisture products have been developed, preserving the temporal resolution
of ASCAT while improving the spatial details [64]. Both products could reduce the spatial mismatch
between the study site and the satellite pixel size leading to more accurate soil moisture estimates.

When examining results from different model combinations, it appears that topography (SSM+T)
has higher predictive power than soil texture (SSM+S). Furthermore, the addition of soil texture
information to topography did not generate any substantial improvement to the model accuracy. This
finding can be partially explained by the uncertainties due to the interpolation process of the soil texture
data employed in this work. Soil samples were collected on a regular grid, thus locations at the field
edges (i.e., NO-CROP) are likely to have different soil properties than inferred by the interpolated map.
Furthermore, Picciafuoco et al. [65] suggested that variations in soil properties, such as soil packing and
the presence of macropores, might not be captured by soil texture alone. However, the higher predictive
power of topography over soil texture is site-specific and different outcomes can be expected for other
locations. For instance, Teuling and Troch [66] found that the importance of topography increased
with increasing relief and complexity of the study area. Similarly, Brocca et al. [67] concluded that flat
areas showed random soil moisture patterns, while over-undulating areas soil moisture patterns were
strongly related to topography. Our results confirm the dominant role of topography, compared to soil
texture, in controlling the spatial distribution of soil moisture in hilly landscapes.

While the inclusion of soil texture information produced a negligible increase in the model
accuracy, adding a proxy of vegetation dynamics yielded significant improvements. We also observed
a strong influence due to different vegetation types on the predicted soil moisture, as reported in
Picciafuoco et al. [65] for saturated hydraulic conductivity. This can be expected because different
vegetation types, as well as phenological stages, strongly influence the local environmental conditions.
Various rooting structures and canopy properties (e.g., fractional vegetation cover and vertical structure)
affect interception, evapotranspiration, percolation, and runoff. Gomez-Plaza et al. [68] determined
that the spatial variability of surface soil moisture content is affected by vegetation, and the controls
regulating soil moisture spatial patterns are different in vegetated and non-vegetated zones. Also, Hupet
and Vanclooster [69] concluded that root water uptake and evapotranspiration play a considerable
role in the spatial organization of soil moisture. Similarly, Baroni et al. [70] highlighted the significant
contribution of vegetation both directly and through the interaction with other factors (e.g., soil
texture and topography). However, we clearly showed that solely using a proxy of vegetation as the
model predictor resulted in poor downscaling accuracy, regardless of the SSM source. This finding
supports the conclusions of previous studies, which attempted to identify and quantify the contribution
of various controls on the spatial distribution of soil moisture [50,71]. Humid catchments (as our
study site) showed strong similarities between soil moisture patterns and topography, however a
significant contribution to the total variability was related to other factors, i.e., either soil or vegetation
(or both) [50]. For instance, vegetation might reduce the lateral flow driven by topography, thus
minimizing the variability due to the landscape. On the other hand, different vegetation types might
also lead to varying evapotranspiration fluxes, otherwise mainly controlled by soil properties, hence
increasing the spatial variability. Furthermore, Western et al. [71] observed that the processes regulating
the spatial patterns of soil moisture are not only site-specific, but also vary depending on the seasonal
wetness conditions. In this respect, our findings corroborate the relevant role of vegetation in the
spatial distribution of soil moisture, and emphasize the potential of using machine learning methods
to infer soil moisture based on its complex relationships with other surface parameters [72].
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5.2. Random Forest and Training Data

A wide range of machine learning algorithms exists and has been applied for downscaling
purposes. In this work, we selected RF because of its ability to model complex and non-linear
relationships while minimizing the risk of overfitting. Furthermore, previous comparative studies
identified RF as the most suitable method for downscaling remotely sensed products, ranging from
soil moisture [73] to evapotranspiration [74] to temperature [75]. As discussed above, RF is sensitive
to the quality of the input data used, like any other machine learning method. While systematic
differences between satellite-derived and local moisture conditions can be incorporated and accounted
for in the RF model, random errors and sporadic discrepancies that propagate through the model are
unavoidable. The same applies to the surface parameters (i.e., soil texture, topography, and vegetation)
used as model inputs. Thus, the quality of the predictors is essential for obtaining reliable results.
Similarly, a thorough evaluation of the ground measurements used as training data must be performed.
We observed that increasing the training set size produced significant improvements in the model
accuracy, and larger training sets are likely to further enhance the developed models. However, our
results also suggest that if limited resources are available, e.g., computational power or monitoring
resources, a preference should be given to use as much spatial information as possible at the expense
of the temporal component. Concretely, this finding would translate in collecting and employing
observations from many sensors—even if for a shorter period—rather than using the same amount
of data from fewer sensors covering a longer time interval. This remark might open new frontiers
for a wide adoption of low-cost sensors for monitoring purposes and scientific research. Low-cost
sensors could become an established element of environmental networks for monitoring soil moisture
at different spatial extents (from field to regional scale). In an envisaged scenario, many (around 30
to 50) low-cost sensors would be distributed over an area of interest, in conjunction with one or few
professional sensors. The first would provide detailed information about the spatial patterns, while
the latter would allow monitoring the long-term temporal dynamics of soil moisture.

5.3. Limitations, Opportunities, and Transferability

The current analysis was carried out using an in-situ derived vegetation index, i.e., fAGR
Equation (1), available at few points in space. Therefore, the application of the proposed downscaling
method including a proxy of vegetation density was not possible for the entire study site but was
limited to the locations of the low-cost sensors. fAGR is also subject to saturation compared to other
indices (e.g., leaf area index) and might not capture important differences in the canopy structure
of different vegetation types. Given the essential role played by vegetation in regulating the spatial
patterns of soil moisture, we expect more accurate results when employing vegetation indicators that
better discriminate between the various vegetation types present in the study site (winter cereals,
maize, rapeseed, grassland, and forest). Therefore, we highlight the potential to replace fAGR with
canopy observations from remotely sensed observations. Particularly suited for this task would be
the Sentinel-2 mission, which can provide several vegetation indices at high spatial resolution (20 m)
and high revisit time (five days) [61]. Alternatively, one could use indices derived from Sentinel-1
backscatter, with the advantage that observations can be made under almost all weather conditions [62].
Additional ancillary attributes can be added to the downscaling model, in order to increase the
knowledge about the surface conditions. A widely used variable for downscaling purposes is the
land surface temperature (LST) [26]. Here, LST was not included because freely available products are
characterized either by a (too) coarse spatial resolution (e.g., MODIS MOD21, [76]) or an insufficient
revisit frequency (e.g., Landsat, [77]). However, if the target resolution is in the order of, e.g., 1 km,
including LST as a model predictor might further increase the model accuracy.

The proposed downscaling framework aims to build a robust model that can be applied to satellite
data in the absence of concomitant in-situ observations. The latter are only required for training
purposes. Therefore, the resulting downscaling model can be applied to generate high-resolution
soil moisture back in the past. The only constraint to the applicability of the method is represented
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by the duration of the coarse-scale soil moisture (SSM) predictor and, eventually, the availability
of the vegetation proxy used. The generation of long-term soil moisture records at high resolution
would be possible by employing, e.g., the ESA CCI (climate change initiative) SM [78], and a “static”
implementation of the RF model, i.e., SSM+S+T. Similarly, the framework presented in this study can
be employed for near real-time monitoring at high resolution, even after the in-situ sensors have been
moved or stopped working.

Furthermore, the downscaling approach developed here can be transferred to other sites, ranging
from catchment to regional scales, given the presence of in-situ observations for training robust
models. Clearly, the main constraint related to such an approach is the need for extensive ground
measurements [26]. A possible source of information is offered by the International Soil Moisture
Network (https://ismn.geo.tuwien.ac.at/; [17]), a data hosting platform where soil moisture in-situ
measurements are publicly available from dozens of networks worldwide, with higher density and
coverage in North America and Europe. Alternatively, the recent expansion of low-cost sensors might
help to broaden soil moisture monitoring, as in-situ sensors are now available for a fraction of the
price of professional probes. Hence, environmental monitoring networks of unprecedented spatial
density and coverage might be established [36,79], providing the required source of information for
machine learning techniques. Another novel opportunity is offered by crowdsourced observations,
i.e., measurements collected by citizens. On the one hand, such observations might be subject to
additional sources of errors and uncertainties, but on the other hand they can provide amounts of
data not economically sustainable by traditional networks. For instance, the GROW Observatory
(https://growobservatory.org/; [80]) is a citizen observatory unique in terms of number and variety of
participants involved. Thousands of citizens are recording soil moisture measurements with low-cost
sensors, thus monitoring environmental conditions at the European scale. These various sources of
information can be either integrated or used independently as training data for downscaling satellite
products. Furthermore, downscaling models developed for specific areas can be transferred and tested
for other sites with similar environmental and climatic conditions.

6. Conclusions

A downscaling framework based on random forest models has been developed in order to estimate
soil moisture at sub-field resolution (30 m), thus meeting the requirements of a growing number of
applications. Input variables of the RF models were coarse-scale soil moisture products (ASCAT or
SMAP or the spatial average from the in-situ sensors), soil texture, topographic indices, and a proxy of
vegetation cover. The models have been trained against in-situ measurements collected by low-cost
sensors installed in an agricultural catchment, covering a wide range of edaphic and topographic
conditions, as well as vegetation types. Based on our results, the following conclusions can be drawn:

• The accuracy of the downscaling result is strongly related to the quality of the model predictors;
• Topography has higher predictive power than soil texture, which can be explained by the hilly

landscape of the study site;
• Vegetation plays a key role in regulating the spatial distribution of soil moisture, and a proxy of

vegetation should ideally be added as model predictor;
• The observed spatial patterns are consistently captured by the downscaled soil moisture;
• The training set size strongly affects the model accuracy, and larger training sets are likely to

further improve the results;
• When limited training data can be used, priority should be given to increase the number of sensor

locations to adequately cover the spatial heterogeneity, rather than expanding the duration of
the measurements.

Furthermore, the proposed method can be improved by including a spatially continuous
representation of vegetation, i.e., from remotely sensed vegetation indices. Future studies should focus
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on applying the downscaling framework developed here to other regions characterized by similar
environmental and climatic conditions.

Overall, our results demonstrate the potential for employing data gathered from low-cost
sensors for scientific applications. Low-cost devices could become an established component of
environmental networks, allowing one to monitor soil moisture at an unprecedented density from
the field to the continental scale. The extensive amount of data generated through low-cost sensors
could provide, among others, the necessary basis for developing robust machine learning models for
downscaling purposes.
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Figure S1: Digital elevation model at 0.5 m resolution (a), clay and sand percentages at 30 m resolution (b and c,
respectively) of the study area. Sensor locations are also shown, Figure S2: Violin plots showing the distribution
of the static variables considered over the study area. Blue dots represent the values of such variables at the sensor
locations, Figure S3: Maps showing crops grown within individual fields over the study area for 2018 (a) and
2019 (b).
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Abstract: Monitoring soil moisture at the Earth’surface is of great importance for drought early
warnings. Spaceborne remote sensing is a keystone in monitoring at continental scale, as satellites can
make observations of locations which are scarcely monitored by ground-based techniques. In recent
years, several soil moisture products for continental scale monitoring became available from the
main space agencies around the world. Making use of sensors aboard polar satellites sampling
in the microwave spectrum, soil moisture can be measured and mapped globally every few days
at a spatial resolution as fine as 25 km. However, complementarity of satellite observations is a
crucial issue to improve the quality of the estimations provided. In this context, measurements
within the visible and infrared from geostationary satellites provide information on the surface
from a totally different perspective. In this study, we design a new retrieval algorithm for daily soil
moisture monitoring based only on the land surface temperature observations derived from the
METEOSAT second generation geostationary satellites. Soil moisture has been retrieved from the
retrieval algorithm for an eight years period over Europe and Africa at the SEVIRI sensor spatial
resolution (3 km at the sub-satellite point). The results, only available for clear sky and partly cloudy
conditions, are for the first time extensively evaluated against in-situ observations provided by the
International Soil Moisture Network and FLUXNET at sites across Europe and Africa. The soil
moisture retrievals have approximately the same accuracy as the soil moisture products derived from
microwave sensors, with the most accurate estimations for semi-arid regions of Europe and Africa,
and a progressive degradation of the accuracy towards northern latitudes of Europe. Although some
possible improvements can be expected by a better use of other products derived from SEVIRI,
the new approach developped and assessed here is a valuable alternative to microwave sensors to
monitor daily soil moisture at the resolution of few kilometers over entire continents and could reveal
a good complementarity to an improved monitoring system, as the algorithm can produce surface
soil moisture with less than 1 day delay over clear sky and non-steady cloudy conditions (over 10%
of the time).

Keywords: soil moisture; geostationary; validation; SEVIRI; thermal infrared; land surface
temperature

Remote Sens. 2019, 11, 1968; doi:10.3390/rs11171968 www.mdpi.com/journal/remotesensing77



Remote Sens. 2019, 11, 1968

1. Introduction

Soil moisture at the surface of the Earth affects everyday life of people across the globe.
The infiltration and hence soil moisture influence various meteorological processes [1], natural hazards
as floodings [2], land slides and droughts, depriving populations of agricultural yield due to lack of
soil moisture. Hence, water required to irrigate fields in semi-arid areas determines the long-term
natural resources availability at regional level and may impact local [3] to international economics and
policy [4,5].

Since late 1980’s, efforts, based on numerical meteorological modelling, have resulted in estimation
of soil moisture at continental scale [6]. Yet, observation-based systems are required for realistic data
without a priori knowledge. This aspect is especially important in regions where few ground-based
observations are available to confront model results with reality. The launch of the first Earth-observing
satellites into space brought hopes and promises in characterizing and monitoring the Earth natural
resources [7], especially water [8]. Njoku and Entekhabi [9] were among the first to use sensors
aboard polar orbiting satellites for retrieving soil moisture. Recent success stories in near-real
time soil moisture monitoring at global scale at 25 km resolution independently from the weather
type are with micro-wave sensors [10–12], with a revisiting time of one or two passages per day.
Geostationary satellites, initially designed for weather monitoring and forecasting, have long been
discarded from this research effort. However, the imagery in the visible and infra-red spectra covers
whole continents at a few kilometers resolutions in less than an hour and is potentially powerful in
detecting rapid changes of the land surface [13]. They can potentially reduce the noise in data of
other satellite sensors by bringing a wealth of observations every day. The Spinning Enhanced Visible
and Infrared Imager (SEVIRI) instruments onboard the european Meteosat Second Generation (MSG)
satellites provide 96 images per day in the visible and infra-red spectral bands, providing a detailed
information on the sub-daily variations of the atmosphere and the surface.

Information from infrared spectral channels of sensors can be converted to a physical land surface
temperature [14]. From the early 1980s, the thermal inertia concept, consisting of linking the amplitude
of the surface heating over a day with the quantity of water present in the soil [15–21], has been
applied to space-based observations [20,22–24]. This concept has been applied with various degrees
of success to local and regional studies [25–29], and though most studies based on thermal inertia
show potential for soil moisture monitoring, the success of this measurement methodology has not
be quantified for large datasets so far. With the increasing interest on dynamical water resources
assessment, new international initiatives [30] have brought a wealth of soil moisture ground-based
observations to the public through a unique internet-based platform, otherwise locally managed,
pushing forward model developments and remote sensing validation exercises. With these new
opportunities, we applied a new retrieval algorithm based on the thermal inertia concept to SEVIRI
observations over European and African continents, spanning an eight years period (2007–2014).
Its success could be quantified in an extensive sample of climate zones, therefore filling some of
the gaps left by other studies on thermal inertia by providing quantitative information regarding its
accuracy and performance against in-situ ground measurements in a large panel of conditions.

Thanks to its unprecedented temporal and spatial observation resolution, the SEVIRI instument
allows an accurate estimation of the daily surface heating rates, allowing a well-sampled tracking of
soil moisture, for clear sky and partly cloudy weather over semi-arid areas. In this paper, we present
first the new approach of the thermal inertia model. Then, to characterize the accuracy of the resulting
soil moisture time series, we present the comparison with in situ measurements and discuss the
limitations of both the method and the data.

2. Material and Methods

Thermal infra-red sensitive channels aboard satellites are particularly suited to derive land surface
temperature (LST) by clear sky conditions. LST can be derived from two spectral channels [14], or even
from a single thermal channel [31]. The impact of soil moisture on the land surface temperature is
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evident [32] and several attempts have been carried out to derive soil moisture from thermal imagery
for various landscapes, at different scales and spatial resolutions, using the thermal inertia property of
surface elements. The concept of thermal inertia is the following: a surface element with high thermal
inertia will heat and cool more slowly than a surface element with a low thermal inertia, subjected to
the same radiation. This concept does apply to compare different surface materials: sandy soil has
a low thermal inertia compared to most rocks, and so heat and cool more rapidly. This technique is
very popular in geological and planetary sciences (e.g., [33]). Thermal inertia property also applies
to changes in the same soil over time, as it depends on soil moisture [32,34]. A soil with high soil
moisture has a higher thermal inertia than the same soil when it is dry. Over time, detection of changes
of thermal inertia at the same location can help to detect variations of soil moisture [35].

Various approaches have been suggested to derive soil moisture from thermal inertia
variations observed from space. Two popular approaches are: the establishment of direct
empirical relations between soil moisture and the changes in land surface temperature [26,28,35–37]
and physical approaches, based on the estimation of evapotranspiration from land surface
temperature changes and the deduction of soil moisture (for example Merlin et al. [38] using
polar satellites, and Wetzel et al. [39], Anderson et al. [40], Hain et al. [41], Parinussa et al. [42] using
geostationary satellites).

In several studies, at least two polar satellites passes are used to derive a soil moisture index
based on land surface temperature, exploiting the diurnal heating or the heating over several
days. While polar orbiters offer the possibility of global data coverage, these data are generally
exploited for local applications. They are often limited by the relatively low temporal sampling
and further hampered by cloud coverage and deficient cloud screening or atmospheric correction.
Geostationary satellites offer an interesting alternative to polar satellite because of their high temporal
sampling rate at the expense of coarser spatial resolutions. Verstraeten et al. [35] (referred as V2006)
made a first attempt to derive a soil moisture index from thermal inertia concept and MSG/SEVIRI
data for various forested sites across Europe during a vegetation period spanning April to October.
The methodology proposed in V2006 is fairly simple and easily applicable, but does not exploit the full
capabilities of the satellite, as it only uses two observations per day, as would be the case for a system
of one sun-synchronous polar orbiter like MODIS/Terra or Aqua. The methodology has been further
examined in Van Doninck et al. [37], where reconstructed LST signal from MODIS suite of satellites
(4 overpasses per day) was used over Southern Africa and also more recently by Garcia et al. [26]
with MSG/SEVIRI data over two sites in Mali and Southern Spain. It has been shown that a more
robust estimate could be obtained by using a full morning dataset of LST, as Stisen et al. [43] showed
for evaporative fraction from the same satellite. The present derivation has been built upon those
previous studies to set up a new simple model to retrieve a soil moisture estimate from a single input
variable, the MSG/SEVIRI LST produced by the Land Surface Analysis Satellite Application Facility
(LSA-SAF) [44].

2.1. A New Thermal Infrared-Based Soil Moisture Retrieval

The new method for soil moisture retrievals presented here is based on the assumption that the
algorithm can rely on only thermal infrared (TIR) observations from geostationnary satellites over
entire continents. More specifically, we focus on the MSG/SEVIRI land surface temperatures (LST),
and the exploitation of its exceptionnal temporal sampling, to derive surface soil moisture, not only
for fully clear sky days, but also for days with intermittent cloud cover. In the following section,
we describe the satellite data, the advantages and disadvantages of the data, the calibration of the
empirical retrieval algorithm, and the processing methodology used to generate daily averaged surface
soil moisture maps.
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2.1.1. MSG Satellite and Its SEVIRI Sensors

The necessary input variables are derived from thermal infrared data acquired by the SEVIRI
sensor onboard the series of MSG satellites of the European Organization for the Exploitation of
Meteorological Satellites (EUMETSAT).

SEVIRI is one of the sensors aboard MSG suite of satellites. SEVIRI has 12 spectral channels
recording the radiance from the Earth in the visible, near infrared and thermal infrared wavelengths.
Every 15 min the whole field of view of MSG, covering Europe, Africa, South America and Middle
East, is scanned in all the considered wavelengths. SEVIRI has a spatial footprint of 3.1 km at the
sub-satellite location. Because of its position at the equator and of the associated angle of view
(Figure 1), the spatial resolution is variable over the field of view and the surface elements are not seen
from the same perspective.

Figure 1. The viewing zenithal angle (VZA) from MSG/SEVIRI, expressed in degrees, is varying over
the study area.

Several EUMETSAT decentralized thematic centers, called Satellite Application Facilities (SAF),
have been created to generate further exploitations of its satellites, including the MSG suite.
One particular component focus on land surface: the Satellite Application Facility on Land Surface
Analysis, LSA-SAF [44]. Several variables of interest for the land surface and land-atmosphere
transfers are produced in near-real time over the entire SEVIRI field of view using MSG/SEVIRI
acquired data. The thermal infra-red channels are particularly exploited for the generation of the land
surface temperature (LST). The LST product is estimated every 15 min for clear-sky areas using a
split-window algorithm applied to brightness temperatures measured in the 10.8 and 12.0 μm [45] of
the SEVIRI instrument. The reported accuracy from comparison over selected locations in Portugal,
Senegal, and Namibia, is of the order of 1.7 to 2.7 K, with a bias generally less than 1 K [46–49]. LST is
provided with uncertainty bars and a quality indicator reflecting the state of the input data or the
nature of the surface. Over the period covered by this study, from 2007 to 2014, consecutive versions of
retrieval algorithm have been used to generate LST maps, versions 5.0 to 7.7, mostly including minor
changes to files technical specifications (attributes) (http://landsaf.ipma.pt), and 2 changes of satellites,
although the longest period was covered by MSG-2: MSG-1 (1 March 2007–10 April 2007, operating
from 3.4◦ longitude west), MSG-2 (11 April 2007–20 January 2013, operating from 0◦ longitude), MSG-3
(21 January 2013–31 December 2014, operating from 0◦ longitude).

Because of the specific view of the MSG satellites, LST derived from MSG can be affected by
anisotropy effects and be not fully compatible in all areas with devices operating with other viewing
geometries. Vegetation density and structure play a role, affecting for example the observation of
shaded and sunlit areas [50]. In a hotspot configuration, the surface is seen by the sensor within a few
degrees of the sunrays direction, and an enhancement in the land surface temperature retrieved is

80



Remote Sens. 2019, 11, 1968

observed [51]. Another cause that can affect the retrieval is the estimation of the humidity in the total
thickness of the atmosphere [46].

2.1.2. The Soil Moisture Retrieval Algorithm

Initial Signal from the Land Surface Temperature

In the present study, we compute morning surface heating rates per pixel through linear regression
on LST data between local dawn and noon, excluding one hour on each side of the time series [43],
therefore aiming at exploiting the daily changes of thermal inertia. A surface submitted to the same
water stress has been evidenced to exhibit higher amplitude of LST diurnal cycle under high than
under low insulation Garcia et al. [26], Verstraeten et al. [35], Van Doninck et al. [37]. Therefore, in those
studies, the daily amplitude of the LST signal was normalized by an astronomical factor accounting
for seasonality in sun zenithal angle. This was also supported by Prigent et al. [52], where LST
amplitudes were normalized with incoming solar radiation. Here, because we derive heating rates
and not amplitude, we already take into account the length of the morning, and no normalization
is needed. An error range is calculated indicating the goodness of the linear fit: a poor linear fit can
find its roots in a change of atmospheric conditions within the sampling period, a systematically poor
cloud masking, or a rain event occurring during the estimation period.

Geometric Correction

Because of the specific viewing geometry of MSG/SEVIRI the heating rates should be corrected
from viewing anisotropy effects. The correction we apply follows other studies for correction of LST
observations from geostationary satellites (Ermida et al. [53] for MSG/SEVIRI, Vinnikov et al. [54]
for GOES). It consists of a multiplicative factor accounting for the effects of surface heterogeneity
and land use, see Equation (1), and relies on viewing zenith angle (VZA) from the satellite, θsat and
the solar zenith angle, θsun. It is composed of two additive kernels, the emissivity and solar kernels,
incorporating several effects related to shading and hotspot.

HRMSG
HRVZA=0

= 1 + AΦ(θsat) + BΨ(θsun, θsat) (1)

Φ = 1 − cos(θsat) (2)

Ψ = sin(θsat)cos(θsun)sin(θsun)cos(θsun − θsat) (3)

Because the major effect on heating rates is expected to be from surface heterogeneity, we use
the set of Equations (1)–(3) to correct the heating rate calculated in the view of the satellite HRMSG
to nadir view. The emissivity kernel parameter (Equation (2)) is set constant, A = −0.2. A map of
the constant of the solar kernel (Equation (3)), B, has been obtained by calculating the ratio of the
maximum heating rate obtained per pixel (percentile 97 of the distribution) with the regional average
of maxima (60 × 60 pixels), such as effects from terrain complexity are clearly visible (not shown).

Calibration

Because higher heating rates appear in water stress affected regions, the signal is generally
inversely correlated to the soil moisture. A linear relation between soil moisture and heating rate or
normalized difference of temperatures is usually assumed. However, no evidence of that linearity has
been provided over a large set of conditions. A series of adaptations have therefore been brought to
the original algorithm to account for the behaviour of the signal locally observed. The selection of the
model and its calibration was based on pairing daily soil moisture in-situ measurements with daily
heating rates, estimated from at least 40% of daily LST measurements and smoothened by a low-pass
exponential filter with a decay time of 3 days, at a single calibration site (Tojal, Portugal) over one
year (2007), which present the characteristic to have clear moist and dry seasons, and a low vegetation
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cover. Soil moisture and heating rates have been both normalized between 0 and 1. Three functions
have been tested (linear, exponential, double exponential) and the coefficients optimalized using the
bayesian inversion algorithm Shuffled Complex Evolution Metropolis algorithm, SCEM-UA [55].

As a result, the relation with the smallest residuals was selected: it is exponential (Equation (4)),
increasingly sensitive to variations towards high soil moisture contents (Figure 2), with k1 = 1.6,
k2 = −1.05 and k3 = −0.6.

SSM0−1 = k1.exp
(

k2.
HR − HRmin

HRmax − HRmin

)
+ k3 (4)

Figure 2. The exponential relation between daily heating rates and ground measurements of surface
soil moisture at Tojal, Portugal, has been calibrated with the SCEM-UA algorithm. Each parameters is
determined as the median of the probability density function.

Processing Steps

The production of daily averaged surface soil moisture (SSM) from MSG/SEVIRI LST follows the
following sequence:

• Daily surface heating rates (HR) are computed for each pixel on land, by a linear regression
through the LST observations from 1 h after dawn to 1 h before noon. Only the HR computed
with at least 10% of LST over the morning are retained.

• The heating rates are corrected for the viewing anisotropy effects (Equation (1)). The inclusion
of this viewing anisotropy correction has effects, for example, at latitudes above 40◦N and in
hilly areas, where it forces the signal to exhibit a larger soil moisture in winter, which is not seen
without the correction.

• The heating rates are normalized between the minimum Min and maximum Max, determined
pixelwise as the value corresponding to respectively 97% and 3% of the cumulative distribution
function of the pixel heating rates over one year. The thresholds have been chosen as to avoid
false extremes caused by wrong detection of clouds, dust or any failure in the retrieval of the LST.
Because full variability of soil moisture between the wilting point (pwp) and the field capacity (fc)
can be assumed if the series is sufficiently long, the extrema could be set to fc and pwp, as proposed
by V2006.
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• The exponential function is applied on the normalized corrected heating rates, resulting in daily
surface soil moisture estimates (Equation (4)).

• A low-pass filter is applied, because of day-to-day apparent variability of the thermal inertia
making the time series instable for some periods [37], an effect that maybe due to aerosol load
variations, wind speed at the surface or fuzzy geolocation of the MSG/SEVIRI signal. It consists
of a running exponential filter over the previous 30 days, with a characteristic time T = 3 days
(Equation (5)), which allows to smoothen the signal with moderate loss of day-to-day information.
This has been shown to be also beneficial for ASCAT SM products [56], while low-pass filters
have been shown to reduce noise on SMOS soil moisture product [57].

SMFinal(tn) =

n
∑

i=n−30
SM(ti) · e−(

tn−ti
T )

n
∑

i=n−30
e−(

tn−ti
T )

(5)

2.2. Validation Material

2.2.1. In-Situ Soil Moisture Measurements

Datasets have been acquired for 8 yearly periods from March 2007 to December 2014 across
Europe and Africa. Half-hourly measurements, if available, or hourly measurements otherwise, of soil
moisture at depths of 2, 5, 10 or 30 cm have been made available from CarboEurope, CarboAfrica [58],
AMMA [59–62], SMOSMANIA [63,64], REMEDHUS [65,66], HOBE [67], UMSUOL, CALABRIA,
PERUGIA, VAS, UMBRIA [68–70], COSMOS [71] and UDC-SMOS [72] networks, with 161 station-years
in total, sampling Spain, Portugal, Italy, France, Denmark, Mali, Niger, Sudan, Germany, Senegal,
South Africa and Kenya (Figure 3).

Figure 3. The validation sites of the soil moisture retrievals are spread over Europe and Africa, some
are situated in challenging environments or settings for satellite remote sensing in terms of complexity
of landscapes or topography. Most of the validation sites are grouped in networks, sharing same
measurement methodologies, but not necessarily grouped geographically.
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The in-situ set-up of the networks intent to provide local observations of soil moisture under
various land cover types (coniferous, broadleaf or mixed forests, grasslands, croplands, wetlands,
savannahs) submitted to a large range of climatic regimes. Sites considered for the validation are listed
in Table 1, together with information on geographical location, climate regime, ground measurement
depth and measurement technique (see Albergel et al. [73] for an overview of the various experimental
set-ups). When possible, at least two yearly periods have been selected per site, with a sampling of
the first years of operations of the LST product and of more recent years, where overlap is possible
with other missions, for instance SMOS. Each time series has been rescaled between 0 and 1, 0 being
considered as the permanent wilting point and 1, the field capacity.

2.2.2. Soil Moisture Products from Microwave Sensors

In addition, available products from current soil moisture missions have been used to compare
their relative fit to the proposed retrieval during clear sky conditions. Products derived from the
operational EUMETSAT MetOp/Advanced Scatterometer (ASCAT), an active sensor, and the research
European Satellite Agency Soil Moisture Ocean Salinity Earth explorer mission (SMOS), a passive
sensor. Both operate in the microwave domain, C-Band (5.255 GHz) and L-Band (1.4 GHz) respectively,
and provide global imagery at 25 to 50 km and 35 km resolution every 1 to 3 days, respectively.
The retrieval principles for both ASCAT and SMOS products can be found in Srivastava et al. [74].

Table 1. In-situ soil moisture datasets used in this study.

Soil Moisture Soil Layer Number of Years Measurement
Dataset Depth (cm) Stations Technique/Device

AMMA (West Africa) 5 13 2007–2012 TDR CSC616
REMEDHUS (Spain) 5 21 2007, 2010 TDR CSC616
UMSUOL (Italy) 10 1 2010 TDR 100
UDC-SMOS (Germany) 5 4 2010 IMKO TDR
CALABRIA (Italy) 30 1 2010 ThetaProbe ML2X
Hydrol-Net-Perugia (Italy) 5 1 2010 TDR-SM Eq Corp TRASE-BE
UMBRIA (Italy) 5–15 3 2010 ThetaProbe ML2X
VAS (Spain) 0–5 1 2010 Stevens Hydraprobe
HOBE (Denmark) 0–5 18 2010 Decagon 5TE
CarboItaly (Italy) 2 5 2007, 2008, 2010, 2011 TDR
CarboEurope (Spain & Portugal) 0–5 5 2007, 2010, 2011 ThetaProbe ML2X
CarboEurope (France) 2 2 2007, 2010, 2011 TDR
CarboEurope (Belgium, Netherlands) 0–5 4 2007, 2010, 2011 TDR
CarboEurope (Swiss, Germany, Hungary) 0–5 4 2007, 2008, 2010 TDR
SMOSMANIA (France) 5 12 2007, 2010, 2011 ThetaProbe ML2X
SMOSMANIA-E (France) 5 9 2010, 2011 ThetaProbe ML2X
CarboAfrica 6 1 2007–2011, 2013 TDR
COSMOS - 5 2007–2009, 2014 CosmicRay Probes

In this study, we have used the ASCAT SSM L3 product delivered as time series granules by the
EUMETSAT Hydrology SAF (H25 product, http://hsaf.meteoam.it) for its easy handling of time series.
The SMOS SSM L3 product has been obtained for the period starting at 1 January 2010 from the Centre
Aval de Traitement des Données SMOS (CATDS) (http://www.catds.fr/). Both products have global
coverage. Time series files for ASCAT H25 and daily files for SMOS SSM L3 are provided with the
instantaneous retrievals, the time of acquisition and the acquisition mode (descending or ascending).
In most files, there are one to two observations per day. The spatial resolution of the products is
25 km, with sampling at 12.5 km, for ASCAT H25 [75] and 25 km for SMOS L3. A buffer zone on
land surface at the coast is foreseen by the products. Because SMOS and ASCAT L3 products are
instantaneous, the direct comparison with MSG/SEVIRI derived daily soil moisture was not possible.
Therefore, we applied a running exponential filter with a decay time of 3 days to smoothen the signal
from instataneous values to daily values. It follows a similar strategy as used to produce the soil
water index (SWI) product from MetOp/ASCAT SSM in the frame of Copernicus Global Land Services
(http://land.copernicus.eu/global/ [56]).
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2.3. Benchmarking Protocol

The time series of daily soil moisture derived from TIR remote sensing have been compared to
daily averaged local surface soil moisture measurements. Time series are compared to time collocated
daily averaged surface soil moisture data. The statistical scores, the standard deviation of both
observations and remote sensing retrieval, the root mean square difference between both datasets
(RMSD), the bias (in-situ minus satellite) and the correlation coefficient (R), have been calculated for
each time series [73].

A synthesis of the statistical scores is presented in a Taylor diagram [76], which allows both
a quantitative evaluation of per-time series comparison and a visual interpretation of how the site
specific scores compare to each other. It requires the standard deviations from all retrievals to be
normalized by the standard deviation of each individual in-situ dataset. Visually, the distance between
the observation and the retrieval point gives the relative performance compared to other points.
The normalized standard deviation (SDV) indicates if the remote sensing based retrieval can reproduce
the locally observed variability: underestimated if less than 1, overestimated otherwise. The correlation
coefficient indicates the match in the temporal evolution of the soil moisture, at both diurnal and
seasonal scales: 1 is perfect match. In-situ data are represented by a point on the x axis at R = 1
and SDV = 1, every single time series comparison is displayed in polar coordinates. For the ease of
interpretation, we group the results by network, and by climate classes, according to Köppen-Geiger
classification [77], reflecting a variety of precipitation and air temperature regimes.

The validation is carried out on the total set of sites, where environmental conditions seem to be
the best suitable for MSG/SEVIRI (marked in bold in Table 2), and also encompassing conditions that
can be not optimal, but can nevertheless showcase the performance of the new method.

It is clear that a mismatch can be expected between local observations and retrieval from satellite
data because of the difference in spatial scale between the observations and remote sensing data [78].
Though this issue has not been considered in Albergel et al. [73], higher correlation between coarser
scale soil moisture retrieval and local observations may be found if the local nature of the surface
corresponds to the coarse pixel. Several sites are concerned with this representativity issue at
MSG/SEVIRI scale. For example, both SMOSMANIA transects in Southern France are concerned in
our study: the South-Western transect (SMOSMANIA) consists of sites situated in heavily irrigated
areas during summer, and both transects, but mostly the South-Eastern (SMOSMANIA-E), consists of
sites nested in hilly to montaineous landscapes. The mapping tool available from french government
(http://www.geoportail.gouv.fr/accueil) suggests irrigation fractions within a MSG SEVIRI pixel
being around 80% for Montaut and Urgons, between 20% and 80% for Sabrès, 60% around Créon
d’Armagnac, 30% around Savenes, between 10% and 20% around Peyrusse-Grande, and less than
5% around Lézignan, Saint-Félix, Lahas and Narbonne. As MSG/SEVIRI is expected to be sensitive
to irrigation effects, this will obviously lead to discrepancies. In order to get the most benefits from
the SMOSMANIA observations, the statistical scores have been calculated for both the annual time
series and on a reduced time series, excluding only the Summer irrigation period, which extends
from 20 June to 20 August for maize, the dominant crop type in the area [79], and the results reflected
in the comparison with SMOS and ASCAT derived products. For SMOSMANIA-E, some sites are
situated at the bottom of steep slopes, leading also potential discrepancies with the satellite signal
which encompass terrains at higher altitudes, and slopes (Figure 4).
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Table 2. Climate classification of sites and grouping in this study. The number of sites that seem
optimal are marked in bold. The reasons for non-optimality are classified in 3 classes: 1 proximity of
large water body, 2 proximity to large irrigated areas, 3 set in a location which topography does not
reflect the neighbourhood within the 5 km.

Climate Stations

Tropical Savannah(Aw) AMMA (2), CarboAfrica(1), COSMOS (2)
Arid Steppe hot (Bsh) AMMA (4), CarboAfrica (1)
Arid Steppe Cold (Bsk) VAS (1), REMEDHUS (20), CarboEurope (1 3)
Arid Desert Hot (Bwh) AMMA (7), CarboAfrica(1)
Arid Desert Cold (Bwk) CarboEurope (2)
Temperate Dry Hot Summer (Csa) SMOSMANIA(-E) (1, 1 1), Calabria (1 3), Hydrol-Net-Perugia (1 3),

CarboEurope (2, 4 1,2,3)
Temperate Dry warm Summer (Csb) SMOSMANIA(-E) (2,2 3 ), CarboAfrica (1)
Temperate without dry season, warm summer (Cfb) Umbria (3 3), SMOSMANIA (1, 1), COSMOS (1)
Temperate without dry season, cold summer (Cfc) CarboEurope (6), SMOSMANIA(-E) (1, 6 2,3)
Temperate dry winter hot summer (Cwa) CarboAfrica (1), COSMOS (1)
Temperate dry winter warm summer (Cwb) COSMOS (1)
Cold without dry season, cold summer (Dfc) UDC-SMOS (4),

HOBE (18),
SMOSMANIA(-E) (5 2,3)

Figure 4. The topography around some SMOSMANIA-E sites is not favourable for MSG/SEVIRI soil
moisture validation (two examples shown): the contrasts in topography within one pixel do not allow
a fair comparison, as noted in the correlation results obtained in this study. Red and green markers
indicate the location of the site within its overlapping MSG/SEVIRI pixel.

3. Results

The comparison of surface soil moisture time series shows that the remote sensing data and model
seem well adapted to reproduce the observed signal in regions where vegetation is experiencing water
stress: seasonality and shorter fluctuations are very well reproduced over arid to semi-arid areas of
Spain and Africa, while the signal tends to be noisier and less correlated for temperate sites of Southern
France, with scattering increasing for higher latitudes (Figure 5). The retrieved signal is discontinuous
at African sites, mostly during the wet season, and at temperate sites throughout the year because
of persitent clouds during entire days. For the temperate sites, the retrieved soil moisture captures
the dry spells and wet events, however the signal does not match very well the observed amplitude
over most SMOSMANIA sites during summer, e.g., St Felix, possibly due to intensive irrigation in
the region, as expected (see another example in Figure 6). For the site in Germany, the estimations are
less accurate and sparser, a summertime dry spell is correctly retrieved from the satellite information,
but another one in Spring is not detected in the local measured soil moisture. For Spain, soil moisture
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is globally well retrieved compared to in-situ observations. For sites in Africa, the seasonal course is
well reproduced, apart from isolated apparent wet events, e.g., in Agoufou, Mali, which coincide with
strong dust storm. In this case, the amplitude of top-of-atmosphere brightness temperatures in the
infrared spectral window tends to be attenuated over high aerosol loads, if not identified, these may
be wrongly interpreted as a wet event. This will be further discussed in the next section.

The statistical scores for each yearly dataset grouped in averages by network and climate zones
are provided in Table 3 and Figure 7, along with additional information about the number of daily
observations used. This latter information reflects both the availability of the soil moisture retrieved
from the satellite and availability of local observations. Averaged correlations for Sahelian (AMMA
network) and Iberian sites (REMEDHUS, CarboEurope ES & PT) are around 0.7 (0.69, 0.75 and 0.68,
respectively), and with values as high as 0.87 (Figure 7). Retrievals over Southern France and Italy are
less correlated to in-situ data, with averages between 0.45 and 0.55, except for one site in CALABRIA
which exhibits even lower correlation. Correlations tend to decrease with colder climates. While high
correlations are found for the group of sites with Aw climate with an average correlation of 0.81,
average correlations between 0.61 and 0.69 are found for the Arid climates (BSk, BSh, Bwk, Bwh).
Correlations for the temperate climates C range between 0.44 and 0.66, except for one site (Cwb, 0.88).
The cold climate Dfc present a low average correlation of 0.36. Retrievals have a bias around 10%,
but a variability comparable to observations. In Figure 7, it is clear that the retrievals have a variation
fairly comparable to the observations, with a normalized standard deviation between 0.5 and 1.5 and
centered around 1. For most climate groups, the variability of correlations is contained in intervals of
approximately 0.2, such that the average correlation gives a good idea of the performance in each class.

Highest scores are found in semi-arid and arid areas with a strong annual cycle in the precipitation
regime. Less high correlations are found in Southern France and in Italy, where results are more
scattered, and low correlations are found in temperate cold Europe, where variability of soil
moisture is not dominated by an annual cycle. This result is not in agreement with the findings
of Verstraeten et al. [35], who reported high correlations for european forested sites, with an average
correlation of 0.556, during the growing season 1997. Possible explanations for this lower correlation
for temperate Europe can be a less accurate retrieval of land surface temperature due to a large viewing
angle of the surface and associated problems (a long optical path through the atmosphere leading to a
weakened signal from the surface compared to noise generated by atmospheric motion, azimuthal
anisotropy effects) and to a decreased contrast in the thermal infrared signal in the presence of denser
vegetation covers, that, for Europe, increases with latitude.

Compared to the results of Prigent et al. [52], higher correlations have been found in the present
study, which can be attributed either to the modifications of the model or to the selected regions.
The application of V2006 model with MODIS data by Veroustraete et al. [80] revealed correlations
varying between 0.17 and 0.85 with an average of 0.56 against TDR observations at six sites in
China at 1 m depth (deeper than in this study). In a recent study, Zhao and Li [27] reported low
correlation between soil moisture from SEVIRI and local observations at the REMEDHUS network,
presenting poorer validation results than those shown here. Compared to studies combining two
sources of satellite data, for example SMOS and MSG/SEVIRI [81] or ESA CCI and MODIS [82],
the results from MSG/SEVIRI alone presented here show a better correlation for daily values for both
SMOSMANIA and REMEDHUS sites, which shows the potential of such combinations of products.
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Figure 5. Comparison of daily surface soil moisture retrieved from MSG/SEVIRI LST (black) and
measured locally (grey), for a set of 8 sites from different networks and climates: Agoufou (Mali,
AMMA, BWh), Demokeya (Sudan, CarboAfrica, BWh), Dahra (Senegal, AMMA, BSh), Cathedral
Peak (South Africa, COSMOS, Cwb), Guarena (Spain, REMEDHUS, BSk), Las Majadas del Tietar
(Spain, CarboEurope, Csa), St Felix (France, SMOSMANIA, Cfc), Friedling (Germany, UDC-SMOS, Dfc)
(from (top left) to (bottom right)).
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Figure 6. The quality of sites representativity within the SEVIRI pixel affects the statistical results
obtained. In Sabrès (France), soil moisture retrievals from SEVIRI (black) compares well with ground
observations (grey) except in Summer: intensive irrigation is detected, while the ground observation
are taken at a non-irrigated site. Removing the summer improves the statistics.

Figure 7. Statistical scores of the comparison between local observations and soil moisture derived
from LSASAF LST, presented in a Taylor diagram. Each colored point represents the comparison for
a set of data at a in-situ validation site. Codes of colour indicate the climate type region associated
to the data. Average of correlations par climate type is represented with bigger symbols next to the
correlation curved axis.

The comparison with SMOS and ASCAT products as described in the methodology section allows
the observation of similarities and disagreement between the observation techniques from space.
In Figure 8, three sites have been chosen to showcase some of those comparisons, which have been
extended to all the datasets from 2010 to 2014 and synthetized in Figure 9. The visual comparison of the
time series show very good consistency of the satellite retrievals for the site in REMEDHUS network
in Spain: a clear marked seasonal pattern and weekly fluctuations are in agreement with the satellite
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retrievals, although not always exactly in line with the ground observations, especially during summer
precipitation events. The comparison over a site in the Southern Spain in 2011 shows a high consistency
between surface soil moisture from SMOS, MSG and the ground observation, but a different seasonal
pattern from ASCAT SSM, which is quite rare within the datasets examined. The comparison over
Agoufou in Mali in 2007 reveals a better consistency of MSG surface soil moisture with observation
during the onset of rainy season, while the end of wet season and the beginning of the dry season is
equally well reproduced by ASCAT and MSG retrievals. At the end of the dry season (day 100 to 180),
MSG retrievals are affected by the attenuation of the signal by aerosols, while ASCAT surface soil
moisture shows a consistent dry condition of the soil. These are only visual illustrations of agreements
and disagreements between space-based retrieval of surface soil moisture. A more extensive analysis
has been conducted to better classify the performance of the three retrieval techniques, and the result
presented here.

Table 3. For each network, the average statistical scores of the comparison between the satellite
retrievals and the in-situ observations shows the geographical variability of the performance of the
developed retrieval strategy. The retrievals are the most accurate over the Mediterranean region and
Sahel, and less correlated to soil moisture observations in temperate Europe.

Datasets R Bias RMS obs/yr (Mean) st-yr

AMMA 0.69 0.17 0.26 202 29
CALABRIA 0.19 0.02 0.21 48 1
COSMOS 0.88 0.09 0.16 154 5
CarboAfrica 0.54 0.10 0.25 170 7
CarboEurope

BE&DE&NL 0.39 −0.09 0.30 71 6
FR&IT&CH 0.45 −0.01 0.29 150 9
ES&PT 0.75 0.10 0.21 221 10
HU 0.33 −0.07 0.27 112 2

HOBE 0.24 0.06 0.29 77 18
Hydrol-Perugia 0.56 −0.25 0.35 183 1
REMEDHUS 0.68 0.04 0.21 208 24
SMOSMANIA 0.39 0.08 0.29 139 26
SMOSMANIA-E 0.54 0.04 0.25 171 14
UDC-SMOS 0.48 −0.16 0.21 103 4
UMBRIA 0.50 −0.11 0.25 163 2

Climate
Aw 0.81 0.12 0.21 171 8
Bsh 0.65 0.17 0.27 192 16
Bsk 0.64 0.03 0.22 202 26
Bwh 0.61 0.18 0.27 223 11
Bwk 0.69 0.12 0.23 244 2
Csa 0.58 0.07 0.25 182 17
Csb 0.53 0.12 0.26 159 8
Cwa 0.60 0.07 0.18 122 2
Cwb 0.88 0.14 0.17 126 1
Cfb 0.66 0.06 0.22 156 6
Cfc 0.44 0.01 0.27 139 22
Dfc 0.36 0.00 0.29 107 41

Scores for various networks are similar to results obtained with ASCAT and SMOS products,
which are available at coarser resolution than SEVIRI [73]. The results presented here reveal higher
correlations for REMEDHUS, HOBE, UDC-SMOS, but lower correlations for the SMOSMANIA sites.
The comparison of the in-situ observations with the datasets from the three different families of sensors
aboard satellites, i.e., MSG/SEVIRI, MetOp/ASCAT and SMOS, reveals the high complementarity of
the systems for clear to partial cloud cover days over the different climate zones of Europe and Africa
(Figure 9). While ASCAT derived daily soil moisture outperforms SMOS for 8 groups over 9 in terms
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of averaged correlation, SMOS derived soil moisture displays best scores for CarboEurope sites in Italy
and for Southern African sites. For the AMMA sites, there was no common timeframe for SMOS and
in-situ data, except for Dahra, Senegal, where corrrelation of 0.75 was found.

Figure 8. The comparison of MSG/SEVIRI (black), SMOS (magenta) and ASCAT (cyan) products
(low-pass filter applied) with observations (red) at sites show sometimes strong consistency (R13,
REMEDHUS Spain), or disagreement (Llano de los Juanes, Spain and Agoufou, Mali).

Figure 9. The correlation (average (crosses), distribution (boxplot with median, inter-quartile and
extrema)) of the SEVIRI retrieval with ground observations is compared to scores obtained with
SMOS L3 and ASCAT H25 products. Highest correlations for SEVIRI are obtained in five groups.
* Correlation is improved with SEVIRI when removing summer season due to irrigation in the
SMOSMANIA area (second box). ** SMOS only available for a selection of site-years.
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The soil moisture derived from MSG/SEVIRI in this study performs best over the two other
systems in the REMEDHUS, SMOSMANIA-E, CarboEurope-Spain/Portugal and AMMA sites,
suggesting a good capability of the new system to monitor surface soil moisture for semi-arid and arid
climate zones with a marked dry season (Aw, BSk, Csb). The exclusion of the irrigation period in the
evaluation of the TIR based soil moisture at the SMOSMANIA sites shows an improved correlation,
from 0.40 to 0.50 in average, in agreement with the scores obtained at SMOSMANIA-E sites.

4. Discussion

The method used to retrieve daily soil moisture has several limitations, related to the nature of
the surface, the composition of the local atmosphere and the geometry of viewing, as most remote
sensing data for surface analysis from space do. A dense vegetation cover will probably screen or alter
the signal from the soil, daily retrieval is not possible for persistent cloudy situations, while transport
of dust by wind induces wrong estimations if not properly accounted for. Similar limitations have
been documented for the triangle method in [83]. The two last factors are discussed here to give an
insight on limitations.

4.1. Availability of Retrievals

Compared to retrievals from microwave sensors aboard polar satellites, the proposed retrieval
algorithm has the advantage of being based on high repetition rate data at spatial resolution of 3 to
5 km. However, no information on the surface can be retrieved under persistent cloudy sky situations,
contrarily to microwave sensors such as ASCAT onboard MetOp satellites. This inherent limitation
due to the observing system affects the use of the retrieval for continuous monitoring of soil moisture.
We have analyzed for each year between 2007 and 2011 the proportion of days that were sampled
with a sufficient accuracy by the retrieval algorithm over the five years. The respective seasonal
averages (December to February, March to May, June to August, September to November) are shown
in Figure 10. This analysis reveals that most temperate Europe is sampled less than 10% during winter.
Over most of the African continent, the availability varies between 90% during the dry season and
down to 40% during the rain season. The Western coast of central Africa could be only sampled up to
30% due to almost constant cloud coverage even during the dry season [84].

Figure 10. Tri-monthly availability of daily soil moisture retrieval averaged over 5 years. Cloud cover
affects the number of available retrieval, especially over the equator and during winter over Europe.
Sahelian regions are well sampled.

4.2. Aerosol Loads and Wind Speed

During the annual dry period over Sahel and Sahara desert, apparent wet events are seen in
the soil moisture retrieved from remote sensing. However, such events are not supported by local
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observations of soil moisture. Those apparent wet peaks may be due to either sand or dust storms,
leading to a significant increase in aerosol loads, which in turn affect the radiation budget at the surface
and may contribute to smaller daily LST amplitudes. Under very high aerosol optical depth, the LST
retrievals may also be subject to higher errors: directly associated to the atmospheric correction or
indirectly caused by poorer cloud screening [85–88]. A physical effect of cooling of the surface by
the wind cannot be rulled out either. Surface heating rates seem sensitive to the wind, but most of
its influence is limited to almost bare surfaces as shown on Figure 11, where the relative difference
of HR between two distinct wind speed regimes (0 to 3 m·s−1 and 6 to 9 m·s−1, obtained from the
European Center for Medium-range Weather Forecasts deterministic short-term forecasts of wind
speed at 10 m from the surface) is displayed in the two dimensional space delimitated by the possible
heating rates obtained by vegetation density, leaf area index obtained from LSA-SAF, for latitudes
under 45◦N (Figure 11). However, it is still difficult to disentangle the effect of wind speed and aerosol,
as aerosol load may affect the retrievals, especially over the bare soil areas.

Figure 11. Daily heating rates are increasingly sensitive to wind speed over non vegetated areas with
up to 15% of change under another wind speed regime.

In Figure 12, an example of an apparent wet event associated to dust presence in the atmosphere
is shown for the 19 February 2008. According to Ben-Ami et al. [89], this released dust was a result of
two consecutive days of active emission from the Bodélé depression in Saharian desert, with possible
mixing with wild fires. Another example in Bamba, Mali, is shown in Figure 12. The evolution of the
retrieved soil moisture seems directly correlated to the evolution of high concentrations of aerosols,
as monitored by the MACCII aerosol optical depth product at 1.125◦ resolution (Addition of 5 types
of aerosols: sea salt, dust, organic matter, black carbon and sulphates). Therefore, problems can
occur when high aerosol optical depths are not properly taken into account. This is particularly
relevant during the agricultural and wild fire season. Whether the poorer performance of soil moisture
estimates is associated to enhanced LST errors, associated to deficiencies in the atmospheric correction,
poorer cloud screening, or to the impact of those high aerosol loads toghether with near surface wind
on the LST dynamics remains to be investigated. It is likeky that all these factors play a role and
therefore a proper screening of those retrievals should be conducted with the help of a dedicated
aerosol product derived from satellites or assimilation systems. MACC service, now evolved to
Copernicus Atmospheric Monitoring Service (CAMS), is an available candidate, however, as its spatial
resolution is coarse compared to MSG/SEVIRI, other products could be considered, as AOD products
derived from MSG/SEVIRI and produced by the ICARE Data and Service center, AERUS-GEO [90,91].
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Figure 12. (Left) Apparent wet peaks from SSM retrieval in Bamba (Mali) are correlated with AOD
forecast from MACCII. (Right) Soil moisture retrieved over Africa for 19 February 2008 displays an
anomously large wet area in Sahara, due to a large dust storm and local fire emissions.

4.3. Temperate and Cold Climates versus Viewing Angles

In this study, the coldest climate zones sampled are all located in areas where viewing angle is
already large. In that case, it is difficult to separate the effects originating from the specific nature of the
surface and its response to solar illumination and from the consequences of large viewing angles and
long optical paths. Scores presented in the Results section show a poorer performance for the temperate
and cold than for warmer climates. It is possible to mitigate the global effect by spatial and temporal
averaging. For two sites (BE-Lonzée, BE-Vielsalm, CarboEurope network), we have obtained a time
series of heating rates from the average of nine up to twenty five adjacent pixels. The results show a
better performance compared to the retrieval based on only one pixel, especially in terms of availability
of data: 66 to 70 estimations over 9 months for one pixel and 114 to 120 over the same period for
25 pixels averaged. The correlation is also slightly improved by 10%. Over Belgium in Europe ( 51◦N,
1◦E), the new applied resolution is therefore approximately 15 km for nine pixels and 25 km for twenty
five pixels, which remains below or equal to present time SSM products. Nevertheless, future studies
should concentrate on the disentanglement of the effects to better understand the mechanisms.

5. Conclusions

This study aimed at deriving daily surface soil moisture from land surface temperature data
retrieved from geostationary satellites under the assumption that only the observation of variations
of land surface temperature were necessary. The new proposed retrieval algorithm relies on the
local morning heating rates of the land surface based on the 15 min data provided by the Satellite
Application Facility on Land Surface Analysis from EUMETSAT MSG/SEVIRI sensor, and is designed
to produce surface soil moisture with less than 1 day delay over clear sky and non-steady cloudy
(over 10% of the time) conditions. A dataset of eight years (from 2007 to 2014) has been generated
over Europe and Africa at the MSG/SEVIRI variable resolution, being 3 km over equatorial Africa,
and around 5 km over northern Europe. An extensive quantitative validation of the retrieved soil
moisture against in-situ daily averaged ground measurements over 161 site-years across Europe and
Africa reveals a good capability of this monitoring system in semi-arid to arid areas, with correlation
as high as 0.85, and around 0.7 in average in Sahel, Spain, and Portugal. In those regions, the seasonal
behaviour, as well as the day-to-day variations, are well reproduced. Reduced capabilities have
been found over temperate areas of Europe. Although warm temperate climates show relatively fair
correlations of 0.5 in average, scores in Belgium, the Netherlands and Denmark show poorer results
(between 0.25 and 0.40), but the deterioration of scores could potentially be partly mitigated by some
minor adaptations, including averaging the data spatially over mutiple pixels (correlation improved
of 10% in Belgium). Effects of irrigation on the retrieved surface soil moisture is observed at that
resolution, and as been clearly evidenced in South-West of France.
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The limitations of the new method are (1) a viewing geometry of the satellite that is optimal neither
for northern regions of Europe nor for areas with high topography complexity, (2) a reduced capability
over dense vegetated areas, where the ratio noise over signal is significant, (3) a discontinuous
monitoring when the sky is overcast during a whole morning, and (4) a high sensitivity to atmospheric
aerosol load, giving spurious moist detection in case of a deficient land surface data screening over
semi-desert overpassed by dust storms. While the limitations can be mitigated by solutions proposed
in this paper, they should be further investigated.

The comparison of scores with available global products for surface soil moisture derived from
passive and active microwave satellite data (SMOS L3 SSM and MetOp/ASCAT H25 SSM) shows the
competitiveness of the new TIR method in sampling wide areas over clear and non-steady cloudy
sky conditions. Especially, the TIR method allowed better surface soil moisture sampling in the Sahel
and in Spain, and similar performances over Southern France at the daily time scale. The comparison
revealed that none of the three observational techniques works best everywhere, leaving some more
research avenues in studying their complementarity.

The study has pointed out several shortcomings in validating satellite retrievals by direct
comparison with in-situ observations. Especially, this is the case for partly irrigated districts and
some hilly areas, where further instrumentation equipment could be installed in places with spatially
scalable observations.

The method proposed in this study relies on an empirical relation between heating rates and
surface soil moisture. Given the relatively high degree of success of this model to sample surface soil
moisture in large areas of Africa and Europe, future work should focus on the physical interpretation
and modeling to better understand the mechanisms.

The methodology is already recommended to derive daily surface soil moisture at the MSG
SEVIRI spatial resolution of 3.1 km over Africa and 4 km over Southern Europe, and can potentially
be applied to other geostationary satellites to cover other continents. It is expected to be useful in
applications needing continental to global soil moisture states to be assimilated by models, especially
in regions where in-situ data are scarse and if details about the surface is needed, as for example
irrigation. The results could be useful to drought early warning or evaluation of susceptibility to
flooding in regions and periods with not completely overcasts days. Since this observation technique
is not valid for totally cloud covered sky conditions, other sources of soil moisture data can potentially
complement the information provided by thermal inertia to provide an all-weather daily monitoring
of soil moisture.

Further research will concentrate on the complementarity between multiple remote sensing
techniques, such as SAR, and sensors to achieve a better accuracy and spatial sampling. In this
perspective, the disaggregation of the surface soil moisture from SEVIRI, or from microwave sensors,
thanks to their combined use with the fine resolution soil moisture estimations from the Sentinel
satellites, for example, could be a leap forward in achieving merged systems of more continuous,
accurate and detailed surface soil moisture observations.
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Abstract: Global soil moisture (SM) products are currently available from passive microwave sensors
at typically 40 km spatial resolution. Although recent efforts have been made to produce 1 km
resolution data from the disaggregation of coarse scale observations, the targeted resolution of
available SM data is still far from the requirements of fine-scale hydrological and agricultural studies.
To fill the gap, a new disaggregation scheme of Soil Moisture Active and Passive (SMAP) data is
proposed at 100 m resolution by using the disaggregation based on physical and theoretical scale
change (DISPATCH) algorithm. The main objectives of this paper is (i) to implement DISPATCH
algorithm at 100 m resolution using SMAP SM and Landsat land surface temperature and vegetation
index data and (ii) to investigate the usefulness of an intermediate spatial resolution (ISR) between
the SMAP 36 km resolution and the targeted 100 m resolution. The sequential disaggregation
approach from 36 km to ISR (ranging from 1 km to 30 km) and from ISR to 100 m resolution is
evaluated over 22 irrigated field crops in central Morocco using in-situ SM measurements collected
from January to May 2016. The lowest root mean square difference (RMSD) between the 100 m
resolution disaggregated and in-situ SM is obtained when the ISR is around 10 km. Therefore,
the two-step disaggregation is more efficient than the direct disaggregation from SMAP to 100 m
resolution. Moreover, we propose a moving average window algorithm to increase the accuracy
in the 100 m resolution SM as well as to reduce the low-resolution boxy artifacts on disaggregated
images. The correlation coefficient between 100 m resolution disaggregated and in situ SM ranges
between 0.5–0.9 for four out of the six extensive sampling dates. This methodology relies solely on
remote sensing data and can be easily implemented to monitor SM at a high spatial resolution over
irrigated regions.

Keywords: disaggregation; soil moisture; DISPATCH; Intermediate spatial resolution; SMAP

1. Introduction

Knowledge of soil moisture provides key information about the coupling between the land
surface and atmosphere. By controlling the partitioning of water inputs (precipitation, irrigation) into
evaporation, infiltration, and runoff, the soil water content is related to the crop water consumption [1],
hydrological fluxes [2], weather predictions [3] and climate projections [4].
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L-band (1.4 GHz) microwave radiometry is currently the most adapted remote sensing technique
for the estimation of near-surface soil moisture (SM) from space [5–10]. Microwave observations at
L-band, as compared to higher microwave frequencies, are more sensitive to SM and less sensitive to
the soil surface roughness and vegetation optical depth [11]. In this context, European Space Agency
(ESA) and National Aeronautics and Space Administration (NASA) have launched the SMOS [6,12]
and SMAP [5] satellites in 2009 and 2014, respectively. Both satellites embark an L-band radiometer to
retrieve the 3–5 cm SM with a repeat cycle of less than 3 days globally. The spatial resolution of both
radiometers is approximately 40 km [5,6].

Despite the high radiometric accuracy achieved by L-band radiometers, the data provided globally
have a low spatial resolution, which makes the validation of remote sensing products difficult and
limits their application to large scale studies only [13]. For hydro-agriculture purposes, there is
a crucial need for SM data at a higher spatial resolution [14,15]. Consequently, disaggregation
techniques have been proposed to improve the spatial resolution of the SM data available at a high
temporal frequency [16–22]. Existing downscaling methods for SM can be classified into three major
groups (1) satellite-based methods; (2) methods using Geo-information data and (3) model-based
methods [23,24]. The satellite methods combine the use of radar and optical data to coarse scale
microwave radiometry [24]. Among optical-based methods, many studies have used as fine-scale
information the fractional vegetation cover and land surface temperature (LST) derived from
high-resolution (1 km to 100 m) optical/thermal sensors. The general idea of these methods is
to relate LST to SM via the evapotranspiration process [20,25].

Relying on this principle, the disaggregation based on physical and theoretical scale change
(DISPATCH) method [26,27] estimates the soil evaporative efficiency (SEE defined as the ratio of actual
to potential soil evaporation), and implements a downscaling relationship that links the disaggregated
SM to the low-resolution (LR) observation and the high-resolution (HR) SEE. The optical-derived
SEE is expressed as a linear function of the retrieved soil temperature [28] and the minimum and
maximum soil temperatures observed at HR within the LR pixel [26], according to the so-called
contextual approach [29]. Based on the DISPATCH algorithm, the CATDS Level-4 Disaggregation
(C4DIS) processor [30] was implemented at the Centre Aval de Traitement des Donnees SMOS (CATDS)
as a level 4 product. C4DIS produces 1 km resolution SM data at the quasi-global scale from SMOS
level 3 and Moderate resolution Imaging Spectroradiometer (MODIS) data.

The 1 km resolution SM disaggregated from SMOS produts are currently used in a range
of disciplines including root-zone soil moisture monitoring [31], detecting irrigated areas at the
perimeter scale [32,33], retrieving soil properties from space [34], preventing the spread of desert
locust swarms [35], evapotranspiration monitoring over rainfed areas [36], flood forecasting over large
basins [37], estimating crop yield [38], and the methods to produce them are continuously evolving
and maturing (Merlin et al. 2017). Note that few studies have applied the DISPATCH method to
SMAP SM using MODIS data [39]. However, the 1 km resolution is often insufficient for many other
fine-scale applications and areas where the surface is highly heterogeneous (e.g., [1]). SM data at the
sub-kilometric (typically hectometric) resolution are especially required in agriculture for early crop
detection, irrigation scheduling, water stress and yield monitoring [40] and in fine-scale hydrological
studies for flood risk prevention, drought monitoring and groundwater level assessment [41],
among other potential applications.

In fact, there is still no routine application of DISPATCH to Landsat data, which yet would be
useful to increase the spatial resolution of available SM products up to 100 m [27,42]. One difficulty
is that Landsat data do not provide global coverage at the daily scale (like MODIS data) so that
a sequential approach is needed to “delineate” the 1 km resolution disaggregated SMAP data over each
Landsat scene separately before DISPATCH can be implemented at 100 m resolution. Another difficulty
is the contextual nature of DISPATCH, which relies on the extreme wet and dry conditions present
within the LR pixel to calibrate the SEE model. Especially, the accuracy in temperature endmembers
is expected to vary with the spatial extent over which DISPATCH is applied. A third difficulty is the
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presence of boxy artifacts visible at LR when combining multi-source/multi-resolution remote sensing
data within a disaggregation methodology. Boxy artifacts are common problems with downscaling
methods [26,27,43].

In this context, this paper presents a new methodology to disaggregate optimally the 36 km
resolution SMAP SM to 100 m resolution using Landsat data. The main objective is to assess the
usefulness of an optimal intermediate spatial resolution (ISR) between the SMAP and Landsat
resolutions. In practice, the 1 km resolution SM disaggregated from SMAP data using MODIS data
(similar to C4DIS product for SMAP) is aggregated at ISR ranging from 1 km to 30 km, and DISPATCH
is applied to ISR SM. The novelty of this paper thus lies in: (1) the application of DISPATCH to SMAP
data at 100 m resolution, (2) the use of an ISR between SMAP and Landsat resolutions and (3) the
removal of boxy artifacts on the 100 m resolution disaggregated images using a new technique.

Herein, the stepwise disaggregation approach is tested over an experimental area in central
Morocco, comprised of 22 irrigated field crops over which the 0–5 cm SM has been monitored during
the 2015–2016 season.

2. Materials and Methods

2.1. Study Area

The study focuses on a 30 km by 30 km area of the R3 irrigated zone (31.70N, 7.35W) located 40 km
east of Marrakesh city in the Haouz plain, central Morocco (see Figure 1). To assess the performance of
DISPATCH at the 100 m resolution, a set of 22 irrigated wheat fields, covering 3–4 ha each (Figure 1),
were selected within a 1 km resolution MODIS pixel. SM sampling was undertaken on clear sky
dates with almost simultaneous SMAP/MODIS/Landsat data over the 22 crop fields and repeated
measurements were made along the agricultural season to cover all the phenological stages of wheat.
Climate of the study area is mainly semi-arid with an annual average precipitation of 250 mm [44,45].
The soil texture in the R3 perimeter is mainly clayey. Flood irrigation is the most widely used method
in this district. Wheat is generally sown in November-December and a mean total of 6 irrigations is
applied to wheat crops from February till April, typically every 3 weeks. Harvesting is done in late
May or early June [46,47].

Figure 1. Location of Marrakesh, the Haouz plain in central Morocco and the 22 experimental crop
fields in the R3 perimeter.

2.2. In-Situ Data

The 0–5 cm SM was measured manually from January to May months during the 2015–2016
agricultural season. The sampling strategy was to use theta probes to collect 10 distinct measurements
for each of the 22 crop fields [48]. In practice, as the 22 parcels were chosen to be aligned and contiguous,
two transects along both sides of the crop fields were walked and 5 theta probes measurements
were taken on each crop side, at least 5 m from the field border. Theta probe measurements were
calibrated using the gravimetric method, based on soil samples collected on each sampling date. In this
study, the field-scale SM corresponds to the mean 0–5 cm calibrated theta probe measurements as in
Amazirh et al. [49]. Among the 7 available sampling dates, only 6 are used herein in order to satisfy the
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following criteria: SM measurements are available on a clear-sky Landsat overpass date, and the time
difference between SMAP and Landsat overpasses is one day at maximum. The clear-sky dates with
quasi-concurrent in-situ sampling and the satellite overpasses of SMAP, SMOS, MODIS and Landsat
were on DOY 6, 14, 30, 38, 62 and 78. The remaining sampling dates are suitable for our study and
help us identify the variability in SM along the growth of crops.

2.3. Remote Sensing Data

2.3.1. SMAP

SMAP was launched by NASA on 31 January 2015. SMAP is the first L-band mission combining
both radar (active) and radiometer (passive) data to provide SM at a range of resolutions from
3 km (active) to 36 km (passive) with a revisit cycle of 2–3 days. But due to the failure of the
SMAP radar, the SM produced from SMAP is currently provided on a ∼36 km and ∼9 km (by using
a re-sampling technique) resolution grid. Note that a product combining SMAP and C-Band Sentinel-1
data has been recently provided by the mission [50]. SMAP has a near-polar sun-synchronous orbit at
an altitude of 658 km with 6:00 a.m./p.m. local time descending/ascending overpass. SMAP works
on multi-polarization with a fixed incidence angle at 40 degrees and a swath of ∼1000 km [5]. In this
paper, the SMAP level-3 (product name SPL3SMP A/D, version 005, Colliander et al. [51]) is used.
The product is provided in HDF format on the version 2 cylindrical EASE grid at 36 km resolution.
Data can be downloaded from https://nsidc.org/data/SPL3SMP/versions/5.

2.3.2. MODIS

MODIS LST and NDVI data are used by the C4DIS processor [30] to provide the 1 km resolution
SM from the disaggregation of SMAP level-3 SM data. LST is extracted from version 5 MOD11A1,
Terra overpass (10:30 a.m.) on ascending node and MYD11A, Aqua overpass (1 p.m.) on descending
node. For each (ascending or descending) SMAP overpass, there are 6 MODIS LST products taken
as input to C4DIS (one day before, same day and one day after SMAP overpass for both Aqua and
Terra platforms). NDVI is extracted from version 5 MOD13, only for Terra overpass with an interval of
16 days [19,52].

2.3.3. Landsat

Landsat-7 and Landsat-8 were launched by NASA in April 1999 and February 2013, respectively.
The images were downloaded from the USGS website, which provides surface reflectance and thermal
radiances data in different spectral bands. The revisit time of each sensor is 16 days and there is an
8-day lag between Landsat-7 and Landsat-8 so that the Landsat constellation potentially provides
(in cloud-free conditions) optical/thermal data every 8 days globally. The Landsat-7/8 30 m resolution
reflectance data are aggregated at 100 m resolution and used to derive the fractional vegetation cover.
The Landsat NDVI is calculated as the ratio of the re-sampled near-infrared reflectance to re-sampled
red reflectance difference divided by their sum, and the fractional vegetation ( fv) is estimated as:

fv =
NDVIHR − NDVIs

NDVIv − NDVIs
(1)

where, NDVIHR represents the NDVI at high (100 m) resolution, NDVIs the NDVI at bare soil and
NDVIv the NDVI at full cover vegetation. For this study, NDVIs and NDVIv are set to 0.1 and 0.9,
respectively. Landsat-7 and Landsat-8 provide thermal infrared (TIR) data with a spatial resolution
of 60 m and 100 m, respectively. LST is derived by using the single channel (SC) algorithm [53] from
Landsat-7 band-6 and Landsat-8 band-7 as:

LST = γ

[
1
ε

(
ϕ1.Lsen + ϕ2

)
+ ϕ3

]
+ δ (2)
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where, ε is the surface emissitivity, (γ, δ) are parameters depending on the radiance and brightness
temperature of the Landsat thermal band and ϕ1, ϕ2, ϕ3 are atmospheric variables function of the
atmospheric water vapor content (ω) and derived from radiative transfer simulations using the GAPRI
database [54]. The ω variable is obtained from the MODIS product MOD05.

2.3.4. SRTM

SRTM (Shuttle Radar Topography Mission) 1 arc second global data are used to correct Landsat
LST for topographic effects [27]. Although the study area is rather flat, the topographic correction is
applied by default in DISPATCH. The 30 m resolution SRTM data are aggregated to 100 m resolution,
consistent with the Landsat LST resolution.

2.4. DISPATCH

2.4.1. General Equations

The main equations of the DISPATCH method implemented at both 1 km and 100 m resolutions
are reminded in this subsection. The SM downscaled at HR (refers to either 1 km or 100 m resolution)
is written as:

SMHR = SMLR +

(
δSEE
δSM

)−1

LR
∗
(

SEEHR − SEELR

)
(3)

where, SMHR represents the disaggregated SM at HR, SMLR the SM at LR (refers to either SMAP or
ISR resolution) derived from SMAP data or from their disaggregation to 1 km resolution, SEEHR the

SEE at HR derived from MODIS or Landsat, SEELR the HR SEE aggregated at LR, and
(

δSEE
δSM

)−1

LR
the inverse of the partial derivative of the SEE(SM) model evaluated at LR. SEE is assumed to follow
a linear relationship with the soil temperature [28] and is thus expressed as:

SEEHR =
Ts,dry − Ts,HR

Ts,dry − Ts,wet
(4)

where Ts is the soil surface temperature, Ts,dry and Ts,wet the soil temperature in fully dry (SEE = 0)
and water-saturated (SEE = 1) conditions, respectively. Temperature endmembers Ts,dry and Ts,wet are
calculated from a graph between LST and fv derived at HR from MODIS or Landsat data. The soil
temperature is derived from a linear decomposition of LST into soil and vegetation temperature.
The trapezoidal method [26,55] is used to estimate the vegetation temperature, and the soil temperature
is expressed as the residual term:

Ts,HR =
THR − fv,HR ∗ Tv,HR

1 − fv,HR
(5)

where THR represents the LST at HR, Tv,HR the vegetation temperature at HR and fv,HR the fractional
vegetation cover at HR.

The downscaling relationship of Equation (3) is hence based on two SEE models: SEE as a function
of SM to estimate the first derivative at LR, and SEE as a function of LST (expressed in Equations (4)
and (5)) to estimate the spatial variability of SM at HR.

2.4.2. DISPATCH at 1 km Resolution

Note that C4DIS is labeled as DISPATCHLin (for linear SEE model) in this study to distinguish the
methodologies applied at 1 km and 100 m resolution. The current version of C4DIS/DISPATCHLin
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is based on the various studies that have been done in the past using 1 km resolution MODIS data
(Merlin et al. 2013, 2012b, 2010, 2009, 2008). In DISPATCHLin algorithm, the SEE(SM) model is linear:

SEE =
SM
SMp

(6)

where, SMp is a soil moisture parameter (in soil moisture unit), which depends on soil properties and
atmospheric conditions. It is calibrated at the SMAP pixel scale at the satellite overpass time using
LR SEE and SM estimates (SMp = SMLR

SEELR
). In this case, the derivative in Equation (3) is simply SMp.

The SEE(LST) model implemented in DISPATCHLin is based on Equation (4) using the temperature
endmembers calculated by the simplest extrapolation method within the LST- fv feature space: Ts,dry
and Ts,wet are set to the maximum and minimum soil temperature within a given LR pixel.

This approach is implemented for C4DIS/DISPATCHLin and has provided favorable results at
1 km resolution for arid and semi-arid areas [26,30].

2.4.3. DISPATCH at 100 m Resolution

When applying the DISPATCH methodology at 100 m resolution over extremely heterogeneous
areas like irrigated perimeters, one expects two main differences with the 1 km case. First, the range
of LST values should increase at 100 m resolution, thereby enabling a more accurate definition of
temperature endmembers, if the effect of outliers can be removed [56]. The second difference is that
the full SM range (from the residual SM to the SM at saturation) is likely to be present within each LR
pixel. Such extreme heterogeneity requires a robust representation of the SEE(SM) relationship over
the full SM range. Especially, given that the SEE(SM) is known to be nonlinear [28,57,58], the linear
approximation made in the 1 km case (Equation (6) is no more valid. Both differences between the
100 m and 1 km case involve two changes in the disaggregation algorithm: (i) the SEE model in
Komatsu [57] replaces the linear SEE model, and (ii) the method in Tang et al. [56] is used to robustly
determine the wet and dry edges. For clarity, the implementation of DISPATCH at 100 m resolution is
labeled DISPATCHExp (for nonlinear SEE model).

In DISPATCHExp, the SEE(SM) model is expressed as [57]:

SEE = 1 − exp
(

SM
SMp

)
(7)

where SMp is calculated from LR SM (the 1 km resolution disaggregated SM aggregated at ISR) and
HR (Landsat-derived) SEE aggregated at ISR:

SMp =
SMLR

−ln
(

1 − SEELR

) (8)

Note that the derivative in Equation (3) of the SEE(SM) model of Equation (7) can be computed in
two different ways, as a function of LR SM:

(
δSEE
∂SM

)−1

LR
= SMp ∗ exp

(
SMLR
SMp

)
(9)

or as a function of LR SEE: (
δSEE
δSM

)−1

LR
=

SMp

1 − SEELR
(10)

As both expressions of the derivative are valid, the average of both estimates is implemented in
DISPATCHExp in order to stabilize the slope estimation with respect to uncertainties in both LR SM
and SEE.
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Regarding the SEE(LST) model, the algorithm in Tang et al. [56] automatically calculates the
temperature endmembers by removing outliers. It processes pixels in an iterative manner to calculate
the highest temperature for each fv interval. A linear approximation of highest temperatures is used
to estimate the dry edge. In Tang et al. [56], the wet edge is assumed to be parallel to x-axis with
constant surface temperature. Herein, a slight modification is done to estimate the wet edge similar to
the dry edge (in that case, the wet edge temperature is not kept as a constant) by removing outliers.
This process thus removes specious dry and wet points before determining the dry and wet edges and
their corresponding temperature endmembers.

Figure 2 gives an illustration of the calculation of wet and dry edges from LST- fv graph by using
two different algorithms. For DISPATCHLin, the temperature endmembers (Ts,dry and Ts,wet) are the
minimum and maximum temperature within a given SMAP pixel. Dry and wet edges are calculated
independently for every SMAP pixel in the image. It can be seen that if we apply the same algorithm
for the calculation of temperature endmembers at 100 m resolution, the temperature endmember
calculation may overestimate the dry edge and underestimate the wet edge. When removing the
outliers from the temperature endmember calculation [56], the dry and wet edges follow more closely
the contour of data points, and the estimated temperature endmembers are supposedly more accurate.

Figure 2. Two different algorithms to calculate the wet and dry edges of the LST-fv feature space for
100 m resolution Landsat data on DOY 38.

2.5. Sequential Downscaling

Figure 3 presents a flow chart of the sequential disaggregation in 3 successive steps. SMAP SM is
first disaggregated from 36 km to 1 km resolution using MODIS data and DISPATCHLin algorithm.
Then the 1 km resolution SM is aggregated at ISR. Next, the ISR SM is further disaggregated at 100 m
resolution using Landsat data and DISPATCHExp algorithm.
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Figure 3. Flowchart of the stepwise sequential downscaling approach from 36 km resolution to 1 km
(DISPATCHLin), from 1 km to ISR (aggregation to variable ISR), and from ISR to 100 m (DISPATCHExp).

The reason for the selection of a range of ISRs is associated with the contextual nature of
DISPATCH, which makes the determination of temperature endmembers i.e., Ts,dry and Ts,wet,
and hence the 100 m resolution Landsat-derived SEE, dependent on the spatial extent [59]. In particular,
the larger the spatial extent, the more heterogeneous the surface becomes. Therefore, the accuracy in
temperature endmembers should increase with the spatial extent, as long as the meteorological
forcing data remain relatively uniform (underlying assumption of the contextual analysis).
Therefore, an optimal ISR in terms of SM accuracy at the 100 m resolution appears to be a compromise
between (i) the accuracy in temperature endmembers and (ii) the gap between LR and HR. One major
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objective of this paper is to check the sensitivity of the sequential approach to ISR and to propose
an optimal ISR for routine application.

Figure 4 plots the LST- fv feature space obtained for 100 m resolution Landsat data collected
on DOY 38 and for 4 distinct spatial extents within the study area: 1 km, 3 km, 10 km, and 30 km.
It can be seen that the range of LST and fv values increases with the spatial extent over which the
temperature endmembers are estimated. The mean LST is also larger for the smaller ISR values;
which may induce bias in the disaggregation. If we consider that the temperature endmembers
retrieved from the 10 km pixel resemble the real dry and wet soil temperatures, then more uncertainty
can be seen while decreasing the spatial extent. An inaccurate representation of the wet/dry
and bare/vegetated soil conditions within the spatial extent (ISR pixel) will directly affect the
calculation of temperature endmembers and hence the thermal-derived SEE, and finally downscaling.
Conversely, when extending (too much) the spatial extent, the spatial variability of air temperature
(and wind speed notably) may reach a critical level that invalidates the contextual approach’s
assumption regarding the uniformity of meteorological forcing. In this respect, the LST- fv feature space
plotted in Figure 4 for a spatial extent of 30 km indicates that two trapezoidal shapes appear separately,
which may be a signature of sub-areas having different meteorological forcing. Both constraints
(heterogeneity of surface conditions and homogeneity of meteorological conditions) actually represent
an important rationale for implementing a sequential method with an ISR between the 1 km and
SMAP resolution.

Figure 4. The LST- fv feature space is plotted for 100 m resolution pixels within a 30 km, 10 km, 3 km
and 1 km ISR pixel.

Once the spatial extent of the LST- fv feature space and the algorithm for estimating temperature
endmembers have been defined, one can check the linearity or non-linearity of the SEE(SM) model and
its consistency with the SEE(LST) model. Figure 5 plots Landsat-derived SEE as a function of in-situ SM
for DOY 14. The predictions of the SEE(SM) model of Equation (7) is also plotted, with SMp estimated
by setting in Equation (8) LR SM and LR SEE to the mean in situ SM and the mean Landsat-derived
SEE, respectively. The correlation coefficient and slope between SEE(SM) and SEE(LST) estimates are
0.87 and 0.41 for DISPATCHExp algorithm. For comparison purposes, Figure 5 also plots SEE(SM)
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and SEE(LST) predictions for the DISPATCHLin algorithm. The correlation coefficient and slope
between both models are 0.87 and 0.17 respectively. Even though the correlation coefficient shows
similar values for both DISPATCHLin and DISPATCHExp, the slope is significantly lower than that for
DISPATCHExp. Those results are fully consistent with our approach to make the SEE(SM) non-linear
(using the exponential form of [57]) and to improve the temperature endmembers algorithm [56] of the
SEE(LST) model within the new DISPATCHExp downscaling algorithm.

Figure 5. Landsat-derived SEE as a function of in situ SM superimposed with the SEE(SM) model for
both DISPATCHLin and DISPATCHExp algorithms, for data on DOY 14.

2.6. Inclusion of Multiple ISR Grids

The use of multiple LR grids as input to disaggregation approaches has been proposed in
Hoehn et al. [60] and Merlin et al. [26]. Hoehn et al. [60] compared downscaling results obtained from
single coarse resolution grid (using fixed window) and using multiple overlapping coarse resolution
grids (by shifting windows). Shifting windows using multiple grids showed better performance as
compared to the fixed window case with respect to error and smoothness.

In this paper, we propose to define multiple ISR grids as an input to DISPATCHExp as in
Merlin et al. [26] and Hoehn et al. [60]. However, one difference herein is that the multiple ISR
grids are built from actual observations at the (higher) 1 km resolution and consequently, they are
derived neither from the LR overlapped observations [26], nor from the oversampling of LR (SMAP)
observations [60].

Figure 6 gives an illustration of the moving average window algorithm, over the 1 km resolution
grid of the DISPATCHLin output data. The algorithm successively shifts an ISR grid in both directions
(east-west and north-south) of a predefined constant distance. In the diagram of Figure 6, ISR is set
to 10 km and the distance separating the so generated ISR grids is set to 2 km. Once the multiple
grids have been generated, they are independently used as input to DISPATCHExp. As a first step,
multiple ISR SM grids are thus overlapped with 100 m resolution Landsat data and disaggregated
separately to get multiple 100 m resolution disaggregated SM images. As a second step, the separate
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100 m resolution downscaled SM images are composited (simple average) to produce a single 100 m
resolution SM disaggregated image.

Figure 6. Illustration of the moving average window algorithm applied to the 1 km resolution
DISPATCHLin SM with a shift of ISR (set to 10 km in this case) grids in both directions (east-west and
north-south) with a constant spacing of 2 km between ISR grids.

3. Results

This section analyzes the potential of the sequential downscaling approach by investigating (1) the
method calibration (2) the method accuracy for a range of ISR values using the single grid algorithm,
and (3) the usefulness of the multiple grid (compared to the single grid) algorithm.

3.1. Calibration

The calibration of SMp parameter in Equation (8) is undertaken using the DISPATCHLin data
sets derived from SMAP, on each date when Landsat data are available. Figure 7 plots SMp as
a function of ISR for each Landsat overpass date. The mean and standard deviation of retrieved SMp

are computed within the 30 km by 30 km study domain. It can be seen that for all dates, the retrieved
SMp behaves quite similarly with respect to ISR. It sharply increases for an ISR increasing from
1 km to 3–4 km and then keeps a relatively stable value for ISR values ranging between 3–4 km
and 30 km. Note that significant fluctuations of SMp are observed for ISR values larger than 15 km,
due to the bounded extent of the study area i.e., the mean SMp is computed using a single retrieved
value. However, the SMp value after convergence is not fully consistent for different dates. In fact,
the estimation of SMp in Equation (8) mainly depends on LR SM and SEE data, so that any error in
SMAP SM and Landsat-derived SEE estimates leads to temporal variabilities in retrieved SMp.

The standard deviation of the retrieved SMp values within the 30 km by 30 km area is also
plotted as a function of ISR ranging from 1 km to 30 km. It can be seen that the spatial variability
in retrieved SMp significantly decreases in the higher ISR range to reach a minimum for ISR values
larger than 10 km. Note that the standard deviation becomes zero for ISR equal or larger than 15 km
(not shown in the graph) because in such cases, a single ISR pixel is obtained within the whole extent
of the (30 km wide) study area. Figure 8 presents the images of SMp retrieved for ISR equal to
1 km, 3 km, 10 km, and 30 km. The spatial variability of SMp strongly increases when ISR decreases
and tends to 1 km and the average of 1 km resolution SMp is significantly different from the SMp
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retrieved over 10 km ISR pixels. Such behavior is explained by the non-linear impact of LR SEE on
SMp (see Equation (8), and by the non-representativeness of temperature endmembers for ISR lower
than 5 km.

Figure 7. Mean (top) and standard deviation (bottom) of the parameter SMp (Equation (8) plotted as
function of ISR ranging from 1 to 30 km for each Landsat overpass date separately.

Figure 8. SMp parameter images derived from SMAP data on DOY 38 for ISR equal to 30 km, 10 km,
3 km and 1 km from left to right, respectively

From the results presented in Figures 7 and 8, it can be concluded that (1) the retrieved SMp

is spatially and temporally representative for ISR equal to or larger than 10 km, and (2) significant
spatial/temporal variabilities of SMp (associated with uncertainties in temperature endmembers) and
non linear effects (associated with the non linear SEE(SM) relationship) are obtained for ISR lower than
5 km.

3.2. Evaluation of 100 m Disaggregated SM

The SMp retrieved from Equation (8) is first used to calculate the derivative from the average of
Equations (9) and (10). A range of different ISR values is then chosen to evaluate the sensitivity of
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100 m resolution disaggregated SM to ISR. To do so, the 1 km resolution disaggregated SM (the output
of DISPATCHLin) is aggregated to 1, 2, 3, . . . . . . , and 30 km and in each case, the aggregated ISR SM
together with its associated spatial extent is used as an input to DISPATCHExp. Such a sensitivity
analysis is undertaken for each SMAP overpass date, separately.

The statistical comparison in terms of correlation coefficient (R), slope of the linear regression
(slope), root mean square deviation (RMSD) and absolute mean bias (MB) between DISPATCHExp
disaggregated SM and in-situ SM is illustrated in Figure 9 for ISR ranging from 1 to 30 km for each
sampling date. The temporal variability (standard deviation) of R and of the slope of the linear
regression is relatively large in the lower range of ISR values. The slope gets even negative values for
ISR lower than 5 km on several dates, while the slope is always positive for ISR larger than 10 km.
This result is consistent with the stability of SMp retrievals observed previously for ISR larger than
5 km.

Figure 9. Correlation coefficient (R), slope of the linear regression, absolute mean bias (MB) and root
mean square difference (RMSD) between 100 m resolution disaggregated and in situ SM for a range of
ISR values (from 1 km to 30 km) for each sampling date separately.

When considering the full ISR range (1–30 km), and despite the date-to-date variability, a slight
general increase of R is obtained in the 1–10 km range, whereas it keeps an approximately constant
value for larger ISRs. Regarding the slope of the linear regression, an opposite finding is obtained.
For ISR values larger than 5 km, the slope keeps decreasing with a value at ISR = 30 km mostly very
close to zero. Note that the sudden increase of the slope for ISR = 20 km on DOY 78 is due to the
fact that statistical results are obtained from a single (unrepresentative) ISR pixel that fits into the
30 km by 30 km study area. The decrease of the slope is attributed to the gap between the LR and the
HR, which increases with ISR. In fact, the disaggregation efficiency (as defined in [61]) is expected to
decrease with the LR to HR ratio, due to the decrease of the spatial variability represented at HR by
the LR observation. The slope of the linear regression was actually found to be a good indicator of the
disaggregation efficiency [61], consistent with the results presented in Figure 9. A second important
impact of ISR is the increase of the absolute MB between the 100 m resolution disaggregated and in situ
SM, especially in the 10–30 km range. The worsening of downscaling performances (in terms of the
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slope of the linear regression and MB) in the 10–30 km range is due to the linear approximation of the
downscaling relationship (Equation (3). An optimal ISR is thus found at around 10 km. Optimal results
in terms of RMSD between 100 m resolution and in-situ SM is actually obtained for ISR close to 10 km.
Therefore, ISR set to 10 km throughout the rest of the paper.

For illustration purposes, Figure 10 represents the sequential downscaling of SM from SMAP data
collected on DOY 38: the disaggregation of SMAP SM to 1 km resolution, the aggregation of the 1 km
resolution disaggregated SM to ISR (10 km), and the disaggregation of ISR SM to 100 m resolution. It is
reminded that the extra aggregation step is undertaken (i) to increase the representativeness/accuracy
of the temperature endmembers extrapolated from the LST- fv feature space, (ii) to increase the stability
of the disaggregation calibration (via the SMp retrieval) and (iii) to reduce random uncertainties in the
ISR SM used as input to DISPATCHExp.

Figure 10. From left to right: images of 36 km resolution SMAP SM, 1 km resolution DISPATCHExp SM,
10 km resolution aggregated DISPATCHExp SM and 100 m resolution disaggregated SM on DOY 38.

As a first evaluation of the disaggregation at 100 m resolution independently from the uncertainty
in SMAP data, DISPATCHExp is run for all sampling dates (DOY 6, 14, 30, 38, 62 and 78) by setting
the ISR observation to a fraction of the mean (daily areal average of) in-situ SM. By considering that
the average of all in-situ SM measurements is representative of the SM over the irrigated area and
that the SM over dry land is about 0, a rough estimate of the LR SM is derived as half the mean in
situ measurements (the fraction of dry land in the 10 km ISR pixel covering the experimental fields
is about 50%). Figure 11 plots the 100 m resolution disaggregated SM versus in situ measurements.
Statistical results in terms of R, slope of the linear regression, absolute MB and RMSD are reported
in Table 1 for synthetic LR. R is in the range 0.6–0.9 for four dates (DOY 6, 14, 30 and 78), while it
is in the range 0.1–0.2 on two dates (DOY 38 and 62). In terms of correlation, better results are
obtained on the sampling dates with a larger spatial variability in SM measurements, and reciprocally,
poorer results are obtained when SM is relatively uniform at the sub-pixel scale. In terms of bias,
however, relatively low absolute MB (lower than 0.03 m3/m3) is obtained except for DOY 6, 62 and
78 with an absolute MB of 0.07, 0.08 and 0.11 m3/m3, respectively. The reason is that the mean in
situ measurements (weighted by the fraction of irrigated land) may not be fully representative of the
real SM at the ISR (10 km) scale, as irrigation is not applied uniformly within the irrigated perimeter.
Nevertheless, the application of DISPATCHExp to synthetic LR (ISR) SM data allows for assessing
the performance of the downscaling methodology independently of SMAP data and DISPATCHLin
algorithm. We conclude that DISPATCHExp is relatively efficient when the sub-pixel variability is
larger than 0.06 m3/m3.

Next, DISPATCHExp is tested using SMAP data (ISR is still set to 10 km in the sequential
downscaling). Figure 12 represents the comparison between DISPATCHExp and in situ SM and
Table 1 for SMAP single grid reports the associated statistical results. It can be seen that results are not
significantly degraded in terms of R compared to the case when using synthetic LR observation
as input to DISPATCHExp (see Table 1). In fact, the sub-pixel variability of SM is represented
by the Landsat-derived SEE in both real and synthetic cases, which explains similar R results.
However, the DISPATCHLin data derived from SMAP data may involve LR differences in terms of MB
and RSMD at 100 m resolution.
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Figure 11. Graph plotting 100 m resolution disaggregated versus in-situ SM with the LR SM set to
a fraction of the mean in-situ SM.

Figure 12. Same as Figure 11 but with LR SM set to the DISPATCHLin SM obtained from SMAP and
aggregated at 10 km resolution (single grid).
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Table 1. Statistical results in terms of correlation coefficient (R), slope of the linear regression, absolute
mean bias (MB) and root mean square difference (RMSD) between 100 m resolution disaggregated and
in-situ SM for Synthetic, SMAP single grid and SMAP multiple grid LR SM cases separately (ISR is set
to 10 km).

Day of Year
(DOY)

Synthetic SMAP Single Grid SMAP Multiple Grid

R
(-)

Slope
(-)

Absolute MB
(m3/m3)

RMSD
(m3/m3)

R
(-)

Slope
(-)

Absolute MB
(m3/m3)

RMSD
(m3/m3)

R
(-)

Slope
(-)

Absolute MB
(m3/m3)

RMSD
(m3/m3)

6 0.59 0.27 0.069 0.15 0.57 0.24 0.05 0.14 0.54 0.23 0.01 0.14
14 0.90 0.55 0.014 0.049 0.87 0.44 0.03 0.06 0.90 0.47 0.03 0.06
30 0.69 0.59 0.006 0.066 0.72 0.44 0.14 0.15 0.70 0.52 0.12 0.14
38 0.10 0.10 0.03 0.08 0.11 0.07 0.02 0.07 0.12 0.08 0.03 0.07
62 0.22 0.35 0.08 0.13 0.16 0.14 0.002 0.31 0.20 0.21 0.07 0.10
78 0.65 1.04 0.11 0.15 0.49 0.40 0.02 0.08 0.54 0.31 0.12 0.14
All 0.53 0.48 0.052 0.104 0.55 0.34 0.05 0.09 0.57 0.35 0.08 0.10

3.3. Reducing Boxy Artifact

As demonstrated and discussed above, setting an ISR between the SMAP and Landsat resolutions
has many advantages in terms of accuracy and robustness of DISPATCHExp. However, one drawback
with an ISR equal to 10 km, is that the ISR grid may be still apparent in the 100 m resolution
disaggregated image. Such effects are called boxy artifacts [62]. To reduce these boxy artifacts
and to potentially increase the accuracy in 100 m disaggregated SM, a Monte-Carlo sampling method
is proposed as an extra step in the pre and post-processing of input/output data of DISPATCHExp.

The preprocessing steps include: (i) selecting 10 km resolution SM pixels such that an equal
number of HR (Landsat) pixels falls within each ISR pixel (ii) shifting the 10 km ISR pixels with
a distance of 2 km in east-west and north-south directions, so as to generate a set of 25 ISR SM
images, (iii) overlapping each image with HR Landsat optical/thermal data, and (iv) disaggregating
individually each ISR image to 100 m resolution. Therefore, a set of 25 possible disaggregated 100 m
SM images is obtained. The post-processing step consists in combining the 25 disaggregated SM
images. The simple averaging is used to produce a single 100 m disaggregated image.

The multiple-grid procedure illustrated in Figure 6 is applied over our 30 km by 30 km study area
for SMAP data and for each date separately. Figure 13 presents the 100 m resolution SM disaggregated
images by applying the single grid and multiple grid algorithms for each date separately. It can be seen
on DOY 6, 38 and 78 that the boxy artifacts at 10 km resolution present on the image obtained using
the single grid algorithm have completely disappeared in the multiple grids application. Note that
the boxy artifacts are not visible for the other dates due to strips (data gaps) present in the Landsat
7 images. The moving window algorithm also smoothens the disaggregated image at the image
borders. Especially, the errors that generally occur at the corners of the image due to sudden changes
in temperature endmembers and coarse scale SM are reduced. The composited image is of better
quality by reducing the random errors associated with the uncertainty in LR observations and the
disaggregation methodology (involving non-linear relationships between SEE and SM), which make
the disaggregated image more realistic than using the single grid algorithm.

Table 2 reports the standard deviation of 100 m resolution disaggregated SM within each image
for the single and multiple grid algorithms, separately. The standard deviation is systematically lower
when applying multiple grids for all the dates. It means that the multiple grid application significantly
reduces the variabilities attributed to random uncertainties in DISPATCHExp input data. A quantitative
comparison between 100 m disaggregated SM and in situ measurements is also proposed in Table 1
for SMAP multiple grid. By comparing the statistical results from the single grid and multiple
grid (Table 1) algorithm, it can be seen that both the R and slope of the linear regression between
100 m resolution disaggregated and in situ SM are generally increased by applying multiple grids.
Therefore, the proposed moving window method not only provides continuous SM images but also
increases the efficiency of the disaggregation approach at 100 m resolution.

116



Remote Sens. 2019, 11, 1863

Figure 13. 100 m resolution disaggregated SMAP SM images when using an ISR set to 10 km for single
grid (top) and moving average window (bottom) algorithm for each Landsat overpass date separately.

Table 2. Standard deviation of 100 m resolution disaggregated SM within each DISPATCHExp image
for the single grid and multiple grid algorithm.

Day of Year (DOY) Single Grid (m3/m3) Multiple Grid (m3/m3)

6 0.135 0.115
14 0.075 0.069
30 0.075 0.068
38 0.058 0.055
62 0.096 0.092
78 0.094 0.052
All 0.089 0.075

4. Discussion

High spatial resolution soil moisture data are fundamental for hydro-agricultural purposes as
well as for other kind of applications. The DISPATCH method sequentially applied to SMAP data at
1 km resolution (using MODIS) and at 100 m resolution (using Landsat) has potential for providing
such data. However, the performance of the approach may depend on the surface and atmospheric
conditions. In addition, the temporal resolution of 100 m resolution DISPATCH data is currently
limited by (i) the repeat cycle (16 days) of Landsat and (ii) the cloud free conditions required to
use optical/thermal data. This section thus discusses the applicability and expected performance of
DISPATCH in a context wider than our semi-arid irrigated study area.

The disaggregation of coarse scale soil moisture data is still a relatively recent research avenue [24],
and consequently, few studies have compared the performance of existing methods. Sabaghy et al. [23]
undertook the first comprehensive and systematic comparison study of several radar-based and
optical/thermal-based SM downscaling methods. The SM downscaled from SMOS and SMAP
data were evaluated against in situ as well as airborne SM estimates using the AACES data set in
Southeastern Australia. DISPATCH was among the most efficient downscaling methods, especially when
evaluating the spatial representation at 1 km resolution. The results presented in this paper are consistent
with Sabaghy et al. [23] and previous validation exercises of DISPATCH. However, several intrinsic
limitations common to optical/thermal-based downscaling approaches needs to be acknowledged, while
several weaknesses specific to DISPATCH could be addressed in the future.

In this study, the mean RMSD (about 0.10 m3/m3) between disaggregated SMAP and in situ SM
is relatively large and need to be interpreted in terms of bias and precision and to be compared with
the spatio-temporal variability of SM existing within the study area. First, the mean RMSD is mostly
explained by daily biases (mean bias of about 0.08 m3/m3) while the slope of the linear regression
between disaggregated and in-situ SM is systematically and significantly positive. Second, the spatial
variability of SM at 100 m resolution is extreme over the irrigated area with surface conditions ranging
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from bone dry to soil fully saturated. Over the sampled area, the minimum and maximum measured SM
value was 0.03 to 0.45 m3/m3, respectively. In such highly heterogeneous areas, relatively large errors in
SM estimates are thus expected. It is however reminded that the disaggregation error should be smaller
than the actual SM variability, as an indicator of the relevance of such disaggregated SM data [63].

It is reminded that the DISPATCH methodology relies on the relationship between moisture
and the LST. LST is in fact a signature of the surface energy balance, which is highly linked to the
evaporation flux and the associated soil water availability. NDVI data are used in DISPATCH to
partition the LST into its soil and vegetation components, given that the soil temperature is more
directly linked to the top SM while the vegetation temperature is related to the deeper root zone
SM [26]. Therefore, the application of the DISPATCH method over irrigated regions is fully relevant.
In our study area, flood irrigation consists in applying about 60 mm in several (typically 4) hours
so as to flood the entire field. However, the irrigation water rapidly infiltrates into the soil so that
there is little chance that the Landsat satellite actually “sees” any inundated field (although it may
potentially happen), all the more as the typical frequency of flood irrigations is one every 3 weeks.
The flood irrigation technique is still widely applied in Morocco and in many developing countries
where traditional practices persist. Note that the application of DISPATCH over drip irrigated crops
would require thermal data with a high repeat cycle, consistent with the irrigation frequency for the
drop-by-drop technique.

One major limitation of DISPATCH is the availability of optical/thermal data. DISPATCH has
been tested mostly under arid or semi-arid regions where the cloud cover is rather small. In particular,
the cloud cover of the Haouz plain is about 40% from January to May while its overall yearly
percentage is 30% [64]. The 100 m resolution downscaled SM time series is thus expected to be
much less dense over other regions having a larger cloud cover. In addition, as DISPATCH relies on the
LST-moisture relationship, the performance of downscaling depends on the atmospheric evaporative
demand. Therefore, testing its applicability to different climatic conditions will be needed in the future,
notably by identifying moisture-limited and energy-limited regions.

Other limitations specific to DISPATCH includes the non-linear behavior of the SEE(SM)
relationship and the so-called “boxiness” within the downscaled image. From Figures 11 and 12,
relationships between disaggregated and in-situ SM appear to be non-linear on several dates (DOY
6 notably). This is explained by (i) the non-linear behavior of SEE for a range of SM values and
(ii) the linear approximation of DISPATCH around the LR SM (Equation (3). It seems that using
a non-linear SEE(SM) model in Equation (3) is not sufficient to represent the nonlinear SEE(SM)
relationship when the SM variability is extreme. Future studies will address this issue by, for instance,
correcting the SEE(SM) relationship when the sub-pixel SM variability is larger than a given threshold.
Regarding the “boxiness” within the image, it is a relatively small effect compared to the spatial
variability of SM represented by the DISPATCH method. Quantitatively, the RMSD between the SM
produced from single grid and multiple grid applications is 0.019 m3/m3, while the standard deviation
of disaggregated SM within the study area is 0.089 and 0.075 m3/m3 for the single and multiple grid
case, respectively. In fact, as shown in Figure 13 the single grid application (without removing the
boxiness within the image) already provides 100 m resolution SM images with borders between ISR
pixels very consistent from one ISR pixel to another adjacent ISR pixel. Therefore, the stepwise method
proposed in this paper does transfer in a satisfying manner the SM information from the 36 km SMAP
resolution to the targeted 100 m resolution.

5. Conclusions

A stepwise disaggregation approach of SMAP SM is developed at 100 m resolution using
the DISPATCH methodology and Landsat data. SMAP SM is first disaggregated from 36 km to
1 km resolution using MODIS data and DISPATCHLin algorithm. Then the 1 km resolution SM is
aggregated as ISR. Next, the ISR SM is further disaggregated at 100 m resolution using Landsat
data and DISPATCHExp algorithm. In order to take into account the increase of resolution, the new
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DISPATCHExp algorithm brings several innovations compared to the DISPATCH version currently
implemented at CATDS (DISPATCHLin) in two aspects: (i) the SEE is a non-linear function of SM,
and (ii) the SEE(LST) model is improved by better constraining the determination of temperature
endmembers. The approach is evaluated using in situ measurements collected on the dates with
concurrent SMAP, MODIS, and Landsat overpasses.

ISR is varied between 1 km and 30 km with a 1 km step, and sensitivity of the calibration
parameter (SMp) of DISPATCHExp to ISR is analyzed. The retrieved SMp is spatially and temporally
representative for ISR equal or larger than 10 km, while significant spatial variabilities of SMp

(associated with uncertainties in temperature endmembers) and non-linear effects (associated with
the non-linear SEE(SM) relationship) are obtained for ISR lower than 5 km. Optimal results in
terms of RMSD between 100 m resolution and in situ SM are obtained for ISR close to 10 km.
Therefore, the two-step disaggregation is more efficient than the direct disaggregation from SMAP to
100 m resolution. This is due to the trade-off existing between the performance (increasing with the
ISR and its sub-pixel variability) of the contextual-based DISPATCH method and the statistical match
(decreasing with ISR) between ISR remotely sensed and field-scale SM estimates. The correlation
coefficient between 100 m resolution disaggregated and in situ SM ranges between 0.5–0.9 for four
out of the six sampling dates. Better results are obtained on the sampling dates with a larger spatial
variability in SM measurements, and reciprocally, poorer results are obtained when SM is relatively
uniform at the sub-pixel scale.

Finally, a new method is proposed to reduce boxy artifacts at 10 km resolution in 100 m resolution
disaggregated SM images. The multiple grid application perfectly smoothens the composited 100 m
resolution disaggregated SM image and, in addition, quantitatively improves the efficiency of the
downscaling approach by increasing the correlation coefficient and slope of the linear regression
between 100 m resolution disaggregated and in situ SM.

The DISPATCH-based sequential disaggregation scheme has the advantage of being independent
on ground-based measurements, as all input parameters (i.e., temperature endmembers and
SMp) are calibrated using remote sensing data. However, the unavailability of optical/thermal
(MODIS/Landsat) data in cloudy conditions is still a severe limitation for operational applications.
One key avenue for producing SM data sets at high spatial-temporal resolution could be the synergy
with radar-based approaches [18,24]. Recently, Amazirh et al. [49] calibrated the main parameters of
a radar-based SM retrieval method using a thermal-derived SM proxy. In the same vein, the 100 m
resolution DISPATCHExp SM data sets obtained from SMAP data on MODIS/Landsat clear sky days
could represent a cornerstone in the construction of synergies between passive/active microwave and
optical/thermal data.
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Abstract: An in situ soil moisture observation network at pixel scale is constructed in cropland in
the northeast of China for accurate regional soil moisture evaluations of satellite products. The soil
moisture products are based on the Japan Aerospace Exploration Agency (JAXA) algorithm and the
Land Parameter Retrieval Model (LPRM) from the Advanced Microwave Scanning Radiometer 2
(AMSR2), and the products from the FengYun-3B (FY3B) satellite are evaluated using synchronous
in situ data collected by the EC-5 sensors at the surface in a typical cropland in the northeast of
China during the crop-growing season from May to September 2017. The results show that the
JAXA product provides an underestimation with a bias (b) of -0.094 cm3/cm3, and the LPRM soil
moisture product generates an overestimation with a b of 0.156 cm3/cm3. However the LPRM
product shows a better correlation with the in situ data, especially in the early experimental period
when the correlation coefficient is 0.654, which means only the JAXA product in the early stage, with
an unbiased root mean square error (ubRMSE) of 0.049 cm3/cm3 and a b of -0.043 cm3/cm3, reaches
the goal accuracy (±0.05 cm3/cm3). The FY3B has consistently obtained microwave brightness
temperature data, but its soil moisture product data in the study area is seriously missing during
most of the experimental period. However, it recovers in the later period and is closer to the in
situ data than the JAXA and LPRM products. The three products show totally different trends with
vegetation cover, soil temperature, and actual soil moisture itself in different time periods. The LPRM
product is more sensitive and correlated with the in situ data, and is less susceptible to interferences.
The JAXA is numerically closer to the in situ data, but the results are still affected by temperature.
Both will decrease in accuracy as the actual soil moisture increases. The FY3B seems to perform better
at the end of the whole period after data recovery.

Keywords: regional soil moisture; in situ network; AMSR2; FY3B; evaluation; EVI; SST

1. Introduction

Soil moisture is vital to the earth’s water cycle, energy cycle, ecological environment, and
agriculture. It is a critical boundary between the land surface and the atmosphere and a key medium
surface evapotranspiration [1–7]. Satellite microwave remote sensing technology can be used to
monitor surface soil moisture changes in near real time at regional and global scales. Therefore, the
evaluation of the accuracy of onboard soil moisture products is of great significance for the calibration
of products and the future scientific research on the global water cycle.

In recent decades, satellite remote sensing technology has been continuously developed, and
many satellites have been used to monitor various parameters of surface soil. Compared with the
visible light band, microwave remote sensing has long wavelength, strong penetrability, and is not
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affected by cloud layer and weather conditions. It can realize global all-weather monitoring and ground
observation, and is widely used for retrieval of surface soil moisture [8–11] and temperature [12].

In recent years, the L-band is considered to be the most suitable band for soil moisture observation
because of its longer wavelength and deeper penetration depth. The Soil Moisture and Sea Salinity
(SMOS) mission of the European Space Agency (ESA) can achieve the soil moisture observation at
multi-angles [13]. The Soil Moisture Active and Passive (SMAP) mission of the National Aeronautics
and Space Administration (NASA) is equipped with a RADAR (stopped transmitting on 7 July 2015)
and a radiometer, and it could improve the retrieval accuracy and spatial resolution [14]. Compared to
the L-band, the X-band has a much longer temporal sequence of soil moisture observations. The AMSR2
was mounted on the Global Change Observation Mission 1-Water (GCOM-W1) satellite launched on
18 May 2012 and started to acquire observed data on 3 July 2012 [15]. It is the successor to the AMSR-E,
which successfully operated for almost ten years from June 2002 to October 2011 [16]. The FY-3B
satellite, launched on 5 November 2010, is the second satellite of FY3 (Feng Yun 3) series, a member of
China’s second generation of polar-orbiting meteorological satellites. It provides measurements of
terrestrial, oceanic, and atmospheric parameters, including precipitation rate, sea ice concentration,
snow water equivalent, soil moisture, atmospheric cloud water, and water vapor [17]. There was a
gap of about ten months between the AMSR-E ceased and the AMSR2 operated, and the Microwave
Radiation Imager (MWRI) onboard the FY3B had been running successfully during this period.
The AMSR-E, the AMSR2 and the FY3B/MWRI all provide soil moisture products based on X-band.
The difference between equatorial local crossing times (the GCOM-W1 at 1:30 a.m./p.m. and the FY3B
at 1:38 a.m./p.m.) is within 10 minutes. FY3B/MWRI can fill up the window period if the consistency
can be confirmed. Therefore, the evaluation of AMSR2 and FY3B soil moisture products to obtain
continuous data on global soil moisture monitoring by the same type of microwave radiometer is of
great significance for global water cycle monitoring and long-term continuous monitoring of climate
change [18].

In recent years, there have been many studies on the evaluation of soil moisture products.
They use a variety of error analysis methods to compare the performance of various products and
algorithms based on single site or multiple site data at local or global scales [19–24]. However, due to
the complexity of surface soil moisture in the temporal and spatial changes of the surface, experiments
at this stage are still insufficient to confirm the superiority and inferiority of various soil moisture
products. As the environmental factors change, the performance of soil moisture products may reverse
the change results [25].

An in situ soil moisture observation network at pixel scale was constructed in the corn cropland
located in the northeast of China, and the experimental period was from early May to late September
2017 which was the only frost-free period in this typical area. In addition, the surface soil structure
remained naturally stable without artificial damage during this period. The JAXA and the LPRM
soil moisture products from AMSR2 and FY3B/MWRI soil moisture product were evaluated by
the performance metrics [26] using the up-scaled in situ soil moisture collected synchronously by
the EC-5 probes at 2.5 cm depth. All the three products are all based on X-band where Radio
Frequency Interference (RFI) issues are less severe for the X-band soil moisture retrievals than lower
frequencies [27,28]. Vegetation has always been one of the main attenuation factors in microwave
transfer. Compared to the L-band, the X-band is more susceptible to the surface vegetation cover
due to its shorter wavelength [29,30]. The surface temperature also affects the calculation of the
vegetation optical thickness and the soil surface emissivity. In the LPRM algorithm, the temperatures
of vegetation and soil are approximately equal. In the JAXA algorithm, although the multi-frequency
is used to overcome the influence of the surface temperature, the previous research has shown that
soil moisture retrieval results were still affected by temperature [25]. Vegetation has always been
one of the main attenuation factors in microwave transfer. Compared to the L-band, the X-band is
more susceptible to the surface vegetation cover due to its shorter wavelength [29,30]. The microwave
radiation is affected by the temperature. Although the JAXA algorithm hoped to eliminate the effects
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by frequency difference, the brightness temperature value itself is directly affected by the surface soil
temperature (SST). The ranges of products are different, and the field capacity will also vary depending
on the climate, environment, and time change. Therefore, the accuracy of soil moisture products
under different actual soil moisture conditions may change. The performance of all the products was
discussed according to the effect factors including vegetation cover, SST, and actual soil moisture itself
in different time periods.

2. Materials and Methods

2.1. Study Area

As shown Figure 1, the study area is in the north of Changchun City in the northeast of China
where the climate is temperate monsoon climate with four distinct seasons. It is a semi-humid area
with a flat terrain. The land features are simple, and the main type is cropland with scarce water bodies.
The annual sunshine hours are about 2695.2 hours. The average annual precipitation is 520 mm which
is mainly concentrated in July and August in summer. The annual average temperature and annual
accumulated temperature are 4.4 ◦C and 2851 ◦C, respectively. The average daily temperature is below
0 ◦C from November to March. The temperature difference is large between winter and summer over
50 to 60 ◦C, and this region is significantly colder than other regions in the same latitude in winter.
The frost-free period is about 140 to 150 days from May to September which is also the crop-growing
season. The most suitable crop for growing in the region is corn. The study area is a typical and
representative cropland in the northeast of China. The research in this paper is of great significance
due to the distinctive and specific climate characteristics in the northeast of China unlike the other
parts of the world. In this paper, the observation network was established with the SMAP pixel as
spatial reference, so that it could include the coverage of pixels of other microwave products. Then the
scale of the in situ soil moisture was converted using Thiessen Polygons method to match the pixel
size of the target product.

 
(a) (b) 

Figure 1. Study Area. (a) shows the geographical location of the study area in the northeast of China;
(b) shows the distribution of the points from the in situ observation network, the satellite pixels in the
study area. The background is a false-color Landsat 8 image at 25 September 2017 with band 5, 4, 3 as
the RGB.

2.2. Satellite Soil Moisture Products Based on X-Band

Three X-band soil moisture products, the AMSR2/JAXA product, the AMSR2/LPRM product
and the FY3B/MWRI product, were selected in this paper. All the three algorithms use a simple
radiative transfer model, the tau-omega model [10]. To minimize environmental interference, only the
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descending products were used while the geophysical conditions were complicated at day times but
simple at night times [8,9,31,32].

1. The AMSR2/JAXA L3 Soil Moisture Product

The AMSR2/JAXA Level 3 0.25◦ global grid soil moisture product used is acquired at the
GCOM-W1 Data Providing Service (https://gcom-w1.jaxa.jp/auth.html). The JAXA algorithm uses
a forward radiative transfer scheme to calculate brightness temperatures in multiple frequencies
and polarizations according to different vegetation and soil conditions and the surface temperature
is assumed constant at 293 K. The soil moisture is estimated by a lookup table built up based on
the results and the polarization ratio (PI) at 10.65 GHz and index of soil wetness (ISW) at 36.5 and
10.65 GHz horizontal channels [8,33,34].

2. The AMSR2/LPRM L3 Soil Moisture Product

The AMSR2/LPRM Level 3 0.25◦ global grid soil moisture product used is acquired at the Goddard
Earth Sciences Data and Information Services Center (GES DISC) (https://gcmd.gsfc.nasa.gov/).
The LPRM algorithm is developed by the Vrije Universiteit (VU) University Amsterdam and NASA
for multiple frequencies. It uses brightness temperature at 36.5 GHz V channel to estimate land surface
temperature and retrieve the soil moisture vegetation optical depth at the same time by an iteration
using PI [9,35,36]. For consistency with the other two products, only the X-band LPRM product was
used in this paper.

3. The FY3B/MWRI L2 Soil Moisture Product

The FY3B/MWRI L2 EASE-Grid Soil Moisture Product is acquired at the FENGYUN Satellite Data
Center (http://satellite.nsmc.org.cn/). The FY-3B soil moisture retrieval algorithm uses the brightness
temperature at 10.65GHz H/V channels based on a parameterized surface emission model (the Qp
model) [37] for the bare surface and the empirical relationship between the Normalized Difference
Vegetation Index (NDVI) and the vegetation water content to estimate the vegetation optical depth [38]
for the vegetation correction.

2.3. The In Situ Observation Network on Pixel Scale

2.3.1. Selection of Each Point Location in the In Situ Observation Network

The in situ soil moisture observation network using Decagon EC-5 sensors at pixel scale was
constructed to better represent the real surface soil moisture corresponding to the depth of satellite
products. At first, the location of each observation site is a key factor in determining whether the
observation network is a good representation of the whole experimental area. As shown in Figure 2,
a 36 km × 36 km SMAP pixel grid was used as the spatial coverage reference, and the pixel was then
subdivided evenly. According to the spatial heterogeneity factors including soil types and bare soil
thermal inertia related to bare soil moisture, representative sub-pixels were selected to represent the
overall distribution of soil moisture in the whole experimental area, and to minimize the impact of
spatial heterogeneity.
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Figure 2. Location of each point in the in situ observation network and the distribution of soil types in
the experimental area.

2.3.2. The Sensor Tests of the In Situ Soil Moisture

The Decagon EC-5 probe was selected due to its effective soil moisture measurement at shallow
depths as close as possible to satellite data. The measured soil moisture data were hourly collected
from in situ points distributed in the study area. The parameters of all the EC-5 probes had been
previously tested and confirmed through:

• The sensing boundary test
• The consistency test
• The calibration according to actual soil from study area

The sensing boundary of the EC-5 probe was confirmed in the laboratory with dry sand and
water. The experimental apparatus is shown in Figure 3. A plastic cylindrical container with a height
of 30 cm and a diameter of 15 cm is filled with dry sand and placed in a big container filled with water
surrounding the plastic container. The EC-5 probe was inserted into the dry sand completely, and
gradually collected data from the edge to the center of the container. With a movement interval of
0.5 cm, the data were collected for five times at each position, and the time interval between each data
collection was one minute.

The experimental results are shown in Figure 4. During the process of the probe moving from
the distance of 0.5 cm to 2.5 cm, the voltage measurement value becomes significantly smaller as the
distance becomes larger. Between 2.5 cm and 3 cm, the voltage decreases significantly; after 3 cm, the
voltage measurement remains stable. This explains that the probe’s boundary measurement range is
2.5–3 cm around.

Due to the precisions of the EC-5 sensors, there existed subtle differences in measurement precision
and range between the untested probes. To minimize these differences, we performed a consistency test
on all EC-5 sensors with ethanol and dry sand. All the EC-5 soil moisture sensor probes synchronously
collected data in ethanol then dry sand at the same temperature. The data sampling rate was once
every minute, and the total sampling time was 10 to 15 minutes. The measurement results in ethanol
and dry sand are shown in Figure 5a,b. Then the data average of each probe in ethanol and dry sand
were calculated. Based on the theoretical values of ethanol and dry sand, the probe with the average
value closest to the standard value was selected as the standard probe to correct all the other probes.

129



Remote Sens. 2019, 11, 868

The results after correction are shown in Figure 5c,d. The error of the measurement baseline of each
probe was significantly reduced after the consistency test.

 
Figure 3. Inductive boundary test of EC-5 sensor. The plastic cylindrical container with a height of 30
cm and a diameter of 15 cm was filled with dry sand and placed in a bigger container filled with water
to surround the plastic container. Insert the EC-5 probe into the dry sand completely, and gradually
collect data from the edge to the center of the container. d was the distance from the probe to the edge
of the small container.

 
Figure 4. EC-5 sensor probe boundary measurement range experiment, the probe measurement voltage
value changes with the probe distance d from the dry sand container boundary.

  
(a) (b) 

Figure 5. Cont.
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(c) (d) 

Figure 5. Consistency comparison and correction results of EC-5 sensors in ethyl alcohol and dry sand
measurements, and different colored lines represent different sensors. (a) shows the data collected in
ethanol, (b) shows the data collected in dry sand. (c) shows the ethanol data after correction, and (d)
shows the dry sand data after correction.

The consistency-tested EC-5 sensors met the uniform accuracy requirements of measurement, but
the same sensor probe’s response to soil moisture would still vary attributed to different soil types.
To acquire accurate in situ data of soil moisture, we calibrated the sensors according to the actual soil
samples collected in the study area. Subject to the soil components based on the Harmonized World
Soil Database (described in Section 2.4.3), the soil in the study area was divided into sandy loam soil,
clay soil, and sandy silt soil, of which the specific contents are shown in Table 1.

Table 1. Content of each component in different classification of soil samples.

Soil Texture Clay (%) Silt (%) Sand (%)

Sandy Loam Soil 12.41 64.28 23.31
Clay Soil 11.80 57.71 30.48

Sandy Silt Soil 11.81 55.87 32.32

Firstly, various types of soil samples collected in the field need pretreatment, and the soil samples
were dried at 105 ◦C for 48 hours, and the dried soil samples were ground and sieved to remove debris
such as stones. The sieve pore size is not less than the specific soil type particle size. Then, the pretreated
soil was filled into a container (50 cm × 50 cm × 40 cm in volume) and was slowly sprayed with
fresh water about 10% of the weight of the soil. The watered soil was kept being stirred to mix evenly.
After that, the uniformly mixed wet soil was filled into a small container (13 cm × 13 cm × 15 cm in
volume) in a natural state without pressing. The standard EC-5 probe selected in the consistency test
was used for calibration. The probe was vertically inserted into the soil at a position greater than 3 cm
from the container wall and totally collected 5 data with a sampling interval of 60 seconds. Then a soil
sample was taken using a cutting ring (100 cm3 in volume) at its adjacent position and was weighed as
its fresh weight. After that, the remaining soil was put back into the container used for mixing. Then
all the procedures above were repeated until the soil moisture content was saturated. Finally, all the
soil samples collected with cutting ring were dried (105 ◦C, 48 hours) and weighed. We calculated the
volumetric water content of the soil samples, then linearly fit the probe readings corresponding to soil
moisture to obtain the calibration parameters and equations of the EC-5 sensor to the three soil types
in the study area as shown in Figure 6.
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(a) (b) (c) 

Figure 6. The calibration parameters and equations of the EC-5 sensor to the three soil types in the
study area, wherein (a) is clay soil, (b) is sand silt soil, and (c) is sandy loam soil.

The accuracies after calibration for different soil types are 0.021 cm3/cm3, 0.017 cm3/cm3 and 0.017
cm3/cm3, which are better than the standard accuracy (0.02 cm3/cm3) of the EC-5 sensor. The specific
parameters of the EC-5 sensors after testing and calibration are listed in Table 2.

Table 2. Parameters of the EC-5 sensor after testing and calibration.

Sensing Range (cm) 2.5~3
Operating Temperature (◦C) −40~+60

Measurement Range of SM (%) 0~100
Accuracy (cm3/cm3) 0.02

2.3.3. The In Situ SST

The temperature sensors used to measure SST were the DS18B20 soil temperature sensor with a
range of −55 ◦C to +125 ◦C and an accuracy of ± 0.5 ◦C. Similarly, the DS18B20 temperature sensors
were also installed 2.5 cm below soil surface like EC-5 probes. To avoid measurement interference
between them and to ensure that the two measurements represent the same position, the DS18B20
temperature sensor should be installed within 5 to 15 cm from the EC-5 probe.

2.3.4. Placement of Sensors at In Situ Points

All the sensors were laid in the field at the middle of May after all the land in the experimental
area was fully cultivated and were retrieved at the end of September before harvesting. It was also in
the frost-free period at this time, which ensured the measured data valid. The surface soil structure
remained naturally stable without artificial damage. To exclude the influence of other factors, the
sensors were placed under the plain surface of pure soil at 2.5 cm depth that was more than 40 cm
away from the plant seed position. As shown in Figure 7a,b, a section was dug next to the selected
position and measured with a ruler. The sensor probe was horizontally inserted into the soil at 2.5 cm
from the upper soil surface so as not to damage the natural structure of the soil in the vertical direction.
The host was buried aside as shown in Figure 7c. The specific terrain of the agricultural land in the
study area was the alignment arrangement of ditches and ridges. As shown in Figure 7d, two EC-5
sensors were separately placed at the ditch and the ridge of each in situ point to enable the collected
soil moisture data to be more representative. The data were recorded once every hour.
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(a) (b) 

  
(c) (d) 

Figure 7. Installation and arrangement of the soil moisture and temperature sensors at in situ points. (a)
shows the actual installation of the EC-5 probe, (b) describes the specific installation details of the EC-5
probe, (c) shows the situation of host and probes after installation, and (d) shows the position details of
the probes and host. W1 and W2 are the EC-5 probes, and T1 and T2 are the temperature sensors.

2.4. Ancillary Data

2.4.1. Meteorological Data

The global meteorological station’s timed observation data were downloaded at the National
Meteorological Information Center (http://data.cma.cn/data/cdcdetail/dataCode/A.0013.0001.html),
the site data is updated every three hours. With the satellite equatorial crossing time (1:30 A.M.) as the
node, all precipitation in the past 24 hours was accumulated as the daily precipitation data.

2.4.2. The Moderate Resolution Imaging Spectroradiometer (MODIS) Vegetation Index

The NASA vegetation index product, MOD13C1 VIs 16-day 0.05deg data, was used to represent
the surface vegetation cover situation in the study area [39]. According to different calculation formulas,
there are two vegetation indices in this product, the NDVI and the Enhanced Vegetation Index (EVI).
The original 0.05◦ resolution product was resampled to 0.25◦ by taking the average value. As shown in
Figure 8, the trend and amplitude of NDVI and EVI were basically the same, but their change intervals
were different, and the correlation between them was significant in the study area.
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(a) (b) 

Figure 8. The comparison of NDVI and EVI in the study area during the study period. (a) shows the
changes of NDVI and EVI during the study period, and (b) shows a linear relationship between NDVI
and EVI.

The EVI was mainly used for analysis in this paper which exhibited the EVI changing obviously.
The EVI was at a low level at first, then sharply increased, and maintained at a high level. At the end
of the study period, the EVI showed a gradual decline.

2.4.3. The Harmonized World Soil Database

The Harmonized World Soil Database is the result of a collaboration between the FAO with IIASA,
ISRIC-World Soil Information, Institute of Soil Science, Chinese Academy of Sciences (ISSCAS), and
the Joint Research Centre of the European Commission (JRC). It is a 30 arc-second raster database with
over 15,000 different soil mapping units [8]. In this paper, we used it to identify the soil types in the
study area according to its texture and components.

2.5. Methodology

2.5.1. Thiessen Polygons Method for Pixel Scale Matching of the In Situ Data

The pixel size of the passive microwave soil moisture product used in this paper was
25 km × 25 km. To make the point data well represent the actual soil moisture of the whole passive
microwave data pixel, the point data, including surface soil moisture and SST, were all up-scaled
using Thiessen Polygons (TP) method [40,41] and compared with directly averaged value. As shown
in Figure 9, the Thiessen Polygons method divided the entire target pixel area into several polygons
according to the position of each point. Every edge of the polygon is in the middle of two points
and is perpendicular to the connecting line between the two points. The ratio of the polygon to the
total area is the weight of the center point. The sum of all weighted point data is the value of the
entire target pixel. The advantages of the Thiessen Polygons method are the simple operation, smooth
interpolation results, and basically closed contours generated. Its disadvantage is that it is greatly
affected by the known points and only considers the factor of distance. The Thiessen Polygons (TP)
approach as an up-scaled method takes the spatial distribution of in situ points into account, while
direct average treats the proportion of each point equally. The difference between them is small when
the distribution of the points is uniform. However, when some points are gathered together and
they have a significant spatial difference from other locations in the pixel, the direct average will be
overestimated or underestimated because of the high or low data of the gathered points. However, it
could be avoided by the TP approach.
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(a) (b) 

Figure 9. Thiessen Polygons calculated from the spatial distribution of the in situ points of soil moisture
in microwave pixels, where (a) is the AMSR2 pixel with a spatial resolution of 0.25 degrees and a total
of 8 in situ points, and (b) is the FY3B pixel with a spatial resolution of 0.25 degrees and a total of 9 in
situ points.

2.5.2. The Performance Metrics for the Evaluation with In Situ Data

The performance metrics including the root mean square error (RMSE), the unbiased root mean
square error (ubRMSE), the bias (b) and the correlation coefficient (R) were used to evaluate the soil
moisture products [26]. The formulas are expressed as follows:

RMSE =

√
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where E[·] is the expected or linear average operator, SMpro represents the passive microwave remote
sensing soil moisture product estimate, and SMinsitu represents the ascending scale measured soil
moisture. i means the data number.

3. Results

3.1. In situ Soil Moisture Data from the Network

All the in situ soil moisture data, separately for the AMSR2 and FY3B pixels, from the in situ
observation network are shown in Figure 10. The effective period of the data is from a consecutive
period of 141 days from 129th to 269th day of the year (DOY). The numbers shown in the figure
represent different sensors. Since the AMSR2 pixel and the FY3B pixel mostly overlap, some sensor
data were shared by both. The sensors needed replacing the battery and memory card. To ensure the in
situ data were continuously obtained, the data may be collected alternately using different numbered
sensors at the same in situ point. It can be seen that the soil moisture at each experimental point shows
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a highly distinct correlation with precipitation. The soil moisture at each point shows a sharp rise
upon the increase and shows a slow downward trend when decreasing.

 
(a) 

 
(b) 

Figure 10. Measured soil moisture data from the in situ observation network and the cumulative
24-hour precipitation. Among them, (a) is the AMSR2 pixel case, and (b) is the FY3B pixel case.
The numbers shown at the bottom of the figure are the sensors’ numbers.

As shown in Figure 11, the in situ soil moisture data at each point were compared with the
up-scaled results. It reveals that the data point from both AMSR2 and FY3B pixel are evenly distributed
on both sides of the diagonal, and the direct average is very close to the result of Thiesson Polygons
method. That indicates that the in situ points were evenly distributed in the pixel, and the up-scaled
average value could well represent the average soil moisture of the entire pixel. There is not much
difference between the results of the two methods. The results of Thiessen Polygons method were
mainly used as the in situ soil moisture in the later part of this paper. The evaluation results using the
direct average will be displayed in Appendix A. Figure 11g shows the comparison of the up-scaled
results of AMSR2 pixel and FY3B pixel using Thiessen Polygons method, which reflects that the results
are almost the same due to pixels overlapping.

In this experiment, we usually placed more than one sensor in close distance to prevent the
individual sensor from failing, and most of the results of the TP approach and the direct average were
also very close. To some extent, that indicated that the in situ points were evenly distributed and
the spatial variation within the pixel was stable and uniform. However, there were also some large
differences between the results of the TP approach and the direct average because of the big changes
of the gathered points’ data. Because such situations were relatively small, the impacts on the whole
time period were limited, so the statistical results also would not be significantly affected. To eliminate
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the error caused by the artificial distribution of points, the TP results were preferentially used for
calculation. The direct average results were also given as a reference in the attached table.
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Figure 11. The comparison of the in situ point soil moisture data and the up-scaled results in the
study area. (a,d) are respectively the comparison of the in situ soil moisture at each point and the
direct average in the AMSR2 pixel and the FY3B pixel. (b,e) are respectively the comparison of the in
situ soil moisture at each point and the result of Thiessen Polygons method in the AMSR2 pixel and
the FY3B pixel. (c,f) are respectively the comparison of the direct average and the result of Thiessen
Polygons method in the AMSR2 pixel and the FY3B pixel. (g) is the comparison of the results of
Thiessen Polygons method in AMSR2 pixel and FY3B pixel.

The experimental period was 141 days, nearly four and a half months, and the seasons spanned
spring, summer, and autumn when the vegetation cover and temperature changed greatly. Therefore,
according to the objective environmental conditions, mainly seasonal vegetation cover, the whole
experimental period was divided into two stages with the DOY of 169 as the node. The first stage was
the DOY from 129th to 169th day. At this time, the study area was from spring to early summer, and
the surface was mostly from bare soil to low vegetation. The second stage was the DOY from 170th to

137



Remote Sens. 2019, 11, 868

269th day. During that period, the season was summer and ended at early autumn while the EVI was
high and the land surface was densely covered by vegetation.

As shown in Figure 12, the distribution of the in situ soil moisture of the AMSR2 and FY3B pixels
are totally different at different stages. It manifests that the in situ soil moisture is clearly divided into
two parts at different stages. Soil moisture in both stages shows a downward trend with increasing
temperature. It also can be found that there are two parallel lines separately on the upper side of the
data at the first stage and on the bottom side of the data at the second stage, and there is an obvious
space between the two sides. The data on the upper side correspond to the maximum value of soil
moisture at a specific temperature at the first stage, and the data on the bottom side correspond to the
minimum value of soil moisture at a specific temperature at the second stage. The main difference
between the two stages was the EVI. At the first stage, the soil can no longer absorb water after soil
moisture increased to a certain value because of its yield capacity. Given the land surface of bare soil
without vegetation, the yield capacity was controlled by the soil itself and was inversely proportional
to the SST. The excessive rainwater would flow away with surface runoff. At the second stage, it was
summer with abundant sunshine and high temperature, when much dense vegetation was covering
the surface. By virtue of the evapotranspiration, the vegetation roots had a locking effect on soil
moisture, which would greatly increase the yield capacity. Therefore, it maintained the lowest value
of soil moisture change, and the lowest value was also negatively correlated with the SST. This was
mainly resulted from the evapotranspiration of vegetation. The high temperature strengthened the
evapotranspiration, causing a decrease in surface soil moisture in the root zone. When the temperature
was low, sometimes accompanied by precipitation events, the evapotranspiration became weaker,
causing the surface soil moisture to rise.

Figure 12. The relationship between the in situ soil moisture and the SST. Both of the in situ soil
moisture in the AMSR2 and FY3B pixels are shown in the figure at two different stages. There are two
parallel lines separately on the upper side of the data at the first stage and on the bottom side of the
data at the second stage, and there is an obvious space between the two sides.

3.2. Satellite Data Evaluation and Intercomparison

Figure 13 shows the change of the JAXA, LPRM, and FY3B soil moisture products, daily
precipitation, and the EVI with the DOY in the study area. It can be seen that the in situ soil moisture
is sensitive to precipitation events, with which the local peaks of the soil moisture always appear.
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The increasing magnitude of the soil moisture is also consistent with the amount of precipitation at the
first stage. The in situ soil moisture generally shows an upward trend during the whole experimental
period. The EVI remained at a low level at the first stage while it was spring, and the surface was
mostly bare soil. Then the EVI increased slightly from the 161st to the 176th day when the season
was late spring and early summer and the surface was covered with low vegetation, but the EVI still
remains at a low level. After that, the EVI increased sharply in the DOY from 177th to 192th day when
the season was summer, and the vegetation grew densely on the land surface. In the last few periods
of the experimental period, the EVI decreased significantly, but it was still significantly higher than
that at the first stage. The JAXA soil moisture product and LPRM soil moisture product well cover the
experimental period. Among them, JAXA soil moisture products are relatively close to the in situ soil
moisture at the first stage and generally less at later. The LPRM product is consistently higher than
the in situ soil moisture all the period and the changes are severe. The FY3B soil moisture product
are severely deficient in the experimental period, and the data are cut off from the 161th of DOY
and recover from the 256th of DOY. The large amount of missing data of the FY3B product is mainly
concentrated in the period with high EVI, high SST, and high precipitation in summer. Moreover, the
brightness temperature data of FY3B at 10 GHz are intact and very close to the AMSR2 data. Therefore,
it can be judged that the missing of the FY3B product is mainly due to the FY3B soil moisture product
algorithm. The maximum of the FY3B product is 0.5 cm3/cm3. In previous studies, it was common for
the algorithms to be saturated or even overflowed under dense vegetation cover. [42,43].

The precipitation data from the meteorological station is the cumulative amount every 3 hours.
The daily precipitation data in this paper was the accumulated precipitation data from the past 24
hours since the satellite transited. The large amount of precipitation that occurred in 176 days was
mainly concentrated at 3 to 6 o’clock, which was a short-term concentrated precipitation. The satellite
transit time was around 17:30, with a gap of 9.5–12.5 hours. The in situ data showed that most of the in
situ points barely reacted. The meteorological station is about 60km away from the study area, and the
study area covered 36 km×36 km. It may be that the precipitation in the area was not obvious. On the
other hand, the EVI rose sharply and the crop grew rapidly at this time. The surface temperature was
also at the highest value during the experimental period. So, the evaporation and transpiration cannot
be ignored. The moisture might be reduced largely before the satellite transited. Therefore, for all the
analysis above, the high precipitation at 176th day did not lead to an increase in soil moisture.

 
(a) 

Figure 13. Cont.
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Figure 13. The change of soil moisture products with in situ soil moisture, daily precipitation, EVI, and
surface soil temperature. Among them, (a) is about the JAXA soil moisture product, (b) is about the
LPRM soil moisture product, and (c) is about the FY3B soil moisture product.

Figure 14 shows the comparisons among the JAXA product, the LPRM product and the in situ
soil moisture in different periods, and Table 3 lists the results of the performance metrics including
the RMSE, the ubRMSE, the b, and the R. The results using the direct average is displayed in Table A1
in Appendix A. It exhibits that the JAXA product generally shows an underestimation of the soil
moisture with a b of −0.094 cm3/cm3. In contrast, the LPRM product generally demonstrates a large
overestimation of soil moisture with a bias of 0.156 cm3/cm3. The JAXA’s RMSE is 0.150 cm3/cm3

that is smaller than the LPRM’s 0.191 cm3/cm3 but the ubRMSE of them are almost the same during
the whole period. Both the JAXA product and the LPRM product are close to the in situ data at
the first stage. The JAXA points are evenly distributed on both sides of the diagonal while the
in situ soil moisture is low in this period. However, the LRPM product has already provided an
obvious overestimation of soil moisture at this time. At the second stage, the JAXA product displays
a significantly underestimation when the in situ soil moisture overall increases, and there are also
some overestimated data. All the performance metrics of the two products become worse except
for the LPRM’s b. However, the LPRM still keep an overestimation of the soil moisture at a high
level. The JAXA product has the best performance of error with the lowest RMSE and ubRMSE of
0.066 cm3/cm3 and 0.049 cm3/cm3, and the b is −0.043 cm3/cm3 that reaches the goal accuracy of
the product (±0.05 cm3/cm3). However, the LPRM product has the highest correlation coefficient
of 0.654 at this time. The JAXA product range is 0 to 0.6 cm3/cm3, while the LPRM product is 0 to
1 cm3/cm3. It can be seen from the linear prediction of the data in Figure 14 that in the two periods,
the LPRM product generally shows an upward trend with the increase of the in situ soil moisture.
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The slope of the linear prediction is basically consistent with the range ratio of the LPRM product to
the in situ soil moisture. Moreover, the LPRM product has better correlation with in situ soil moisture
than the JAXA product throughout the whole experimental period. Comparing the two products, the
LPRM product are generally higher than the JAXA’s. They show a good linear relationship with the
correlation coefficient of 0.94 at the first stage, and the change of the difference between them becomes
very severe at the second stage.

   
(a) (b) (c) 

Figure 14. Comparisons between the JAXA product, the LPRM product, and the in situ soil moisture
in two stages. (a) is the comparison between the JAXA product and the in situ soil moisture. (b) is the
comparison between the LPRM product and the in situ soil moisture. (c) is the comparison between
the two AMSR2 products.

Table 3. The performance metrics of the JAXA and the LPRM soil moisture products at different study
periods. The best one for each performance metric is in bold.

Period Products RMSE (cm3/cm3) ubRMSE (cm3/cm3) b (cm3/cm3) R

Whole Period
JAXA 0.150 0.117 −0.094 0.259
LPRM 0.191 0.110 0.156 0.542

First Stage JAXA 0.066 0.049 −0.043 0.565
LPRM 0.177 0.063 0.166 0.654

Second Stage JAXA 0.173 0.129 −0.115 0.136
LPRM 0.196 0.124 0.152 0.403

Due to the serious lack, the FY3B soil moisture product cannot be evaluated throughout the
experimental period like the JAXA and the LPRM products. Therefore, the three soil moisture products
were evaluated based on the coverage of the FY3B soil moisture product. The results are shown in
Table 4. The results using the direct average is displayed in Table A2 in Appendix A. It can be seen that
the RMSEs of the three products are almost the same. The results of the FY3B product is the neither
the best nor the worst except for the R. The LPRM still has the best R of 0.516 with a P-value of 0.0117
in the significance level. However, due to only 23 days of data in total, the FY3B product does not have
a good performance during the study period.

Table 4. The comparison of the performance metrics of the three soil moisture products as the period
of the FY3B product. The best one for each performance metric is in bold.

Period Products RMSE (cm3/cm3) ubRMSE (cm3/cm3) b (cm3/cm3) R

as FY3B

FY3B 0.237 0.155 0.179 0.042
JAXA 0.231 0.085 0.215 0.180
LPRM 0.233 0.156 0.174 0.516
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4. Discussion

The winter in the study area is long and cold, and the frost-free period of the year is only about
5 months. Only in this period, the soil moisture is guaranteed to be liquid and free of ice. Therefore,
the local climatic conditions determine the effective monitoring period of soil moisture in this study.
The land types and soil types in the study area are stable, most of which are agricultural land.
The crops are basically corn. Although the crops in this area only can be planted once a year, the
black soil here is fertile and the quality of crops is almost the best in the country. The annual climate
change in the study area is basically stable, and the experimental period is representative. Therefore, it
is of great significance to monitor the climatic conditions in this region and the soil moisture change
during the growing season. The effect of the environment on high-quality crop production can be
analyzed by studying the effects of various ecological climate changes in the study area on crop growth.
The preceding results reveal obvious differences among the three soil moisture products, and the
products also have highly varying performance at different periods. Since the pixels in the study area
were monotonous, we analyzed the factors including vegetation, SST, and even the actual soil moisture
itself that may affect the products.

4.1. The Vegetation Cover Effect

As shown in Figure 15, the EVI, representing the vegetation change is used to be compared with
the differences among the products and the in situ soil moisture. With the EVI increasing, only the
JAXA product underestimates more obviously. The differences grow between the product and the
in situ soil moisture. The differences between the LPRM product and the in situ data almost remain
as the EVI rises, but some soil moisture data are clearly underestimated. In the case of lower EVI,
the differences between the LPRM product and the JAXA product are concentrated at a lower level.
With the increase of the EVI, the vegetation coverage becoming dense, the range of the differences
is expanded. According to Figure 13, the EVI keeps rising until declining to 0.33 at the end of the
experimental period. Compared with the high EVI (0.54~0.65) in the dense vegetation cover in summer,
the EVI has decreased significantly, which is much closer to the spring EVI (0.11~0.19). It manifests
that the differences between the products and the in situ data do not grow smaller as the EVI drops
to 0.33. In particular, the JAXA product is still similar to the situation with the high EVI in summer.
The differences between the three products and the in situ data were analyzed after the recovery of the
FY3B product in the later experimental period. It was found that the performance of FY3B seems to be
better than the JAXA and LPRM products at this time. The differences between the FY3B product and
the in situ soil moisture are completely lower than the JAXA‘s and basically lower than the LPRM’s.
In addition, the P values in the significance level were 0.0341 and 0.0001 respectively.

  
(a) (b) 

Figure 15. Cont.
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(c) (d) 

Figure 15. The effect of the EVI to the soil moisture products. (a) is the difference between the JAXA
product and the in situ soil moisture with the EVI, (b) is the difference between the LPRM product
and the in situ soil moisture with the EVI, (c) is the difference between LPRM product and the JAXA
product with the EVI, and (d) is the difference between the FY3B product and the in situ soil moisture
with the EVI.

4.2. The Effect of the SST

The SST was in situ measurement like soil moisture, and both were consistent in time and space,
which means that the SST is more accurate and reliable. On the other hand, the SST can directly affect
the brightness temperature and emissivity of the surface soil, which will affect the retrieval results of
soil moisture. Therefore, it is meaningful to study the effects of the SST on the results. The performance
of the soil moisture products with the SST is shown in Figure 16. It can be seen that the JAXA product
is very close to the in situ soil moisture at the first stage, and its distribution with SST is also similar to
the in situ soil moisture’s. At the second stage, the JAXA’s distribution becomes dispersed with the
SST increasing. It is different from the in situ soil moisture in Figure 12, and no obvious bevel edge
appears on the lower side. At the same time, the underestimation of the JAXA product with the SST is
not stable, and some data even overestimate the soil moisture. At the second stage, the JAXA product
has larger gap to the in situ data overall. From the linear prediction in Figure 16a, the JAXA increases
with the SST increasing. This offsets the previous underestimation to some extent. Although some of
this is caused by precipitation, the LPRM product that are more sensitive to precipitation events has
not shown an upward trend at this stage. Therefore, we believe that the soil moisture product of JAXA
algorithm is still obviously affected by the SST at this stage. The variation trend of the LPRM product
is relatively consistent during the whole experimental period. At the second stage, its distribution
also has a fuzzy edge similar to Figure 12. However, the range of the LPRM product is different due
to its overall overestimation. In addition, the LPRM product also shows some underestimation as
the SST rises. It all occurs at the SST above 15 ◦C except for one time. The difference between the in
situ data and the products all become more dispersed with the increasing SST at the second stage.
The difference between the JAXA and the LPRM soil moisture products is stable at the first stage, but
it becomes smaller as the SST increases at the second stage. This may be that the JAXA product range
is 0 to 0.6 cm3/cm3, while the LPRM product is 0 to 1 cm3/cm3. When the actual soil moisture rises,
the difference between the two products is enlarged. When there is no rain event accompanied by an
increasing SST, both products become smaller, so that the gap between them is shrunk.
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Figure 16. The effect of the SST to the soil moisture products. (a) shows the JAXA product with the
SST, (b) shows the LPRM product with the SST, (c) shows the difference between the JAXA product
and the in situ soil moisture with the SST, (d) shows the difference between the LPRM product and
the in situ soil moisture with the SST, and (e) shows the difference between the LPRM and the JAXA
products with the SST.
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4.3. The Actual Soil Moisture Change

Both the EVI and the SST have a very significant increase from the first stage to the second stage.
In addition, the performance of the JAXA product and the LPRM product at the first stage is generally
better than that at the second stage. As can be seen from Figure 13, the EVI and the SST decline at the
end of the experimental period, but the errors in the JAXA and the LPRM products are not improved
apparently. On the other hand, although the in situ soil moisture varies locally, it has been increasing
in the overall experimental period.

As shown in Figure 17, the change of the products’ errors and the different between the two
AMSR2 products are compared with the in situ soil moisture. It can show the impact of the actual
surface soil moisture itself on the products’ performance more clearly than Figure 14. It can be seen
that although some data may be close or overestimated, most of the JAXA product more underestimate
the soil moisture as the in situ soil moisture increases. There is a significant bevel edge on the bottom
of the distribution of the difference between the JAXA product and the in situ data, which is related
to the fact that the product value has been maintained at a low level and the product range is 0 to
0.6 cm3/cm3. However, the points of scatterplots of the LPRM product does not have such a clear
edge. Its range of the variability become larger, and so is its error. However, the range of the in situ soil
data is basically below 0.4 cm3/cm3 that is not beyond the product range. As shown in Figure 17b, the
linear predictions of the differences between the LPRM product and the in situ data slightly increase
with the actual soil moisture increasing during the both periods. In addition, two slopes in two periods
are almost the same. One reason is that the difference between the range of the LPRM product and the
field capacity becomes obvious as the actual soil moisture increasing. Previous studies have shown
that the LPRM algorithm is very sensitive to the temporal variability of soil moisture, but its absolute
accuracy is difficult to guarantee [31,32,44,45]. The LPRM product generally overestimates the soil
moisture and is also higher than the JAXA product [24,25]. The reason may be that the soil moisture
range of the LPRM algorithm is 0-1 cm3/cm3, but the field capacity is generally ~0.5 cm3/cm3 [25],
and the LPRM is very sensitive to the temporal variability, so it is more likely to exceed the actual soil
moisture. The LPRM product generally has a good correlation with in situ data without considering
the absolute accuracy [46]. This may also explain that the overestimation bias of the LPRM product is
large, but the correlation is good in this paper. The changes in the two AMSR2 products also lead to an
increase and complexity in the difference between the two soil moisture products as the in situ soil
moisture increases. After that, even though the EVI and the SST both fall to the level close to the first
stage, the performance of the JAXA and the LPRM products are not enhanced. It is worth noting that
as shown in Figure 17d, the FY3B product performs better than the JAXA and the LPRM products in
the case of high soil moisture. Although the amount of the data is limited, the FY3B product seems to
have certain advantages at the end of the experimental range where both the EVI and the SST decrease
but the in situ soil moisture continues to rise.
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(a) (b) 

  
(c) (d) 

Figure 17. The effect of the actual soil moisture to the soil moisture products. (a) shows the difference
between the JAXA product and the in situ soil moisture with the in situ soil moisture, (b) shows the
difference between the LPRM product and the in situ soil moisture with the in situ soil moisture, (c)
shows the difference between the LPRM product and the JAXA product with the in situ soil moisture,
and (d) is the difference between the FY3B product and the in situ soil moisture with the in situ
soil moisture.

5. Conclusions

In this paper, an in situ soil moisture observation network in cropland on pixel scale in the
northeast of China was designed considering the unique climatic characteristics of the regional area
and the detection depth of the satellite sensors. The crop-growing season from May to September 2017,
almost covering the whole frost-free period, was selected as the experimental period. Multiple EC-5
soil moisture sensors were arranged in a typical cropland in the northeast of China as the study area
to obtain data every hour. All the sensors were calibrated according to the soil in the experimental
area, so that the in situ soil moisture was consistent with the satellite products in terms of time, space,
and depth. The results showed that JAXA product underestimated with a b of -0.094 cm3/cm3 and the
LPRM product seriously overestimated the soil moisture with a b of 0.156 cm3/cm3 throughout the
whole experimental period. The FY3B product was severely deficient in the experimental period and
was all absent when the EVI was above 0.5. When it was bare soil or less vegetation cover, the JAXA
product had the best performance of errors with the lowest ubRMSE at 0.049 cm3/cm3 and the b at
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-0.043 cm3/cm3 that reached the goal accuracy of the product (±0.05 cm3/cm3), and the LPRM product
had the best correlation (R = 0.654). When the EVI increased over time, all of them declined. When the
EVI was low, the JAXA product errors were less affected by the SST, but the LPRM product slightly
decreased with the SST increasing. When the EVI was high, the distribution of the JAXA product
errors became more complicated, and some data decreased with the SST increasing, but the LPRM
product did not change significantly at this time. Throughout the experimental period, the ranges and
errors of the JAXA and LPRM products showed an upward trend, and only the in situ soil moisture
showed a similar trend throughout the whole period. Therefore, the JAXA product error was smaller
and the LPRM product correlation was better. At the end, the EVI and SST turned to decrease and
the in situ soil moisture kept increasing. Although the amount of data was limited, the FY3B product
seemed to have a better error performance than the JAXA and LPRM products.
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Appendix A

Table A1. The performance metrics of the JAXA and the LPRM soil moisture products at different
study periods with the in situ data using direct average. The best one for each performance metric is
in bold.

Period Products RMSE (cm3/cm3) ubRMSE (cm3/cm3) b (cm3/cm3) R

Whole Period
JAXA 0.144 0.113 −0.090 0.321
LPRM 0.194 0.109 0.160 0.551

First Stage JAXA 0.061 0.049 −0.037 0.413
LPRM 0.184 0.063 0.173 0.579

Second Stage JAXA 0.167 0.124 −0.112 0.252
LPRM 0.198 0.122 0.155 0.424

Table A2. The comparison of the performance metrics of the three soil moisture products as the period
of the FY3B product with the in situ data using direct average. The best one for each performance
metric is in bold.

Period Products RMSE (cm3/cm3) ubRMSE (cm3/cm3) b (cm3/cm3) R

as FY3B

FY3B 0.236 0.155 0.178 0.018
JAXA 0.228 0.087 0.211 0.144
LPRM 0.232 0.158 0.170 0.500
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Abstract: Surface soil moisture (SSM) plays a critical role in many hydrological, biological and
biogeochemical processes. It is relevant to farmers, scientists, and policymakers for making effective
land management decisions. However, coarse spatial resolution and complex interactions of
microwave radiation with surface roughness and vegetation structure present limitations within
active remote sensing products to directly monitor soil moisture variations with sufficient detail.
This paper discusses a strategy to use vegetation indices (VI) such as greenness, water stress, coverage,
vigor, and growth dynamics, derived from Earth Observation (EO) data for an indirect characterization
of SSM conditions. In this regional-scale study of a wetland environment, correlations between
the coarse Advanced SCATterometer-Soil Water Index (ASCAT-SWI or SWI) product and statistical
measurements of four vegetation indices from higher resolution Sentinel-2 data were analyzed.
The results indicate that the mean value of Fraction of Absorbed Photosynthetically Active Radiation
(FAPAR) correlates most strongly to the SWI and that the wet season vegetation traits show stronger
linear relation to the SWI than during the dry season. The correlation between VIs and SWI was
found to be independent of the underlying dominant vegetation classes which are not derived in
real-time. Therefore, fine-scale vegetation information from optical satellite data convey the spatial
heterogeneity missed by coarse synthetic aperture radar (SAR)-derived SSM products and is linked
to the SSM condition underneath for regionalization purposes.

Keywords: surface soil moisture; regional scale; vegetation traits; multi-sensor approach; wetland;
environmental monitoring

1. Introduction

Detecting surface soil moisture (SSM) is a key challenge in EO and of great interest in
environmental monitoring at all spatial scales [1–5]. Advancements are available for SSM remote
sensing and algorithms with a focus on large-scale (continental/global) applications [1–5]. Regional,
intermediate-to-small-catchment scale soil-moisture monitoring can be performed without or
independently of satellite remote sensing observations using techniques such as low-energy cosmic-ray
neutrons and Proximal Gamma-Ray (PGR) spectroscopy [6,7]. However, it is of increasing importance
for governmental agencies, scientists, and farmers to monitor SSM change in relations with climate and
weather with fine spatial and temporal resolution remote sensing products [1–5], due to the fact that
SSM tightly links to many hydrological, biological and biogeochemical processes at these finer scales.
Thus, the mismatch between the availability and need of fine spatial resolution remote-sensing-based
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SSM presents a clear gap for many environmental monitoring and applications on the one hand, and on
the other hand, it highlights the importance of such information for local adaption efforts to mitigate
the effects of climate change.

Due to its high significance in the Earth system, SSM has always solicited much attention in its
measurement and monitoring using remote sensing techniques. SSM observations are retrieved from
instruments sensing at microwave and optical/thermal infrared wavelength. Some key soil moisture
products include the well-known ESA SMOS (Soil Moisture Ocean Salinity), SMAP (Soil Moisture
Active Passive), and ASCAT-SWI [8–13]. However, most publicly available SSM datasets have coarse
spatial resolutions ranging from 25–50 km [8–13]. A recent breakthrough is the 1 km Sentinel-1/ASCAT
fusion product [13], which is currently available across Europe. Moreover, microwave radiation of
soil water content is sensitive to surface roughness, as induced by a dynamic vegetation structure,
for instance. As surface roughness increases or the vegetation canopy gets higher, the backscatter
from differently polarized signals converges, whilst the noise level is getting higher [14,15]. Thus,
in addition to the scale issue, traditional active remote-sensing-based SSM products cannot easily
account for high variability in the terrain parameters and are affected by such noise when sensing
landscapes with complex land cover and water patterns, for example, in the case of wetland areas.

Many efforts are currently taking place to explore the use of vegetation traits derived from passive
remote sensing products for SSM monitoring. Alexandridis et al. (2016) adopted an integrated approach
to derive evaporative fraction and saturated water content with the thermal infrared data from MODIS,
in combination with ancillary soil and meteorology data, to produce 250m resolution soil moisture map
over sites in Europe [16]. Torres-Rua et al. (2016) combined Normalized Difference Vegetation Index
(NDVI), Leaf Area Index (LAI), energy balance product from Landsat 7, and weather data, and used
Relevance Vector Machine (RVM) to relate these potential predictors to SSM [17]. Pause et al. (2012)
combined L-band brightness temperature observations and hyperspectral vegetation indices to estimate
and improve SSM patterns at the field scale [18]. Qiu et al. (2018) explored the parameterization of SAR
vegetation scattering model for high-resolution SSM retrieval with VIs (NDVI, EVI, LAI) and surface
roughness derived from Moderate Resolution Imaging Spectroradiometer (MODIS) and Landsat
using both the Advanced Integral Equation Model (AIEM) and the Water Cloud Model (WCM) [19].
Klinke et al. (2018) used plant characteristics and temperature as indicators from Sentinel (1, 2) and
Landsat archives to derive a high spatial resolution soil moisture product for wetlands in northeastern
Germany [20]; same potential of coupling Sentinel 1 and 2 for soil moisture downscaling has also been
examined by El Hajj et al. (2017) [21]. Dabrowska-Zielinska et al. (2018) estimated wetland SSM using
Sentinel-1 data and addressed the vegetation effect on Radar backscattering change under different
SSM and NDVI conditions. In her study, she pointed out that vegetation has a different influence on
the backscattering of different polarizations, depending on measurements under dry (soil moisture <
30 vol. %) or moist conditions (soil moisture > 60 vol. %) [22]. Additionally, Samaniego et al. (2010)
highlighted the issue of over parameterization and ineffectiveness in integrating spatial heterogeneity
in multiscale hydrological models and proposed a multiscale parameter regionalization technique
(MPR) to link the dominant process parameter with the finer resolution input data through upscaling
operators such as the harmonic mean [23]. Therefore, the work discussed in this paper is based on these
critical efforts and aims to address the current SSM monitoring challenges with innovative approaches.

This work mainly focuses on obtaining vegetation information from fine spatial resolution optical
EO data and using this information to understand the influence of vegetation on the estimation
of spatially varying SSM. The downscaling efforts allow a closer examination of SSM variations
over the wetland ecosystem. Specifically, the paper addresses the research question of whether the
spatial-temporal heterogeneity in vegetation traits as observed by Sentinel-2 data can be an indicator
for SSM as represented by the ASCAT-SWI product. The results illustrate a link between fine-resolution
vegetation traits and the soil humidity conditions in wetland environments and demonstrate the
potential of using vegetation as sensors for SSM. The work also highlights the commonly used
vegetation indices (VIs) and their usability in uncovering the spatial and seasonal relationships between
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vegetation and SSM on a regional scale. The paper first describes the current progress and gaps in SSM
remote sensing, characterizes the study site selection and experiment workflow, highlights the results,
provides a discussion on the results, ecological relevance, and limitation, and then concludes the study
for future implications.

2. Materials and Methods

2.1. Study Areas

The study area is the Okavango Delta, located in northern Botswana between −18.23 and −18.51
◦S, 21.84 and 23.81 ◦E, shown in Figure 1a. The size of the delta is approximately 16,000 km2,
varying between dry and wet seasons. The climate of the surrounding area is semi-arid; the annual
average precipitation ranges from approximately 400 to 500 mm, and the mean annual temperature
ranges from 15~20 ◦C. The wet season usually begins in December, peaks in January and February,
and finishes by March. Water infiltrates the Okavango Delta through the Okavango River from the
Angolan Plateau in the Northwest. In Figure 1a, the locations of the in-situ water level stations
Mohembo (North) and Guma (South) are marked.

Figure 1. Study area and the regional flow dynamics: (a) Extent of the Okavango Delta and the locations
of the in-situ water stations (yellow); the locations of five experimental sites (red) and the extended
sites (cyan) are indicated; (b) Water level records from 2016-06 to 2018-06 measured at Mohembo (red
line) and Guma (yellow line) stations, and blue vertical lines indicate the dates of Sentinel-2 imagery
and ASCAT-SWI data retrieval.

2.2. Data and Pre-Processing

The Sentinel-2A Level-1C products used in this research were obtained from the United States
Geological Survey (USGS) EarthExplorer [24]. This cloud-free multispectral imagery corresponds to
ten dates (2016-11-22, 2016-12-02, 2017-04-01, 2017-04-11, 2017-04-21, 2017-11-07, 2018-01-06, 2018-04-26,
2018-05-16, 2018-06-05), and they represent the regional dry and wet seasons (Figure 1 b). For each
date, six 100 km × 100 km tiles were retrieved for the study area. The Level 1C Top-of-Atmosphere
(TOA) reflectance data were first resampled to the spatial resolution of Band 2 (Table 1), and then
corrected for atmosphere and cirrus in the Sen2Cor processor (version 2.8.0) distributed by the Sentinel
Toolbox Exploitation Platform (STEP) with its Graph Processing Tool (GPT) [25]. The corrected results
were reformatted to Level 2A Top-of-Canopy (TOC) reflectance data and subset to spatial extents of
the sample sites illustrated in Figure 1a.
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Table 1. Overview of primary and ancillary datasets used in the research.

Data Spatial Resolution Temporal Coverage Source

Sentinel-2A
Level-1C

10 m (Band 2,3,4,8)
20 m (Band 5,6,7,8a,11,12) 11/22/2016~06/05/2018 Earth Explorer

ASCAT-SWI 25 km 11/22/2016~06/05/2018 CGLS
PROBA-Vegetation (PROBA-V)

Land Cover 100 m 2015 CGLS

In-situ Water Level Site-based 06/01/2016~06/01/2018 Okavango Delta Monitoring and Forecasting

The daily ASCAT-SWI data or simply SWI data, along with the quality flag and metadata,
were retrieved from Copernicus Global Land Service (CGLS) as Network Common Data Form
(NetCDF) files for the same dates as Sentinel-2 data [9,10]. The spatial resolution of the SWI product
matches the SSM by ASCAT [9,10,26]. On board the MetOp satellite series, ASCAT is a real aperture
radar instrument, and the scatterometer radar signals can penetrate the surface, thus allowing the
detection the subsurface climate feature such as soil wetness [26–28]. The instrument operates during
day and night, under all weather conditions, hence the rapid global coverage. The processing of the
NetCDF files was done in RStudio.

The in-situ water level records measured at two stations, Mohembo (Latitude: −18.275733,
Longitude: 21.787312) and Guma (Latitude: −18.96266, Longitude: 22.373213), were retrieved from
the Okavango Delta Monitoring & Forecasting service at daily resolution [29]. The missing data
were interpolated with the Kriging method in RStudio. The water level records at both gauges in
Figure 1b show clear seasonality. As previously discussed, the Delta region receives a low amount of
precipitation; thus, the majority of the water supplied to the Delta is largely related to the Okavango
River runoffmeasured at the two inlet stations. Hence, the wet season in the scope of this research is
defined as the time of the year at which high water levels occur at both stations in April through June;
dry season is when the water level is low at both gauges in November through January.

The 100m resolution Dynamic Land Cover map of Africa was also obtained from CGLS. The product
was derived from the PROBA-V time series for the year 2015 over the continental Africa [30]. The discrete
land cover classification and the cover fraction layer for seasonal inland water areas were used in this
study to identify the dominant land cover type of each sample site and to eliminate sites with a large
water extent that would pollute the SWI signals. The dominant land cover type for each site is the
discrete class that has the highest percent coverage at the site.

2.3. SWI Products and Sample Sites

SSM can be directly estimated from ASCAT observations at daily temporal resolution, but profile
soil moisture cannot be directly measured by remote sensing [26]. To gain insight into the moisture
condition beyond the surface soil layer, a relationship between surface and profile soil moisture has to
be established, and Wagner et al. (1999) developed a two-layer water balance model to describe this
relationship as a function of time [26]. The ASCAT-SWI product was developed within this framework
by using the moisture conditions for different characteristic time lengths to represent different depths.
Furthermore, the SSM over the preceding time period, T, was summed and exponentially weighted.
T determines how fast the weight becomes smaller and how strongly the SSM observations taken
in the past influence the current SWI [26]. The selection of T = 10 days was found to be suitable for
estimating the influence of recent SSM measures on the SWI [28]. Since the described model was
designed to be independent of soil texture and does not involve any vegetation information in its
calculation [9,10,26,27], a correlation analysis between the SSM product and the vegetation traits was
appropriate to conduct.

A total of 30 sample sites are selected across the Delta (Figure 1). Each site’s spatial extent
corresponds to a 25km resolution SWI cell and is referenced by the CGLS SWI product cell number [9].
Therefore, five experimental sites were selected in a first step, based on their geographical locations in
the Delta and their land cover types to serve as a proof of concept for the workflow developed. Then,
25 additional sample sites were randomly selected across the Delta and evaluated regarding their
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suitability to be analyzed with the same methods as the experimental sites. Two sites were excluded
manually due to their high cover fraction of inland seasonal water. A total of 28 sites were analyzed
in the study for all ten dates with cloud-free images. This workflow, including data preprocessing,
SWI retrieval, VI calculation, and correlation analysis, cannot be applied to every SWI pixel because
some SWI pixels crossing the Sentinel-2 tiles were cloud-covered or flooded. Therefore, an analysis of
continuous spatial coverage is not feasible.

2.4. Vegetation Indices (VIs) Retrieval

Four VIs, NDVI, NDWI, LAI, and FAPAR, were retrieved for the six tiles from the pre-processed
Sentinel-2 data over the 10 dates (Figure 1b). VIs were batch-calculated with SNAP GPT [25] using
the bands listed in Table 2. NDVI measures the photosynthetic activity of vegetation and describes
the vitality of vegetation on the Earth’s Surface [31–33]. It is included here to correlate with SWI and
analyze whether the vitality and greenness of the vegetation are related to the soil water content.
The algorithm for calculating NDVI is as below:

NDVI = (NIR−RED)/(NIR + RED), (1)

Table 2. Sentinel-2A Level-1C spectral bands and center wavelength used for VI retrieval.

Calculated VIs Spectral Bands Central Wavelength (nm) Band Width (nm)

LAI, FAPAR B3 Green 560 35
NDVI, LAI, FAPAR B4 Red 665 30

LAI, FAPAR B5 Vegetation Red Edge 705 15
LAI, FAPAR B6 Vegetation Red Edge 740 15
LAI, FAPAR B7 Vegetation Red Edge 783 20

NDWI, NDVI B8 NIR 842 115
LAI, FAPAR B8a Vegetation Red Edge 865 20

NDWI, LAI, FAPAR B11 SWIR1 1610 90
LAI, FAPAR B12 SWIR2 2190 180

NDWI is another important index that measures the liquid water content in the canopy that
interacts with the incoming solar radiation [34]. It was included in this study to analyze whether
the water content in vegetation is related to the water content in soil. NDWI generally increases as
the vegetation fractions and the leaf layer increase, while NDWI is generally negative in areas with
naked soil [34]. Gao suggested NDWI contains information independent of NDVI [34]. The equation
followed to calculate NDWI is as follow, and Band 11/ SWIR1 is used (Table 2):

NDWI = (NIR − SWIR) / (NIR + SWIR), (2)

LAI and FAPAR are both calculated with the neural networks built in the Biophysical Processor of
SNAP software [25,35]. LAI is defined as half the developed area of photosynthetically active elements
of the vegetation per unit horizontal ground area. It is used to determine the size of the interface for
energy and mass exchange between canopy and atmosphere [36,37]. FAPAR measures the fraction
of photosynthetically active radiation absorbed by the canopy, and it corresponds to the canopy’s
primary productivity of photosynthesis [37,38]. Both VIs were analyzed to understand the vegetation’s
evapotranspiration and photosynthetic primary production capacity as related to SSM. Based on SNAP
algorithm descriptions, to calculate each input biophysical variable (LAI or FAPAR), the neural network
is trained with a representative set of TOC reflectance and with prior information on the distribution
of the input variables from the training data. After adjusting the synaptic weights and neuron bias
according to a combination of tangent sigmoid and linear transfer functions, the trained neural network
can then be used in operational mode for new calculation. The network takes 11 normalized input
data including 8 Sentinel-2 TOC reflectance wavebands (B3, B4, B5, B6, B7, B8a, B11 and B12) and the
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geometry of acquisitions (cos(θs), cos(θv), and cos(θ∅)) to output targeted biophysical variable (LAI or
FAPAR) for each pixel [35].

2.5. Statistics Retrieval

The mean value, standard deviation (SD), and coefficient of variation (CV) are calculated as
statistical parameters of the VIs over each study site and each date of analysis (Figure 1) to capture the
central tendency and spatial heterogeneity of the VIs. Second-order image entropy and homogeneity
are used to describe the image texture and to reflect vegetation structure.

Mean (μ) of the VIs is calculated using the following formula:

μ =

∑
x

n
, (3)

In (3) x denotes the VI value at each pixel; n indicates the total number of pixels in a given image.
SD (σ) describes the variation of data values in the VIs about the mean using the formula below:

σ =

√∑∣∣∣x− μ∣∣∣2
n

, (4)

In (4), x denotes VI value at each pixel; n indicates the total number of pixels in a given image.
CV is the ratio of SD to mean, and it measures the relative variability in the dataset. It adjusts the

variation for the mean so it allows comparison across data values from different datasets; in comparison
with SD, it highlights the variability in data overshadowed by low SD (5).

CV =
σ
μ

, (5)

In addition to the standard statistics, the second-order image texture, entropy and heterogeneity,
are calculated using the Grey Level Co-occurrence Matrices (GLCM). The image texture of VIs can
capture gradients in vegetation structure that may be overshadowed by the discrete land cover [39,40].
GLCM are a statistical texture analysis method that describe the spatial distribution of the observed
intensity pairs in respect to their relative distances [40]. Entropy and homogeneity are selected among
many statistical measures derivable from GLCM to represent the orderliness and contrast group within
the second-order image texture measures. Entropy mainly measures the disorderedness of the image
pixel and when GLCM has the same values, the entropy is the highest (6). Homogeneity measures the
closeness of the distribution of elements to the GLCM diagonal (7). The mean and SD for entropy and
homogeneity are calculated to summarize the texture analysis for each VI using the “glcm” package in
R. The calculations use N = 32 as the number of grey levels for all directions (0 degrees, 45 degrees,
90 degrees, and 135 degrees), and a 3 × 3 window size. This window size has the advantage of
capturing the heterogeneity of pixel values over a small distance [39,40].

entropy =
N−1∑
i, j=0

−ln
(
Pij
)
Pij , (6)

homogenieity =
N−1∑
i, j=0

Pij

1 + (i− j)2 , (7)

where i is the row number and j is the column number. Pij is the probability value recorded for the cell
i, j; N is the number of rows or columns.

156



Remote Sens. 2020, 12, 551

3. Results

3.1. SWI and VIs Correlation by Season

In terms of the means of most VIs, stronger positive correlations are noted for wet season
observations (Figure 2). Correlations for wet seasons are slightly higher than those for mixed
observations from both seasons but generally, they are not very distinct. However, it is obvious to see
the dry season observations show little positive linear correlation to SWI. In the case of LAI, a slightly
negative correlation can be observed but the correlation is not significant. This indicates that mean
values of four VIs are positively correlated to SWI in the wet season comparing to the dry season,
meaning dry season vegetation conditions vary greatly over these sample sites.

Figure 2. Selected scatterplots showing the distribution of observation by season, and the relationship
between SWI and key VI statistics for the 28 samples sites across the Delta. Only the top-performing
statistics (in terms of r values) are shown here. Blue indicates wet season and red for dry season.
Grey lines display the confidence interval at 0.95. In each panel: (a) Correlating NDVI, NDWI,
and FAPAR mean to SWI; (b) Correlating LAI mean, LAI entropy mean and SD to SWI.

In the SD plots for the four VIs, a moderately positive correlation (> 0.50) is observed for the wet
seasons and weak negative correlation is observed for the dry seasons (Figure 2). This indicates a
difference between the variations of vegetation conditions in different seasons and how the variation
correlates to soil humidity conditions. Moreover, this demonstrates, as expected, that higher variation
in activated vegetation cover during the wet season occurs in association with increased variance in
soil moisture conditions as captured through the ASCAT-SWI. This is also verified by the observation
that the higher the variation in vegetation’s leaf surface area or the area of photosynthetic activity
becomes, the higher the SWI.

CVs depicting relative variability indicate a stronger negative linear correlation, r = −0.4 for NDVI
SD and r = −0.21 for LAI SD. This demonstrates a higher absolute deviation of the individual values
within a cell in a high moisture saturation period, but a higher relative variability in NDVI and LAI in
a lower moisture saturation period. Because NDWI and FAPAR can get 0 or negative values, a CV
calculation for NDWI and FAPAR cannot be performed.
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Texture information (entropy and homogeneity) also contributes to the explanation of the variance
in SWI/VI relations but to a smaller extent (Figure 2, Table 3). The mean and SD values for entropy
(calculated from the GLCM) indicate the level of disorder in the VI distribution, and smooth image
values result in high entropy. The mean entropy of LAI shows a positive linear correlation with SWI
at r = 0.53; the SDs of entropy for LAI are negatively correlated to SWI at r = −0.58. The FAPAR
entropy SD (r = −0.48) for the dry season also shows a moderately negative correlation with the SWI
(r = −0.48). Therefore, moderate-to-weak correlations can be found between soil moisture condition
and the second-order texture measures of variables estimating vegetation’s evapotranspiration and
photosynthetic primary production capacity.

Figure 3. Selected scatterplots showing the distribution of observations by dominant land cover types,
and the relationship between SWI and key VI statistics for the 28 samples sites across the Delta. Only
the top-performing statistics (in terms of r values) are shown here. Green indicates observations with
DBOF as dominant vegetation and yellows are for shrubs. The grey lines display the confidence interval
at 0.95. In each panel: (a) Correlating NDVI, NDWI, and FAPAR mean to SWI; (b) Correlating LAI
mean, LAI entropy mean and SD to SWI.

Table 3. Remaining top performing statistics (in terms of r values) describe the second-order
homogeneity (mean and SD) that are not illustrated in Figures 2 and 3.

VI_Stats Total r
Total

p
Wet

r
Wet

p
Dry

r
Dry

p
DBOF

r
DBOF p

Shrub
r

Shrub p

NDVI_hom_SD −0.39 1.16 × 1011 −0.30 9.39 × 105 −0.35 0.000148 −0.36 1.09 × 107 −0.49 3.97 × 106

LAI_hom_mean −0.50 2.43 × 1019 −0.42 1.57 × 108 −0.17 0.075967 −0.55 5.20 × 1017 −0.38 0.000497
FAPAR_hom_SD −0.38 3.49 × 1011 −0.19 0.015037 −0.35 0.000176 −0.36 2.11 × 107 −0.47 9.49× 106

The observations for the two seasons do not form completely separate clusters. The lower range
of the wet season observations intermingles with part of dry season at mid to low signals. This may be
related to the contribution of other water sources, such as groundwater and precipitation, in vegetation
conditions, but they are not in the scope of the wet/dry season definition in this research.

3.2. SWI and VIs Correlation by Dominant Land Cover Type

Two land cover types, deciduous broad open forest (DBOF) and shrubs, are dominating the sites
based on the CGLS 2015 Africa Land Cover product [30]. Overall, the distribution of observations for
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both classes does not result in separate clusters (Figure 3). This indicates that these two dominant land
cover types behave similarly with respect to soil moisture dynamics.

Mean plots for all four VIs show a strong positive linear correlation with the SWI (r > 0.60).
The shrub-dominant sites indicate a strong correlation with SWI (r > 0.68) in terms of mean NDVI,
NDWI, and FAPAR; DBOF-dominant sites also show a strong correlation. Spatial variance described
by SD and CV are moderate in correlation strength with SWI for NDVI, NDWI, and FAPAR. The SD of
FAPAR shows weak to no correlation with SWI. Second-order entropy in Figure 3 and second-order
homogeneity in Table 3 both show weak-to-no correlation except for LAI, where a moderate correlation
strength can be observed. This indicates a partial significance of second-order image texture measures
in the discussion of vegetation structures relevant indices, such as LAI, over the study area.

4. Discussion

The series of correlation analyses demonstrates the possibility of using VIs to downscale SSM
in the wetland environment. Seasonal differences in using vegetation proxies for soil moisture are
obvious—in the wet season, vegetation information has a strong linkage to soil moisture condition,
while very scattered results are obtained during the dry season. Different reactions of dominant
vegetation types in respect to the soil moisture distributions exist, but they are not drastic in the
Okavango study sites—at sites with shrubs as dominant vegetation, vegetation proxies performed
generally well in estimating soil moisture; at sites with DBOF as dominant vegetation, a moderately
strong correlation could be found as well.

The mean values for all VIs correlate moderately to strongly with SWI. The FAPAR mean is
marginally stronger than the rest. An interpretation is that the vegetation’s evapotranspiration and
photosynthetic primary production capacity is well linked to SSM. LAI and FAPAR are closely linked
biophysical variables that characterize the total canopy and the photosynthetic activity of plants.,
while LAI, only accounting for the amount of foliage in the plant canopy including the understory,
FAPAR, reveals more of the amount of light absorbed by canopy at a given time. Based on the
crop-specific empirical relationship between these two indices analyzed by Kukal and Irmak (2020),
the increasing in the leaf area is accompanied with the linear increase of light absorption by the plant
but the linearity diminishes at a threshold (LAI of 2-4) and this diminishing return denotes that FAPAR
is a more direct proxy of vegetation’s light absorption capacity than the canopy area [41]. Moreover,
the vegetation’s vitality and greenness, conveyed through the NDVI, and NDWI, which measures the
liquid water content in vegetation, both correlate moderately to strongly with SWI.

SD and CV measure first-order spatial variation in the four VIs. They are moderately correlated
with SWI (Figure 2, Figure 3). CVs are generally negatively correlated to SWI while SDs are positively
correlated to SWI. This indicates that spatial variability in the VIs could be meaningful in understanding
VIs’ relations with SWI. The texture information, homogeneity, and entropy, correlated weakly to
moderately to SWI. These second-order texture measures describe properties of the horizontal vegetation
structure through the relationship comparison of directly neighboring pixels. They are mathematically
more complex than the first-order statistics discussed above but can reveal particular patterns. In the
wet season where foliage is abundant, textural information is more distinct since the original signals
are more dynamic. Correlation strength with SWI is, therefore, stronger in comparison to the dry
season. In comparing the four selected VIs, textural information for LAI is consistently more relevant
in its correlation with SWI.

The stratification strategy both by season and by dominant land cover type in the study of the
relationship between VIs and SWI encompasses a temporal and a spatial aspect. The observation dates
were selected firstly to reflect two states of the regional flow dynamics via measured in-situ water levels
and, secondly, to reflect the availability of cloud-free Sentinel-2 images for the target seasons. However,
analyses of the temporal behavior are limited to a comparison of peak season variation by grouping
these dates into dry and wet season data, because an evenly spaced time series could not be constructed.
Regarding the dominant land cover selection, among the 28 sample sites, 20 sites have DBOF as the
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dominant type and eight sites have shrubs. When two competing land cover types appear within one
site, the one with the higher coverage has been defined as the dominant type. The signals observed
in VIs, however, do not purely stem from one uniform type of vegetation. In a fairly heterogeneous
landscape as the Okavango Delta, it is unlikely to find one site with a uniform vegetation type to be
used as a stereotype. Such purity would have revealed a closer correlation between vegetation status
and SWI. Nevertheless, some distinction was possible in defining dominant vegetation.

The results indicated in this study align with the conclusion of Torres-Rua et al. (2016) that
one single vegetation index, such as NDVI, is insufficient to describe the internal variance of SSM
fully; the addition of other vegetation indices (such as LAI) and spatial heterogeneity parameters can
provide an improved spatial estimation of SSM [17]. In this study, different characteristics of each
investigated VI infer that the heterogeneity in the vitality and evapotranspiration of vegetation, and
the photosynthetic primary production capacity over the landscape contribute to the explanation of the
SSM patterns underneath. As Figure 2; Figure 3 indicate, the mean values of vegetation characteristics
perform best among all statistical descriptors of vegetation conditions in correlating the most strongly
with SWI. This result is consistent with Klinke et al.’s (2018) findings [20] and is responsive to
the multiscale parameter regionalization (MPR) technique proposed by Samaniego et al. (2010) to
downscale coarse resolution parameters with finer resolution input data through upscaling operators
like the harmonic mean [23]. Additionally, Klinke et al. (2018) pointed out the long-range and
intra-annual variations in SSM [20], and Dabrowska-Zielinska et al. (2018) analyzed the different
contributions of vegetation in dry and wet moist conditions of soil on backscattering [22]. Both indicate
the seasonal effect in vegetation–soil relations. This idea has been taken up through a dry/wet season
observation stratification in this study, whereas a stronger linear correlation between VI and SWI
can be found for the wet season observations. However, no obvious differences could be found with
respect to dominant vegetation types based on the 2015 PROBA-V Land Cover map of Africa [30].
This may be due to similarities in the reaction of these two dominant savanna vegetation classes.
Moreover, this demonstrates that real-time vegetation information demonstrates a stronger capability
to estimate SSM while non-real-time vegetation information from past land cover map does not
add much information to the estimation of SWI in this study. To further understand how the near
real-time vegetation traits are associated with soil moisture condition, long term time series of VIs
and time-lagged analysis should be used to interpret when the vegetation is stressed after some
accumulation in a plant’s water-limited features over time.

5. Conclusions

The remote sensing analyses in this study make use of the popular remote sensing products,
ASCAT-SWI for SSM and the Sentinel-2 images for VI retrieval. They demonstrate the relationships
between vegetation and soil moisture in a complex wetland environment and the potential of using
vegetation proxies from multispectral data for downscaling and regionalization of soil moisture.
Fine spatial resolution vegetation traits calculated from the Sentinel-2 data convey information about
the internal moisture variation within each coarse SWI pixel and indicate that both the absolute VI
values and the individual spatial variation in the vegetation structure relate to soil moisture conditions
at the time of VI retrieval. The stratification techniques, by seasons and by dominant land cover
type, also shed light on how the soil-vegetation relations change under the influence of regional flow
dynamics and dominant vegetation patterns. Finally, it can be inferred that the time when vegetation
flourishes are clearly reflected through high values in VI signals and are associated with stronger
correlations with soil humidity; low VIs, on the other hand, indicating low vegetation vitality, have a
very limited correlation with SWI. In sites with different dominant vegetation, correlations strength
does not differ much, but vegetation structures could make an influential distinction. The latter
needs further analysis. Future scientific efforts are needed to understand vegetation signals’ delayed
response to changes in soil moisture; this is hindered in this research by a limited number of cloud-free
Sentinel-2 data. Long-term and high temporal resolution time series of vegetation traits, however,
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will have great potential in uncovering the relation between coarse-scale soil moisture and fine-scale
vegetation. Therefore, the research exhibits elements in line with state-of-the-art soil monitoring in
remote sensing and informs that vegetation data should be implemented in soil moisture retrieval
algorithms to improve the estimation of spatially varying soil moisture. Further space missions
collecting hyperspectral data and terrestrial vegetation’s chlorophyll fluorescence data from the
FLuorescence EXplorer (FLEX) can also be integrated into this line of studies to provide more detailed
information on the linkage of vegetation traits and soil water availability.
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Abstract: This paper aims to retrieve the temporal dynamics of soil moisture from 2015 to 2019
over an agricultural site in Southeast Australia using the Soil Moisture Active Passive (SMAP)
brightness temperature. To meet this objective, two machine learning approaches, Random Forest
(RF), Support Vector Machine (SVM), as well as a statistical Ordinary Least Squares (OLS) model were
established, with the auxiliary data including the 16-day composite MODIS NDVI (MOD13Q1) and
Surface Temperature (ST). The entire data were divided into two parts corresponding to ascending
(6:00 p.m. local time) and descending (6:00 a.m. local time) orbits of SMAP overpasses. Thus, the three
models were trained using the descending data acquired during the five years (2015 to 2019),
and validated using the ascending product of the same period. Consequently, three different
temporal variations of the soil moisture were obtained based on the three models. To evaluate
their accuracies, the retrieved soil moisture was compared against the SMAP level-2 soil moisture
product, as well as to in-situ ground station data. The comparative results show that the soil
moisture obtained using the OLS, RF and SVM algorithms are highly correlated to the SMAP level-2
product, with high coefficients of determination (R2

OLS = 0.981, R2
SVM = 0.943, R2

RF = 0.983) and
low RMSE (RMSEOLS = 0.016 cm3/cm3, RMSESVM = 0.047 cm3/cm3, RMSERF = 0.016 cm3/cm3).
Meanwhile, the estimated soil moistures agree with in-situ station data across different years
(R2

OLS = 0.376~0.85, R2
SVM = 0.376~0.814, R2

RF = 0.39~0.854; RMSEOLS = 0.049~0.105 cm3/cm3,
RMSESVM = 0.073~0.1 cm3/cm3, RMSERF = 0.047~0.102 cm3/cm3), but an overestimation issue is
observed for high vegetation conditions. The RF algorithm outperformed the SVM and OLS, in terms
of the agreement with the ground measurements. This study suggests an alternative soil moisture
retrieval scheme, in complementary to the SMAP baseline algorithm, for a fast soil moisture retrieval.

Keywords: soil moisture; SMAP; random forest; support vector machine; ordinary least
square regression

1. Introduction

Soil moisture (SM) influences water, energy and biogeochemical cycles [1], and is a key parameter
in meteorological, hydrological, ecological and agricultural systems [2–6]. Traditionally, the soil
moisture is measured over fields at some measuring points or ground stations. Although the accuracy
of the measured values is high, the point-based soil moisture data cannot reflect the soil moisture
spatial patterns at a large scale, due to the limited number of measurements. In addition, the point
measurements of SM are time-consuming, labor-intensive and affected by extreme weather [7,8].
With the advantages of timely and objective observations, remote sensing technology was widely used
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to monitor surface information such as land use, land surface temperature and vegetation cover [9–12].
In comparison with optical remote sensing, microwave has the penetrating ability, allowing to observe
the soil surface under moderate vegetation cover for all-weather and day/night conditions. Thus, it has
become an effective method to estimate soil moisture [13–16].

Microwave remote sensing consists of active and passive options, and both can perform the tasks
of soil moisture retrievals: (i) passive sensors measure the surface emissivity with high temporal
resolution but at coarse spatial resolution; (ii) active sensor measures the backscattering power at high
spatial resolution but it is limited by low temporal resolution, except the measurements provided by
radar constellations such as the Sentinel-1 and Radarsat constellation missions [17,18]. Considering
their individual advantages and limitations, the authors in [19–21] focused on synergistic studies
between active-passive microwave observations for soil moisture estimation. For instance, Bai, et al. [22]
used the synergy of Soil Moisture Active and Passive (SMAP) radar and radiometer observations at the
same spatial scale into a discrete radiative transfer model, Tor Vergata (TVG) model, to gain insights
into microwave scattering and emissions mechanisms over grasslands. The SMAP satellite launched
in January 2015 consists of L-band (1.26 GHz) radar with resolution of 3 km and radiometer (1.41 GHz)
with resolution of 36 km. Unfortunately, the radar sensor stopped working in July 2015. Since then,
the SMAP passive radiometer operates alone, providing only passive brightness temperature at a
coarse resolution [23,24]. SMAP mission provides a set of soil moisture products at different spatial
scales through inversion of physical radiative transfer models [25]. The zeroth-order solution of the
radiative transfer equation, known as τ-ω model was used to account for the vegetation effect on the
brightness temperature [26,27]. In addition to brightness temperature, a number of ancillary data
concerning the vegetation and soil characteristics such as effective soil temperature and vegetation
water content were also required as inputs to generate the soil moisture products [28]. The Single
Channel Algorithm (SCA) based on brightness temperature at V-polarization was considered as a
baseline algorithm, and the Dual Channel Algorithm (DCA) was also proposed to achieve better
retrieval performance. Compared to the SMAP SCA and DCA algorithms which used the NDVI
climatology to account for vegetation contribution in the brightness temperature, Ebtehaj and Bras [29]
proposed a multi-channel retrieval algorithm that considers the soil types and vegetation density as
a priori information to constrain the temporal changes of vegetation characteristics. This algorithm
allows soil moisture retrieval at higher spatial resolution than the original radiometer data.

With the developments of artificial intelligence in recent decades, machine learning methods
such as Artificial Neutral Network (ANN), Support Vector Machine (SVM) and Random Forest (RF)
provide new ideas to retrieve soil moisture from satellite data [30,31]. Compared to traditional physical
models [25,32], machine learning methods avoid complex physical relationships, although they lack the
interpretability of the retrieval results due to their black-box nature. In the machine learning methods,
the estimators are trained using one portion of the total data to optimize the nonlinear relationships
between satellite observations and soil moisture, followed by the validation process performed using
the other portion of the data.

To retrieve the soil moisture, Lu, et al. [33] used a recurrent autoregressive neural network
algorithm with AMSR2 (Advanced Microwave Scanning Radiometer) and SMOS (Soil Moisture and
Ocean Salinity) data, daily NDVI, Land Surface Temperature, precipitation and DEM as trained
datasets. When compared with in-situ soil moisture measurements, the retrieved results show a
higher correlation coefficient (R) and lower Root Mean Square Error (RMSE) than other satellite soil
moisture products such as AMSR-E. Yao, et al. [34] used a back-propagation neural network (BPNN)
method to derive global long-term soil moisture series from AMSR-E/AMSR2 brightness temperature.
The retrieved results agree well with SMOS soil moisture products as well as the ground station
measurements. This indicates that the BPNN method can capture the surface soil moisture in terms
of absolute values and temporal variations. Qu, et al. [35] applied the RF model to AMSR-E/AMSR2
brightness temperature and auxiliary data such as latitude, longitude, DEM, Day of Year (DOY) and
land classification data, in order to estimate soil moisture from 2010 to 2015 in the Qinghai-Tibet plateau.
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During the unfrozen seasons, the retrieved soil moisture correlated well (R = 0.75, RMSE = 0.06 m3/m3)
with the in-situ soil moisture networks. In addition, the performance of the trained RF estimator
was evaluated against the SMAP Single Channel Algorithm at V polarization (SCA-V), indicating a
high reliability of the RF model. Kolassa, et al. [36] developed an ANN-based retrieval algorithm to
estimate global surface soil moisture from SMAP brightness temperatures. Compared with ground
validation data, the ANN retrievals have a significantly higher performance than the NASA Goddard
Earth Observing System Model version 5 (GEOS-5) land modeling system. However, the accuracy of
the ANN derived soil moisture is less than that of the SMAP Level-2 product, probably due to the
inappropriate target soil moisture during the ANN training process. Senyurek, et al. [37] adopted a
machine learning framework for the soil moisture retrieval using NASA’s Cyclone GNSS observations.
Three widely-used machine learning approaches, namely ANN, RF, and SVM were tested and validated.
The results reveal that the machine learning algorithms particularly the RF can be applied in soil
moisture monitoring over the agricultural areas. Furthermore, to obtain finer resolution soil moisture
information, Park, et al. [38] used MODIS products to downscale the 25 km AMSR2 soil moisture
products to 1km via statistical ordinary least squares and RF methods.

Previous studies on soil moisture retrievals were usually based on a single method such as
physical models, empirical statistical models or machine learning approaches. However, each method
has distinct advantages and limitations: physical models follow complex physical laws and have
high universality, but involve many physical parameters which increase the complexity; empirical
statistical model is based on fitting a large set of data, but with poor applicability; machine learning
approaches have high retrieval accuracy, but need a large number of training samples. Therefore, it is
thus necessary to compare their performances under different soil and vegetation conditions [31,39].
In addition, the data assimilation methods were also considered for soil moisture estimation [40],
but they require many variables such as atmospheric parameters (e.g., temperature, humidity),
soil parameters (e.g., temperature, texture, albedo), precipitation, wind speed, elevation and land
surface process models [40,41]. Thus, the number of input parameters for data assimilation approaches
was larger than the statistical or machine learning approaches. Within this context, the motivation
of the current paper is to identify an alternative statistical or machine learning based soil moisture
retrieval algorithm that is capable to provide soil moisture information when the SMAP physical
algorithms fail due to the strict constraints in surface roughness and vegetation conditions. It provides
the potential to fill the data gaps when the SMAP soil moisture products are not available. To realize
this objective, our study proposes to retrieve the soil moisture from SMAP brightness temperature
using two representative machine learning methods, SVM [42] and RF [43], as well as an Ordinary
Least Square (OLS) algorithm. These three algorithms were selected, because they were widely used in
the geophysical parameter retrievals from remote sensing data, and can provide reasonable retrieval
accuracies [37,38]. Then, the retrieved soil moisture from the three methods was compared to the
SMAP L2 soil moisture product obtained using physical radiative transfer models, and validated
against the ground measured soil moisture.

2. Study Area and Datasets

2.1. Study Area

The study site is located in the western plains of the Murrumbidgee catchment near the town of
Yanco, Australia. The Yanco hydrological monitoring network data available over this site will be used
to validate our soil moisture retrieval algorithms. The Yanco network contains 37 soil moisture stations
distributed over a 60 × 60 km area. The soil texture was mainly composed of 11% clay, 83% sand and
6% silt. However, as shown in Figure 1, we selected only 15 stations that are distributed within a single
SMAP pixel of 36 × 36 km. This study site belongs to a semi-arid agricultural and grazing area, and is
dominated by annual crops including rice, corn, soybeans, wheat, barley, oats, and canola [39].
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Figure 1. Study area and Yanco soil moisture ground stations.

2.2. Datasets

2.2.1. SMAP Data

The SMAP mission provides L-band microwave brightness temperature data and a series of
application products. For instance, the SMAP Level-1C (L1C) data are the calibrated, geo-located
and time-ordered brightness temperatures. The SMAP L2 products (version 6) include the global soil
moisture and soil surface temperature at a spatial resolution of 36 km. These products were acquired
from the National Snow and Ice Data Center (http://nsidc.org/data/smap/smap-data.html).

In Figure 2a,b, the SMAP L1C brightness temperature (descending orbits) at horizontal
polarization TBH and vertical polarization TBV show seasonal and annual dynamics from 2015
to 2019. According to τ-ω model, the brightness temperature over vegetated soil was impacted by three
emission processes: (i) vegetation direct upwelling emission; (ii) vegetation down-welling emission
reflected by underlying soils and then attenuated by vegetation itself; (iii) soil emission attenuated by
vegetation. Hence, the variation of brightness temperature is highly related to changes in vegetation
and soil moisture.

However, compared to the radiative transfer model algorithms used to provide the SMAP soil
moisture products, this study contributes to alternative machine learning algorithms to retrieve the
soil moisture from the brightness temperature, surface temperature and vegetation feature such as the
remotely sensed NDVI.
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Figure 2. Temporal variations of (a) Soil Moisture Active Passive (SMAP) brightness temperature TBH;
(b) TBV; (c) in situ surface temperature; (d) in situ soil moisture and; (e) MODIS NDVI composite.

2.2.2. In-Situ Soil Moisture and Surface Temperature

In-situ soil moisture, surface temperature and precipitation data were obtained from OzNet
hydrological monitoring network (www.oznet.org.au) [44]. This network provides long time series of
ground measurements at 20 min intervals from 2001 to the present, including the soil moisture at 0~5,
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0~30, 30~60, and 60~80 cm depths, the surface temperature at 2.5 and 15 cm depths, and the precipitation
measured using a rain gauge with a precision of 0.2 mm. Over each station, the soil moisture was
measured using vertically installed 30 cm Campbell Scientific water content reflectometers, followed
by a verification using the Time Domain Reflectometer (TDR) [44]. The accuracy of soil moisture
in-situ measurement is about 0.03 m3/m3 across the stations. Given the penetration depth of the L-band
microwave, this study used the in-situ soil moisture and surface temperature measurements at the top
soil layer (0~5 cm and 0~2.5 cm, respectively) for the model evaluation and validation.

The SMAP satellite applied sun-synchronous high-inclination orbit, overpassing the test site
at 6 a.m. and 6 p.m. for descending and ascending acquisitions, respectively. In order to match
the SMAP acquisitions, the in-situ soil moisture and surface temperature data collected 3 h before
and after the SMAP satellite overpasses were selected. However, the in-situ data are based on point
measurements, reflecting the soil attribute for that point. Due to the spatial heterogeneity and scaling
effects, it is still challenging to match the point-based in-situ measurements to the large-scale satellite
product [45]. In this study, to lessen the spatial scale mismatch between the in-situ measurements and
SMAP pixels, the average value of all the ground stations located within the selected pixel is calculated
to represent the soil moisture for that pixel [46,47]. Furthermore, the current study used the in-situ soil
temperature, since we assumed it was closer to the effective temperature adopted by the radiative
transfer models. However, in case that the ground measured temperature is not available, other land
surface temperature products simulated using land surface models such as the GLDAS Noah Model
or the products retrieved from satellite data such as the MODIS can be considered to implement the
proposed three algorithms.

Figure 2c,d shows the evolution of daily surface temperature and soil moisture from 2015 to 2019,
respectively. The surface temperature shows significant annual and seasonal variation with the highest
austral temperature in February and the lowest in August for each year. The study area belongs
to a semi-arid agricultural and grazing area, where the increased temperature in austral summer
(from December to the next year February) results in high evaporation, leading to decreasing soil
moisture. Consequently, the soil moisture is lower from December to February for each year.

2.2.3. MODIS NDVI Composite

The MODIS-Terra MOD13Q1 is a level-3 grid data in a Sinusoidal projection mode at a 250 m
spatial resolution and a 16-day temporal resolution. The NDVI products were generated by selecting
the best available pixels from all the acquisitions during the 16-day period [48]. This paper employed
the 16-day composite NDVI products to characterize the vegetation dynamics from 2015 to 2019.
The MODIS data were re-projected to WGS84 using the MODIS Re-Projection Tool (MRT). To account
for the difference in the spatial resolution between the SMAP and MODIS sensors, the MODIS NDVI
data were aggregated into the SMAP pixel to represent the overall vegetation characteristics. Figure 2e
shows the temporal variation of the aggregated NDVI for the studied pixel (Figure 1). As the study
area is covered by agricultural crops, the NDVI behaviors are more induced by the phenological
rhythms of the crop growths. In agreement with He, et al. [49], the NDVI reached the highest value
in August of each year, revealing flourishing crop growth stages which include the flowering and
anthesis. In contrast, the NDVI decreases for the ripe and the harvest periods.

3. Methodology

We developed a scheme to retrieve soil moisture from three different algorithms including Support
Vector Machine (SVM), Random Forest (RF) and Ordinary Least Squares (OLS), as shown in Figure 3.
Indeed, our study was motivated by the previous researches on the reconstruction of soil moisture
time series. For instance, Qu, et al. [35] rebuilt a time series of soil moisture by applying the RF
algorithm into the AMSR-E and AMSR2 brightness temperature. In the training process of the RF
algorithm, the SMAP soil moisture was considered as the target output. In Yao, et al. [34], a global
long time series of soil moisture was developed using a backpropagation artificial neural network.
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They considered AMSR-E and AMSR2 brightness temperature as input variables, while the SMOS
Level 3 soil moisture product as the target output. Following the above work, the current paper is
to establish an alternative soil moisture retrieval algorithm when the SMAP physical algorithms fail
due the roughness and vegetation conditions. In the retrieval models, the input features included
SMAP brightness temperature (TBH, TBV), in situ Surface Temperature (ST) and MODIS NDVI product,
and the output feature is the soil moisture from SMAP L2 product. By fitting the training data to the
three proposed models, linear or non-linear relationships were developed between the selected input
features and the SMAP soil moisture. After completing the training process, the established models
were used to estimate the soil moisture from the testing data. Finally, the performances of the different
models were compared against the ground station measurements and SMAP L2 product.

Figure 3. Diagram of soil moisture retrieval method.

3.1. Input Feature Selection Strategy

SMAP mission used the radiative transfer model τ-ω to retrieve the soil moisture from the
brightness temperatures along with other ancillary data such as surface roughness, soil temperature,
land cover and vegetation parameters. Thus, vegetation covers and to a lesser extent surface roughness
are two key variables affecting the SMAP soil moisture retrieval algorithms. Previous studies show that
the brightness temperature has a strong correlation with surface roughness, and also that the vegetation
cover imposes a significant impact on surface emissivity [50]. For this reason, to select the ancillary input
variables for our retrieval models which are based on the SMAP observations, the surface roughness is
considered, at first. However, as our study is limited within a single SMAP pixel, the surface roughness
is considered relatively stable during the multi-temporal radiometer observations. In addition, TB is
less sensitive to surface roughness at coarse than high spatial resolution [51]. Consequently, the surface
roughness acts like a constant in the proposed retrieval algorithms so that it isn’t necessary to be
included in the input features. As the brightness temperature is a product between soil effective
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temperature and land surface microwave emissivity, the surface temperature is chosen as an input
variable [25].

As for the vegetation characteristics, the vegetation water content (VWC) is usually used in the
radiative transfer models. However, it is labor-consuming to directly measure the VWC. Previous
studies reveal that NDVI can be transformed into VWC through empirical equations for different
vegetation types [52,53]. As our study is based on the machine learning approaches, we assumed that
the potential empirical relationships can be learned in the training process. Thus, we used the NDVI
instead of VWC. As a vegetation descriptor, NDVI has the following advantages: (1) Over a large area
such as the SMAP pixel, the NDVI is sensitive to abrupt accidents which changed external environment
such as drought, flood and human activities. (2) It is associated with the overall vegetation coverage of
the study area. (3) For long time series, the NDVI displays seasonal and inter-annual variations [54,55].
To develop the machine learning based soil moisture retrieval algorithms, daily NDVI was required.
As the vegetation growth is a gradual process, the temporal NDVI data possesses significant seasonal
patterns with respect to the vegetation phenology. Consequently, considering the temporal periodicity
and stability of MODIS NDVI [56,57], a linear interpolation was applied to these 16-day composite
products to provide daily NDVI, which can be consistent with the SMAP overpass. To derive the NDVI
for a given day corresponding to the SMAP acquisition, two NDVI products before and after that day
were used to realize the linear interpolation.

3.2. Model Development and Retrieval

With the selected observables, this study develops three retrieval models (OLS, SVM and RF)
applied to the time series of SMAP data and MODIS products. In order to increase the dataset and to
retrieve the soil moisture during the entire period 2015–2019, the training and validation processes
make use of the descending and ascending SMAP measurements, respectively [58]. For soil moisture
retrievals, some studies have shown the better quality of SMAP descending product at 6 a.m. than
that of the ascending at 6 p.m. owing to more uniform soil/vegetation temperature and lower Faraday
rotation in the morning [59,60]. Nevertheless, although the heterogeneity in soil and vegetation
characteristics for the ascending orbit at 6 p.m. is complex, it was reported that the retrieved soil
moisture products from ascending orbit are only slightly worse than those from the descending
orbit [61,62]. In the current study, the five years SMAP descending product and the auxiliary data for
the same period are selected as the training set, and the ascending data as the testing set to retrieve the
2015–2019 temporal soil moisture profile from the three algorithms. The retrieved soil moisture was
then validated against the ground measurements. In addition, the SMAP L2 products that were used
in training the algorithms, were also analyzed with respect to the in-situ measurements to identify the
potential factors influencing the retrieval accuracy.

A. OLS Model

As a linear regression model, OLS aims to estimate the optimal coefficients for different observables
to predict the soil moisture by minimizing the sum of squared errors [63]. The linearity between the
four selected input variables (TBH, TBV, ST, NDVI) and the soil moisture was evaluated to determine
the formula. For instance, Figure 4a shows the relationship between the SMAP brightness temperature
and the soil moisture, indicating a high negative correlation (R = −0.97, p < 0.001). On the other hand,
in Figure 4b, the surface temperature presents a moderate positive relationship (R = 0.72, p < 0.001)
with the SMAP brightness temperature. These findings are in accordance with the formulation of
linear regression for estimating soil moisture from NDVI, ST and other auxiliary data in Park, et al. [38].
Furthermore, the studies in [64,65] also reported that NDVI and ST are strongly correlated with soil
moisture and can be used to retrieve soil moisture.
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(a) (b) 

Figure 4. Relationship of brightness temperature with (a) soil moisture (b) land surface temperature.

Thus, a linear formulation for predicting soil moisture is assumed as:

mv = b + a1NDVI + a2ST + a3TBH + a4TBV (1)

where a1, a2, a3, a4 are the regression coefficients, and b represents an intercept. When the determined
coefficient is positive, it means that the input variable positively influences the soil moisture values.
Otherwise, the input variable negatively impacts the soil moisture values.

B. SVM Model

The non-parametric kernel-based SVM model is one of the most popular machine learning
algorithms, and has been used in linear or nonlinear classification, regression and prediction [66].
The basic principle of SVM is to find optimal separating hyperplanes that divide training samples into
different classes. Meanwhile, the SVM used kernel functions to transform data into a higher-dimensional
space where the data can be separated via a hyperplane with maximum width. The accuracy of SVM
depends on the selection of kernel functions, and the distance between the hyperplanes and training
samples. Our study will evaluate the linear, polynomial and radial kernel functions used in the SVM
algorithm to retrieve the soil moisture from the SMAP brightness temperature.

C. RF Model

The ensemble-learning RF algorithm has been widely applied in classification [67,68] and
regression [43,69,70]. The RF consists of numerous decision trees, where each tree is built using a
random subset of independent variables. Each tree casts a unit vote for the most popular class to
classify the input vector [71]. Compared with other machine learning methods, RF has the advantages
of high sensitivity, high precision and fast training speed. It reduced the issue of overfitting, and is
especially suitable for processing high-dimensional data. In addition, RF model provides the relative
importance of each variable, by measuring the increased mean square error (MSE) when that variable
is changed [72]. The increased MSE represents the effect of a variable change on the prediction accuracy
of the RF model: the larger the MSE value, the more important the corresponding input variable [38].
Thus, this algorithm is helpful for determining the important remote sensing variables for the soil
moisture retrievals.
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3.3. Statistic Metrics for Validation

To evaluate the accuracy of the developed soil moisture retrieval models, four statistical metrics
including the correlation coefficient (R), root mean square error (RMSE), mean absolute percentage
error (MAPE) and bias between the retrieved and measured soil moisture were computed [73]:

R =

∑
(xi − x)(yi − y)√∑
(xi − x)2∑(yi − y)2

(2)

RMSE =

√∑
(xi − yi)

2

N
(3)

MAPE =
1
N

∑∣∣∣∣∣xi − yi

yi

∣∣∣∣∣·100% (4)

bias =
1
N

∑
(xi − yi) (5)

where xi, yi represents the retrieved and referenced soil moisture for validation; x and y indicate their
mean values, and N is the number of matching data for comparison.

4. Results and Discussion

This section discusses the training and testing retrieval results obtained from the proposed OLS,
SVM and RF algorithms applied to the SMAP brightness temperature, MODIS NDVI data, and in situ
soil temperature. The retrieved soil moisture was compared to SMAP L2 products, and validated using
ground measurements.

4.1. Training Results

A. OLS Model

After fitting the OLS model to the training dataset, the optimal coefficients were determined by
considering the minimum sum of errors. The resulting formula to retrieve soil moisture from 2015 to
2019 is given as:

mv = b + a1NDVI + a2ST + a3TBH + a4TBV (6)

In accordance with Equation (6), the fitted positive coefficients for NDVI and ST indicate a
positive relationship with the soil moisture, while the negative coefficients for TBH and TBV reveal
a negative relationship, as expected. The R and RMSE of the formulation is 0.99 and 0.018 cm3/cm3

(p-value < 0.0001) respectively.

B. SVM Model

The SVM model uses different kernel functions for classification and regression. Table 1 compares
the performances of the linear, polynomial and radial based functions in the SVM model. The linear
kernel function achieves the best results with the highest correlation coefficient (0.93) and the lowest
RMSE (0.047 cm3/cm3), and the corresponding cost value and gamma value are 1 and 0.25, respectively.

Table 1. Performances of different kernel functions in the Support Vector Machine (SVM) algorithm.

Kernel Function Linear Polynomial Radial Basis

R2 0.93 0.88 0.45
RMSE 0.047 0.047 0.11
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C. RF Model

Once the training process is completed, the RF estimator with the importance rank of different
input observables is obtained. Figure 5 shows the importance order of the four input variables in
the RF algorithm. It indicates that the TBH and TBV play the most significant role in retrieving soil
moisture, but the auxiliary NDVI and ST also have significant contributions.

Figure 5. Relative importance of input variables for soil moisture retrieval using Random Forest
(RF) algorithm.

4.2. Validation of Testing Results

The quality of the three retrieval algorithms is quantitatively evaluated by comparing the testing
soil moisture results with the SMAP L2 soil moisture product and with the ground measurements from
April 2015 to December 2019. The metrics used are R, RMSE, MAPE and bias values.

4.2.1. Comparison with SMAP L2 Product

Figure 6 shows linear regressions between the retrieved soil moisture from the three proposed
algorithms and the SMAP L2 product. The red and black lines indicate the best-fitted curve and the
nonbiased 1:1 line, respectively.

  
(a) (b) 

Figure 6. Cont.
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(c) 

Figure 6. Comparison of the retrieved soil moisture using (a) Ordinary Least Squares (OLS) (b) SVM
and (c) RF algorithms with the SMAP L2 soil moisture product.

A. OLS Model

As can be seen in Figure 6a, the retrieved soil moisture from OLS model presents strong
correlation (R2 = 0.981) and low RMSE (0.016 cm3/cm3) with the SMAP L2 soil moisture product.
Thus, the developed empirical OLS formula seems promising to briefly describe the physical
relationships between soil moisture and the four input observables. However, for the small study area
corresponding to only one SMAP pixel (Figure 1), land use and vegetation cover types are relatively
single and not fully representative. Consequently, the obtained simple linearly mathematical formula
may only be applicable to the environments with similar soil and vegetation characteristics as our
study site.

B. SVM Model

In Figure 6b, the SVM retrieved soil moisture was related to the SMAP L2 product with a
high correlation of R2 = 0.932 and RMSE of 0.047 cm3/cm3. However, an overestimation occurs
for soil moisture less than 0.3 cm3/cm3; beyond this threshold value, the retrieved soil moisture is
underestimated compared to SMAP L2 data. Consequently, the obtained MAPE (34.48%) and bias
(0.075 cm3/cm3) using the SVM algorithm are higher than the other two approaches. The performances
of the SVM is therefore the worst among the three proposed algorithms in this study.

C. RF Model

Similarly, Figure 6c shows the comparison between the RF retrieved soil moisture and SMAP
L2 product, indicating a correlation of R2 = 0.983 and a RMSE of 0.016 cm3/cm3. The RF model is
likely suitable to retrieve the soil moisture from the SMAP brightness temperature in an efficient and
simple way. This is because RF comprises numerous decision trees and adopts the average values of
multiple decision trees, so that the overfitting of single linear regression is relieved. This algorithm
seems powerful in the practically near-real-time retrieval of soil moisture from the SMAP instantaneous
observations [35].

4.2.2. Comparison with In-Situ Measurements

To further quantify the performances of the proposed three soil moisture retrieval algorithms,
we compare the retrieved soil moisture to the in-situ data measured from the Yanco ground stations.
For each algorithm, Figure 7 shows the temporal variation of the retrieved soil moisture with respect to
the in-situ measurements and daily precipitation from April 2015 to November 2019. The statistical
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metrics between the retrieved and measured soil moisture are presented in Figure 8. In addition,
the SMAP L2 product was also analyzed in terms of the in-situ measurements to identify the potential
factors influencing its retrieval accuracy.

(a) 

(b) 

(c) 

Figure 7. Temporal variation (from April 2015 to November in 2019) of the retrieved soil moisture
using (a) OLS (b) SVM (c) RF along with the in-situ soil moisture and precipitation.

(a) 

(b) 

Figure 8. Annual evaluation of the retrieved soil moisture and SMAP L2 product using in-situ
measurements from 2015 to 2019: (a) correlation R values; (b) RMSE values.
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A. Performances of the Three Proposed Algorithms

In Figure 7, the retrieved soil moisture using the three developed models and the SMAP L2
SM product capture the temporal dynamic of in-situ measurements. However, the SVM algorithm
(Figure 7a) overestimated the soil moisture during the entire period from 2015 to 2019. In contrast,
for the RF (Figure 7b) and OLS (Figure 7c) derived soil moisture, an overestimation is mainly observed
for specific times of the year. For example, from June to August of every year, the significant
overestimation in the RF and OLS algorithms may be due to the high vegetation conditions as discussed
in the next section. Furthermore, the retrieved soil moisture is related to the precipitation. The peak of
soil moisture followed a significant rainfall amount but with a certain temporal lag.

Generally, the retrieved soil moisture correlates well with in-situ measurements, with encouraging
metrics which are however weaker for 2018 (Figure 8). The validation against the in-situ data shows
different temporal patterns. In 2015, the RF retrieved soil moisture presents the highest R = 0.917
and the lowest RMSE = 0.065 cm3/cm3. In 2016, the SMAP L2 product outperforms the soil moisture
retrievals from the proposed three algorithms. In 2017, RF retrieval obtains again the highest R = 0.828,
while in 2018 OLS and RF retrieved soil moisture perform better than SVM as well as the SMAP L2
product. In 2019, SVM retrieved soil moisture provides the highest R, but with the highest RMSE,
and RF results keep the lowest RMSE.

For the entire period from 2015 to 2019, Table 2 summarizes the correlation coefficient, RMSE and
Bias between the in-situ soil moisture measurements and the retrieved soil moisture using the three
algorithms. The SMAP L2 soil moisture product was also included in the comparison with ground
measurements. Compared to the SVM, the RF and OLS obtained retrieved soil moisture with a high
resemblance to the SMAP L2 product.

Table 2. Comparison of model performances during the whole study period from 2015 to 2019.

OLS SVM RF SMAP

R 0.886 0.874 0.889 0.879
RMSE (cm3/cm3) 0.074 0.088 0.072 0.074
Bias (cm3/cm3) 0.04 0.074 0.044 0.042

B. Annual Performances of SMAP L2 Product

Figure 9 presents the temporal variation of the SMAP L2 soil moisture along with the NDVI
variation from 2015 to 2019. For each year, during the period of high NDVI values, the SMAP algorithm
overestimates the soil moisture. In 2015 (Figure 9a) and 2016 (Figure 9b), when the NDVI values
were above 0.5 during the vegetation rapid growth season, a series of abnormal retrieved results
appeared. In contrast, for the year 2017 (Figure 9a), the changes in NDVI are less pronounced and
only a few NDVI values were greater than 0.5. Consequently, the issue of significant overestimation
is not presented. In 2018, the NDVI fluctuated slightly with lower values than the past three years
(2015~2017). Indeed, the drought of that year directly affected the normal growth of vegetation,
resulting thus to low NDVI values. Meanwhile, the correlation (R = 0.6) between SMAP L2 product
and in-situ soil moisture is the lowest compared with other years, due to the less variability in soil
moisture as a result of the drought. In 2019, the drought ended, the NDVI value returned to normal;
the performance of SMAP product also reached the former level (correlation coefficient R restored
around 0.8). The study of Ma, et al. [74] has demonstrated the SMAP products perform well under
moderate or dense vegetation conditions, whereas in the areas with sparse vegetation conditions,
the SMAP products present relatively poor skills with lower time-series correlations. Our results are
consistent with former research.
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(a) 

(b) 

(c) 

(d) 

(e) 

Figure 9. Temporal variation of SMAP L2 soil moisture along with in-situ measurements and NDVI in
(a) 2015 (b) 2016 (c) 2017(d) 2018 (e) 2019.
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4.3. Discussion

In this study, we explored the added values of the combination of passive microwave and optical
observations to retrieve soil moisture over the vegetated area. Soil moisture is not only related to these
four variables, but it is also relevant to other variables such as elevation, soil texture, precipitation and
land cover [16,75]. This study selects the most important physical variables similar to those used in
the physical models, and obtains comparable results. Compared to the traditional physical models,
the machine learning based retrieval algorithms avoid the complex formulation, and enhance the soil
moisture retrieval efficiency.

Once completed, the validation process against ground measured data pointed out that the
developed algorithms could provide soil moisture retrieval with consistent temporal behaviors.
In recent research, Ma, et al. [74] assess several satellite soil moisture products including SMAP, SMOS,
AMSR2 and ESA CCI, using global ground-based observations from dense and sparse networks.
The results show that SMAP product has the capacity of capturing temporal trends of ground soil
moisture. In our study, the soil moisture was retrieved using alternative machine learning algorithms
instead of the radiative transfer models used in SMAP algorithms. The proposed machine learning
algorithms provided retrieval results that are well correlated with the SMAP L2 product. Therefore,
when the SMAP L2 soil moisture product is not available due to the limitation of the physical algorithms,
the proposed machine learning approaches such as RF can cover the temporal gap using only the
brightness temperature, surface temperature and NDVI as observables.

The validation of the results indicates that the retrieved soil moisture matched the temporal
variation of SMAP soil moisture product, with a considerable overestimation that occurs around June to
August due to the dense vegetation during this period. Indeed, when the NDVI reaches a certain high
value, the flourished vegetation weakens the microwave penetration as well as the emitted signals from
the soil layer, which in turn negatively impacts the accuracy of the soil moisture retrieval. On another
hand, the empirical formula in Equation (6) indicated that vegetation had a positive correlation with
soil moisture, and thus high NDVI value may be related to high soil moisture, justifying the observed
overestimation. In further SMAP algorithm refinement, the issues of the overestimation caused by
high NDVI are supposed to be taken into consideration [74].

For the SVM algorithm, we compared three kernel functions, and the linear one obtained the
highest retrieval accuracy. From our knowledge, this is due to the high linearity between the SMAP
brightness temperature and the soil moisture (Figure 4). In contrast, the radial basis function is more
suitable for nonlinear and high dimensional relationships, and produced thus degraded performance
than the linear kernel function. Furthermore, to train a reliable SVM estimator, a larger number of
training data is required. However, in the current study, the number of samples is not sufficient. As for
the RF model, the performance depends on the number and structure of decision trees. In the current
study, the best performance was obtained with about 100 trees. Compared to SVM, the RF algorithm
requires less number of training data [43], resulting thus a better performance than the SVM, given the
limited number of the available training samples. Compared with the two machine-learning algorithms
(SVM, RF), the empirical OLS model reflects the physical relationships between input observables and
soil moisture, and provide a simple way to retrieve soil moisture. Surprisingly, the OLS obtained better
performance than the SVM, which may also attribute to the significant linear relationship between TB
and soil moisture. However, the regression coefficients need to be adjusted for any use with a different
dataset or over different regions. Indeed, the machine learning methods can be also categorized as
empirical statistical models, although they show limitations in analyzing the retrieval mechanisms
due to the encapsulation in the black-box learning process. In the current study, the RF algorithm
provides an overall better result than the SVM model which is impacted by a significant overestimation.
This is because the RF algorithm involves the average of the estimates from multiple decision trees [35],
which may decrease the variation in the predictions.

Furthermore, for a given area, the SMAP L2 soil moisture products are not always available for
training the algorithms. In this case, two solutions were suggested. First, if the SMAP L2 products were
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missing only for a short period, we can train the algorithms using the SMAP data beyond that missing
time. Furthermore, the gap-filling algorithms [76] can be also considered to reconstruct the missing
pixels in the SMAP baseline products, before training the proposed algorithms. Second, in the extreme
condition that the SMAP L2 products were not available for almost all the observation time, we may
consider other similar soil moisture products such as the European Space Agency (ESA) Climate
Change Initiative (CCI) as the target output in the training process. According to Ma, et al. [74], the ESA
CCI soil moisture is an appropriate complementarity to the SMAP L2 products across different climate
conditions. However, additional bias may be introduced due to the uncertainty in the alternative soil
moisture products, and the different configurations among diverse sensors.

5. Conclusions

This study proposed multiple models including Ordinary Least Squares, Random Forest and
Support Vector Model to retrieve the temporal dynamics of soil moisture from SMAP brightness
temperature, surface temperature and auxiliary MODIS data. The brightness temperature (TBH, TBV),
NDVI and surface temperature were considered as input observables, while the SMAP L2 soil moisture
product was considered as the output target variable. The linear or nonlinear relationships between the
input and output features were obtained via the training process using a portion of the dataset. Then the
obtained estimators were used to estimate the soil moisture from SMAP brightness temperature with
the auxiliary vegetation feature provided by the NDVI of MODIS.

To evaluate the accuracy of the proposed three algorithms, we compared the retrieved soil
moisture with the SMAP L2 product, based on the second portion of the dataset. The results indicate
that the retrieved soil moisture agrees well with SMAP L2 soil moisture products. Both the RF and
OLS retrieval results obtained high correlation coefficients (R2

OLS = 0.981, R2
RF = 0.983) and low

RMSE (RMSEOLS = 0.016 m3/m3, RMSERF = 0.016 m3/m3) with the SMAP L2 product. In contrast,
the overall performance of the SVM was relatively weak.

The retrieved soil moisture was also compared to in-situ measurements. Good agreement is
observed between the temporal profiles of the retrieved and in-situ soil moisture; an overestimation
was also found for high vegetation conditions. Through a comprehensive comparison of the
three methods, RF and OLS algorithms outperformed the SVM for soil moisture retrieval from
the SMAP observations. However, the proposed algorithms were only evaluated over a limited
area. In the perspective, the potential applications of the proposed algorithms along with the deep
learning approaches [77,78] will also be investigated for soil moisture retrievals over other areas with
diverse roughness and vegetation conditions, particularly at regional and global scales. Furthermore,
other vegetation parameters such as LAI, vegetation water content and different kinds of vegetation
index will be exploited to characterize the vegetation influence on soil moisture retrievals from
brightness temperature.
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Abstract: Monitoring soil moisture and its association with rainfall variability is important to
comprehend the hydrological processes and to set proper agricultural water use management to
maximize crop growth and productivity. In this study, the European Space Agency’s Climate Change
Initiative (ESA CCI) soil moisture product was applied to assess the dynamics of residual soil moisture
in autumn (September to November) and its response to the long-term variability of rainfall in
the Upper Blue Nile Basin (UBNB) of Ethiopia from 1992 to 2017. The basin was found to have
autumn soil moisture (ASM) ranging from 0.09–0.38 m3/m3, with an average of 0.26 m3/m3. The ASM
time series resulted in the coefficient of variation (CV) ranging from 2.8%–28% and classified as
low-to-medium variability. In general, the monotonic trend analysis for ASM revealed that the
UBNB had experienced a wetting trend for the past 26 years (1992–2017) at a rate of 0.00024 m3/m3

per year. A significant wetting trend ranging from 0.001 to 0.006 m3/m3 per year for the autumn
season was found. This trend was mainly showed across the northwest region of the basin and covers
about 18% of the total basin area. The spatial patterns and variability of rainfall and ASM were
also found to be similar, which implies the strong relationship between rainfall and soil moisture in
autumn. The spring and autumn season rainfall explained a considerable portion of ASM in the basin.
The analyses also signified that the rainfall amount and distribution impacted by the topography
and land cover classes of the basin showed a significant influence on the characteristics of the ASM.
Further, the result verified that the behavior of ASM could be controlled by the loss of soil moisture
through evapotranspiration and the gain from rainfall, although changes in rainfall were found to be
the primary driver of ASM variability over the UBNB.

Keywords: ESA CCI; residual soil moisture; evapotranspiration; trend; rainfall variability; CHIRPS

1. Introduction

Soil moisture is an essential parameter to understand various processes in agriculture, hydrology,
and climate [1]. In agriculture, the spatio-temporal distribution of soil moisture determines the success
of crop production because the growth and productivity of crops highly depends on the sufficient
amount and timing of available moisture. Notably, in developing countries such as Ethiopia, where the
livelihood and economy of the country are highly dependent on rainfed agriculture [2–4], water is a
distinctly scarce and valuable resource. The Upper Blue Nile Basin (UBNB) in Ethiopia receives an
adequate amount of annual rainfall (> 2000 mm), the majority of the rainfall occurs during the summer
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growing season [5,6]. Agriculture in the UBNB is dominated by smallholder farmers, who are unable
to produce enough amount of food by a single harvest during the main rainy season to sustain their
livelihoods [7,8]. However, following the harvest of main season cropping in the UBNB, a certain
amount of soil water, as residual soil moisture, is left in the soil that can last up to several months [9,10].
Residual soil moisture in this study was defined as the amount of water left in the soil following the
physiological maturity or harvesting of main season cropping. Given the low irrigation facilities [11–13]
and meager crop production during the main season [3,14], additional cropping in the off-season using
residual soil moisture could be an alternative option to increase food and feed production in the basin.

The extent of residual soil moisture available varies temporally with hydroclimate conditions,
and spatially depending on biophysical factors such as topography and soil properties of the
basin [15,16]. Different works of literature signify that the dynamics of soil moisture mainly instigates
from local rainfall [17,18]. Some other scholars argued that the spatio-temporal dynamics of soil moisture
depends on the temporal variability of both rainfall and evapotranspiration [19,20]. For example,
Cheng et al. [21] revealed that the amount of soil moisture available to crops mainly depends on
rainfall, and the spatial distribution of the soil moisture trend looks like that of rainfall. Similarly,
Robinson et al. [22] and He et al. [23] indicated that the spatio-temporal dynamics of soil moisture is
affected by rainfall variability to a more significant extent. Again, the result obtained by Jia et al. [24]
suggested that compared to other climatic variables rainfall is the primary factor responsible for the
trends and variability of soil moisture. Indeed, rainfall from different season has various impact on the
amount and spatio-temporal distribution of soil moisture over various seasons [25]. Yang et al. [25]
reported that both the current (i.e., spring rainfall) and previous rainfall (i.e., rainfall in summer,
autumn, and winter remaining in the soil by its own “memory”) influenced the variability of spring
soil moisture with a difference in magnitude. As a result, knowledge of soil moisture and its link with
rainfall is fundamental to better understand and predict the hydrological process of the basin.

On the other hand, due to a lack of continuously measured soil moisture datasets the soil moisture
conditions and its association with rainfall variability poorly understood in the UBN B. Soil moisture
information is not available or not being measured regularly like other climate variables such as
rainfall and temperature in the basin. Such a study indeed requires a large-scale soil moisture dataset,
although obtaining soil moisture observation at this scale is often a challenge [26]. In this connection,
it is hard to find studies that characterize the spatial-temporal dynamics of soil moisture and its
linkage with local hydro-climate conditions in Ethiopia. However, in other places a great effort was
undertaken to understand soil moisture dynamics [27–29] and its relationship with other climate
variables (e.g., rainfall, temperature, evapotranspiration, and solar radiation) [19,30,31] at a range
of field to a global scale, although many of the previous studies depend on point-based in-situ
measurements, which are commonly inadequate to perform soil moisture monitoring on larger
scales [21].

In recent years, a broad range of regional and global soil moisture products with reasonable
temporal and spatial resolution from different sources, such as land surface modeling [32],
remote sensing [33], and data assimilation techniques [34,35] are now available. The dependability of
model-based products is controlled by the feature of meteorological forcing data [36,37]. Consequently,
recent studies of soil moisture and its concurred response to climate variation over higher spatial and
temporal scales are largely based on remote sensing [38,39] and data assimilations techniques [21,40].
The latest version of the soil moisture product released by the European Space Agency’s Climate
Change Initiative (ESA CCI), which merged active and passive microwave observations, provides
relatively consistent and reliable soil moisture information worldwide over the period of 1978 to
2018 [38,41,42]. The performance of ESA CCI has been extensively validated in different regions
against in-situ network observations. Dorigo et al. [43] provided comprehensive reviews of these
studies. Particularly, McNally et al. [44] evaluated ESA CCI soil moisture over East Africa (including
Ethiopia) comparing with the Normalized Difference Vegetation Index (NDVI) and modeled soil
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moisture products. The validation of the dataset has been proven to be useful in a large number of
applications such as long-term soil moisture trend analysis [24,45,46] and drought monitoring [47].

Although earlier studies conducted on the variability of soil moisture provided pertinent
information, the long-term trend and variability of soil moisture in the off-season were not adequately
addressed. It is also unclear to what extent rainfall variability can control soil moisture dynamics in
the off-season. Thus, investigating the dynamics of soil moisture in the off-season and its response
to the long-term variability of rainfall is crucial to set proper agricultural water use management in
terms of maximizing crop growth and productivity [27,48]. The main objective of this study is to
leverage the readily available ESA CCI soil moisture product in order to investigate the dynamics of
autumn (September to November) soil moisture and its linked response to the long-term variability of
rainfall over the UBNB in Ethiopia. The change in evapotranspiration (ET) might considerably affect
soil moisture characteristics; therefore, it is also essential to understand how the mutual effects of ET
and rainfall may bring about changes in autumn soil moisture over the UBNB. This study answers
the following three questions: What is the characteristic of the autumn soil moisture inter-annual
variability and trend over the UBNB from 1992 to 2017? What is the response of autumn soil moisture
to the long-term effects of seasonal and annual rainfall? How does soil water loss via ET and gain
through rainfall at a seasonal and annual scale determine the availability of autumn soil moisture in
the UBNB?

Our paper is organized into five sections. Section 2 presents the materials and methods used in
proposed study. Section 3 describes the results of the study. Major findings of the study are discussed
in Section 4. Finally, Section 5 addressed the main conclusions.

2. Materials and Methods

2.1. Descriptions of the Study Area

The Upper Blue Nile Basin (UBNB) is located in the northwestern part of Ethiopia (Figure 1) and
contributes the major share of the Nile River’s annual water flow [5,49]. The basin is described by
rugged topography with elevation ranging from 490 to 4239 m a.s.l. (Figure 1). The annual climate of
the basin can be divided into two (i.e., rainy and dry) seasons. The rainy season can be split into a
short rainy season from February to May and a main rainy season from June to September. The dry
season occurs between October and January. The mean annual temperature in the study site is about
20.4 ◦C. The basin receives an annual rainfall up to 2200 mm, which mostly occurs during the wet
season (June to September) and is known locally as “Kiremt” [50]. However, the basin is known by
considerable spatial and temporal variations in rainfall [5,51], which makes the hydrological process of
the basin very complex. Despite a range of land-use systems occurring, the livelihoods of the majority
of the populations in the basin are greatly reliant on rainfed agriculture.

2.2. Datasets

2.2.1. ESA CCI Microwave Soil Moisture

The ESA CCI soil moisture product is provided by the European Space Agency. The ESA CCI
dataset is a merged multi-satellite microwave soil moisture product which combines observation from
active and passive sensing microwave sensing systems [38,41]. To combine these products, the datasets
were first rescaled using the Global Land Data Assimilation System (GLDAS) data as a standard
reference, which has a spatial resolution of 0.25◦ at a daily basis and represents soil moisture layers
up to 10 cm [52]. The ESA CCI soil moisture dataset provides surface soil moisture information in a
volumetric unit (m3m−3) and was available daily from 1978 to 2018 (v04.4) with a spatial resolution of
0.25◦ [41]. Besides the variation in the feature of individual data sources, the reliability of ESA CCI soil
moisture products could also be affected by the adapted merging methods for combining observations
from different mission and retrieval algorithms [45]. However, the merged products are superior to
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either the passive or active alone [41]. In this study, the latest version (v04.4) of ESA CCI soil moisture
data was used for long-term trend and variability analysis of residual soil moisture in the UBNB.

Figure 1. Location of the Upper Blue Nile Basin (UBNB) (Imagery source for UBNB: Shuttle Radar
Topography Mission (SRTM) Global elevation data). The green bold point shows the distributions
of rain gauge stations used to validate the performance of the Climate Hazards Group InfraRed
Precipitation with Station (CHIRPS) satellite rainfall datasets.

2.2.2. FLDAS Noah Land Surface Model

The Famine Early Warning Systems Network (FEWS NET) Land Data Assimilation System (FLDAS)
dataset contains a series of land surface parameters simulated from the Noah 3.6.1 model. The system
generates ensembles of soil moisture, evapotranspiration (ET), and other variables based on multiple
meteorological inputs or land surface models. In this study, FLDAS Noah land surface global data
(Model L4) were used to extract soil moisture data (at a depth of 0–10, 10–40, and 40–100 cm depths) and
ET datasets. The simulation was forced by a combination of the Modern-Era Retrospective analysis for
Research and Applications version 2 (MERRA-2) data and Climate Hazards Group InfraRed Precipitation
with Station (CHIRPS) 6-hourly rainfall data that was downscaled using the NASA Land Data Toolkit.
The dataset provides soil moisture in volumetric units (m3m−3), and ET in kilograms per meter squared
per second (kg m−2 s−1) and is available from 1982 to present at monthly intervals with a spatial resolution
of 0.10◦. The dataset was obtained from the NASA Goddard Earth Science Data and Information Services
Center (GES DISC) website (https://disc.gsfc.nasa.gov/). The atmospheric and land modeling communities
widely use the FLDAS land surface model, and therefore, model parameters are well tested [44].
Several researchers over East Africa e.g., [53,54], used the model for various hydrological functions.

2.2.3. CHIRPS Rainfall Product

The CHIRPS-v2 rainfall estimate was used as a source of rainfall data in the UBNB, Ethiopia.
CHIRPS is a quasi-global (500 S–500N) product provided from 1981 to near present at 0.050 spatial
resolutions (~5.3 km) and at daily, pentadal (5-day), dekadal (10-day), and monthly temporal resolution
(Funk et al., 2015). The dataset was created by the U.S. Geological Survey (USGS) and the Climate
Hazards Group (CHG) at the University of California [55]. It integrates both ground and satellite
observations to grant a global rainfall estimate with reasonably low latency, high resolution, low bias
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and a long period of record. A validation study made over the UBNB revealed the great skill
and immense potential of CHIRPS-v2. It can be used for various operational applications such as
hydro-climate studies in areas where the gauge stations are very sparse and unevenly distributed [56].
Figure A1 (Appendix A) provides a summary of the validation results [56].

2.2.4. ESA CCI Land Cover

The ESA has derived a high-quality historical land cover (LC) dataset as part of their CCI
program [57]. The ESA CCI LC dataset is available from 1992 to 2015 at 300m spatial resolution and
with a one-year temporal interval [58]. This product was created based on ESA’s Glob Cover products
using the Glob Cover unsupervised classification chain. The dataset is generated using multiple
sensors e.g., Systeme Probatoire d’Observation de la Terre Vegetation (SPOT-VGT), Advanced Very
High-Resolution Radiometer (AVHRR), and PROBA-V with an overall accuracy of about 71% [59].
The product provides 37 LC types (Table A1, Appendix B) based on FAO LC classification systems [58].
Interested readers are referred to Plummer et al. [60]. The accuracy of the ESA CCI LC product was
evaluated at a global scale [61] over Africa [62] and China [63], which can give valuable insights for
specific applications. For example, Guidigan et al. [64] and Li et al. [65] used the ESA CCI LC product
to study the land use and land cover changes in Benin and over the globe, respectively.

2.3. Methods

Since the spatio-temporal coverage of the ESA CCI soil moisture dataset is generally poor in
Ethiopia before 1992, the datasets from 1992 to 2017 were selected as the study period to maintain
coincident temporal coverage in the study area. Then, daily values of ESA CCI soil moisture were
converted to monthly time series and averaged for September to November to construct the annual
mean soil moisture for the autumn season. The same approach was applied to FLDAS NOAH soil
moisture dataset. The months of September indeed belong to the wettest period in the study area;
however, during this month, main season cropping reaches to the stage of physiological maturity and
crops will have limited moisture intake. As a result, dry season farming may start as of September
for efficient utilization of the residual soil moisture. The original unit of monthly ET is kg m−2s−1,
which was first converted to millimeter (mm) and aggregated for each season: December to February
(winter), March to May (spring), June to August (summer), and September to November (autumn).
The annual series was calculated from the sum of the seasonal estimates. The same method was
applied to CHIRPS rainfall values to calculate the seasonal and annual time series for the period of
1992 to 2017. For the FLDAS NOAH and CHIRPS dataset, average values of their estimates were
calculated at a 0.25◦ grid to keep the spatial resolution consistent with ESA CCI soil moisture dataset.
The datasets used in this study including their temporal and spatial resolutions are summarized in
Table 1.

Table 1. Summary of the products used in this study.

Product Data Type
Spatial
Cover

Temporal
Cover

Spatial Reso
Temporal

Reso
Sensor

ESA CCI Soil moisture
(m3 m−3) Global 1978–2018 0.25◦ Daily

SMMR, SSM/I,
TMI, AMSR-E,
ASCAT, ERS

FLDAS
Noah LSM

Soil moisture
(m3 m−3) Global 1982–present 0.10◦ Monthly MERRA-2,

CHIRPSET (kg m−2s−1)

CHIRPS v2 Rainfall Global 1981–present 0.05◦
Daily,

Pentadal,
Dekadal,
Monthly

NOAA TIR
satellite, TRMM

ESA CCI Land cover Global 1992–2015 300 m 1 year
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2.3.1. Variability and Trend Analysis

Variability analysis involves the generation of the long-term mean (LTM), calculating the coefficient
of variation (CV), and an anomaly. The LTM for autumn soil moisture (ASM) and rainfall (both at
a seasonal and annual time scale) were calculated from 1992 to 2017. The analyses were done using
“raster” packages in the R platform [66]. The CV is calculated to evaluate the spatio-temporal variation
for the time series and is computed using Equation (1):

CV =
σ
μ
× 100 (1)

where CV is the coefficient of variation; σ is the standard deviation and μ is the mean value.
The standardized anomalies of soil moisture and rainfall have been calculated to indicate the departures
of each year total from the LTM, and were computed as follows (Equation (2)):

Za =

(
Xi −Xi

)
s

(2)

where Za is standard anomaly; Xi is annual value of a particular year; Xi is long-term mean (LTM)
annual values, and s is the standard deviation over a period of observations (1992 to 2017, in our case).
A negative value of Za represents periods of below-normal value, while positive value indicates
above-normal values. To further assess the variability of soil moisture across the different land cover
classes and for three different decades of the UBNB, soil moisture values from 1992 to 2000 were
extracted using a ESA CCI land cover map of 1995, likewise from 2001 to 2010 (2005) and 2011 to 2017
(2015), respectively. Figure 2b presents the land cover map of the UBNB for 2015.

Figure 2. (a) Digital elevation model (DEM) with sub-basins of the Upper Blue Nile Basin (two transects
from north to south-east (NS) and from west to east (WE)), and the green point shows the location of
the peak “Choke” Mountain; (b) The land use land cover map of the UBNB for 2015 extracted from the
European Space Agency’s Climate Change Initiative (ESA CCI) land cover map.
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In this study, the trend analysis was done using the Mann–Kendall (MK) trend test [67,68]. According
to Mann, the null hypothesis H0 states that a data series is serially independent and identically distributed
with no monotonic trend. The alternative hypothesis H1 is that the data follows a monotonic trend. In a
two-sided test for a trend at a significance level of α, H0 should be rejected, and H1 is accepted if |Z| > zα/2,
where FN(zα/2) is the standard normal cumulative distribution function and Z is the test statistic used to
identify the direction of the trend and its significance (Equation (3) to Equation (5)).

Z =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

S−1√
var(s)

i f S > 0

0 i f S = 0

S+1√
var(s)

i f S < 0

(3)

where S is the MK test statistic, which measures the trend in the data and is defined as:

S =
n−1∑
i=1

n∑
j=i+1

sgn(xj − xi) (4)

where x is the sequential data values, and n is the length of the dataset.

sgn(θ) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

1 i fθ > 0

0 i fθ = 0

−1 i fθ < 0

(5)

Kendall indicated that the distribution of S may be well approximated by a normal distribution with
mean zero and variance (Equations (6) and (7)) under the assumption of no trend:

E(S) = 0 (6)

var(S) =
[

n(n− 1)(2n + 5) −∑m
i=1 ti (ti − 1)(2ti + 5)

18

]
(7)

where m is the number of tied groups and ti is the size of the ith tied group.
Since the MK test does not provide the magnitude of the trend, the Theil-Sen Slope Estimator [69]

in Equation (8) has been used to estimate the magnitude of the trend (β).

β = Median =

[Tj − Ti

j− i

]
,∀i < j (8)

where β is the slope between data point Tj and Ti measured at times j and i, respectively. In this paper,
the trend analysis has been carried out using “ZYP” R package [70], developed based on Yue et al.’s [71]
trend-free pre-whitening method. The trend result has been evaluated at the significance level of
α = 0.05. This implies that the null hypothesis is rejected when |Z| > 1.96 in Equation (3), thus, Z > 1.96
indicates a significant increasing trend and Z < −1.96 indicates a significant decreasing trend.

2.3.2. The Relationship Between Soil Moisture and Rainfall in Autumn

To understand the magnitude of the association between autumn soil moisture (ASM) and rainfall
grid-level, a Pearson correlation was performed using the “corLocal” function in R.

The Dgital Elevation Model (DEM) and land cover map given in Figure 2a,b obtained from the
Shuttle Radar Topography Mission (SRTM) and ESA CCI land cover, respectively, were used to gauge
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the impact of topography and land cover classes on the correlation between ASM and rainfall in
autumn. To investigate the effect of topography, first two transects that cross both incised river gorges
and the pick mountains at the center of the basin that runs from the north to south-east (NS) and
from west to east (WE) directions were developed (Figure 2a). Then, we assessed the correlation
between ASM and annual rainfall along the two transects. The anomalies of rainfall and ASM were
also correlated to analyze the effect of rainfall on ASM variability. Further, the effect of the relationship
between rainfall and evapotranspiration to ASM change over the UBNB was investigated.

3. Results

3.1. Variability and Trends of Soil Moisture

Figure 3 presents the spatial pattern of multiyear (1992 to 2017) mean autumn (average of
September to November) soil moisture and coefficient of variation (CV, %), while Figure 4 provides
the relation between the CV and long-term mean ASM in the UBNB. Figure 5 depicts the annual soil
moisture anomalies for the autumn season. In addition, Table 2 gives the spatial mean and CV of soil
moisture for three major land cover classes of the UBNB over the three decades.

Figure 3. Spatial patterns of (a) mean autumn (September to November average) soil moisture (ASM)
(m3/m3) and (b) coefficient of variation (CV, %) over the UBNB in Ethiopia for the period of 1992 to 2017.
Note that the white regions (open pixels) show the pixels with missing values in the ESA CCI soil
moisture dataset.

The multiyear mean soil moisture analysis showed a general overview of basin soil moisture
distribution in the autumn season (Figure 3a). The result reveals that ASM in the basin varied
considerably (0.09 to 0.38 m3/m3) with an average of 0.26 m3/m3 (Figure 3a). It is worth noting that the
spatial patterns of mean ASM showed local characteristics and regions with remarkably high values
are mainly located in the central, south-western and southern tips of the basin, while the lowest values
majorly occur over the eastern parts (Figure 3a). On the other hand, the CV ranged from 2.8% to 28%
(Figure 3b), which represents low-to-moderate variability over the study basin [72]. The relatively high
variability of ASM generally occurred over lower mean soil moisture regions, while lower variability
appeared over high soil moisture locations of the UBNB. To further investigate how changes in mean
autumn soil moisture affect the CV over the basin, we plotted the relationship between mean soil
moisture and CV for the period of 1992 to 2017 (Figure 4). The result indicated significant negative
correlation (r = −0.6, p < 0.01) between mean soil moisture and soil moisture variability (expressed by
the CV) over the UBNB, and the CV typically reduced with an increase in mean soil moisture.

194



Remote Sens. 2020, 12, 2138

Figure 4. The relation between the coefficients of variation (CV, %) and long-term mean ASM in the UBNB.

In addition, Table 2 shows ASM variability for the dominant land cover classes of the basin
arranged for three decades. Variations in the mean soil moisture content were found across the three
land cover classes. Looking to the mean soil moisture values for all three decades, the shrub land
was drier than agricultural and forest lands. As shown in Table 2, the analysis did not show much
difference in the mean values of soil moisture over the agricultural and forest land covers. However,
the ASM temporal variability exhibited a considerable variation across the different land cover classes
of the basin. Accordingly, the highest variability was observed over forestland even for nearly similar
or higher mean values to agricultural and shrub lands.

For example, during the second decade (2001 to 2010), agricultural, forest, and shrub lands resulted
in a mean soil moisture of 0.24, 0.22, and 0.21 m3/m3 and CV of 11.20%, 27.07%, and 12.88%, and for
the third decade (2010 to 2017), they resulted in a mean soil moisture of 0.27, 0.29, and 0.25 m3/m3 and
CV of 3.90%, 8.28%, and 7.04%, respectively.

Annual soil moisture anomalies for the autumn season in Figure 5 showed that there are variations
in the amount and distributions of ASM at different years and parts of the basin. Consequently, periods
wetter than an average soil moisture year were mainly observed in 1997, 1998, 2016, and 2017, while the
most critical periods that were drier than an average year were prominently noted in 1995, 1996, 2002,
2003, 2004, 2005, 2009, and 2015.
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Figure 5. Standard soil moisture anomalies for autumn season in the UBNB indicating the magnitude of
departure from long-term mean ASM over a period of 26 years of observation (1992 to 2017). A negative
value represents periods drier than normal years, while a positive value indicates wetter than normal
soil moisture periods.

Table 2. Decadal variability of autumn soil moisture (ASM) across the major land use land cover classes
in the UBNB, Ethiopia. A lookup table for the land use land cover classification system is provided in
Appendix B.

LULC
Type

1992 to 2000 2001 to 2010 2010 to 2017

ESA CCI LCM Code Mean CV (%) Mean CV (%) Mean CV (%)

Agriculture 10,11,12,20,30,40 0.28 5.27 0.24 11.20 0.27 3.90
Forest 50,60,61,62,70,72,80,81,82,90,100,160,170 0.28 5.01 0.22 27.07 0.29 8.28
Shrub 120,121,122 0.24 5.93 0.21 12.88 0.25 7.04

The ASM for the other years showed a small deviation (negative or positive anomaly) from the
long-term mean, confirming that the basin has near-average autumn soil moisture during these periods.

In addition, the trend analysis was undertaken to explore the spatial consistency of ASM over the
study periods from 1992 to 2017. The soil moisture monotonic trend and pixels having p < 0.05 values
are depicted in Figure 6. The results of MK trend analysis for mean autumn (average of September to
November) soil moisture showed different spatial-temporal trends in the UBNB. The trend ranges from
−0.0094 to 0.0055 m3/m3 per year for the autumn season, while an average over the entire basin indicated
a wetting trend for the past 26 years (1992 to 2017) at a rate of 0.00024 m3/m3 per year (Figure 6a).
Considering the spatial coverage of the trends, both the drying and wetting trends proportionally
cover the study area, with relatively high magnitudes for the wetting trends. The autumn time series
reveals a significant wetting trend (ranging from 0.001 to 0.006 m3/m3 per year for the autumn season)
that primarily occurred over the northwest region of the basin and covers about 18% of the total basin
(Figure 6b). A significant drying trend has also been noted over the southeast of the UBNB and only
covers about 4.5% of the total basin area (Figure 6b).
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Figure 6. This figure shows (a) the monotonic trends (m3/m3 year−1 for ASM) and (b) pixel
having a significant (p < 0.05) increase or decrease trend of residual soil moisture for the period
of 1992 to 2017. The positive and negative values indicate the wetting and drying trends of soil moisture
in the UBNB, respectively.

3.2. Variability and Trends of Rainfall

Figures 7 and 8 present the long-term annual mean and anomalies of rainfall for the period from
1992 to 2017, respectively. The UBNB receives an annual rainfall > 2000 mm and its distribution has
local characteristics, and the maxima and strong rainfall gradients are oriented along the central and
southern tip of the basin (Figure 7). The lowest total annual rainfall occurred over the eastern and
western margins of the basin. The wettest periods (e.g., 1996, 1998, 2000, 2006, 2008, and 2017) and driest
periods (e.g., 1992, 1994, 1995, 2002, 2009, and 2015) of the UBNB were well captured in the analysis
using the CHIRPS satellite rainfall product (Figure 8). Figures 9 and 10 provide the rainfall trends and
masks of their respective pixel values, having p values <0.05 for the study period, respectively.

Figure 7. The spatial distribution of mean annual rainfall (mm) over the Upper Blue Nile Basin (UBNB)
in Ethiopia (1992 to 2017).
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Figure 8. Standard rainfall anomalies for annual rainfall in the UBNB indicating the magnitude of
departure from long-term mean rainfall over a period of 26 years observation (1992–2017). A negative
value represents periods of below-normal rains (drought), while positive values indicate above-normal
rains (with the possible risk of flood).

Figure 9. Monotonic trends for seasonal (mm/season) rainfall: (a) winter, (b) spring, (c) summer, (d) autumn,
and (e) annually (mm/year) in the UBNB in Ethiopia for the period of 1992 to 2017. The annual rainfall is
characterized by four distinct seasons: winter (December, January, February), spring (March, April, May),
summer (June, July, August), and autumn (September, October, November).
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Figure 10. Zones with significant (p < 0.05) increasing or decreasing trends for (a) winter, (b) summer,
and (c) annually in the UBNB in Ethiopia for the period of 1992 to 2017. No significant trends were
found over the spring and autumn seasons.

When the seasonal rainfall trends were averaged over the entire basin, an increasing trend
was observed in the spring, summer, and autumn rainfall with the rate of change 0.936 mm year−1,
1.027 mm year−1, and 0.071 mm year−1, respectively (Figure 9b–d). However, the average rainfall
trend during the winter season indicated a decreasing trend with the rate of change −0.0014 mm year−1

(Figure 9a). Although it covers a small portion of the study basin, statistically significant increasing
trends at p < 0.05 were identified during the winter (with the rate of change up to 0.313 mm year−1)
and summer (up to 3.714 mm year−1) rainfall seasons (Figure 10a,b). The significant trends of rainfall
during the winter and summer season are majorly marked in the north and west of the UBNB,
respectively (Figure 10a,b). Figure 10 also revealed that there was no significant trend in spring and
autumn rainfall, while the annual rainfall trend average over the entire basin showed an increasing
trend with the rate of change 1.819 mm year−1 (Figure 9e), with a significant increasing trend reaching
up to 13.714 mm year−1 located in the southwest of the basin (Figure 10c).

3.3. Correlation Coefficient Between Autumn Soil Moisture and Rainfall

Figure 11 illustrates the pixel-level correlation computed between soil moisture for the autumn
season and rainfall over the UBNB from 1992 to 2017. The correlation coefficient (r) indicates how
much ASM can be explained by rainfall in the UBNB. In general, the soil moisture for the autumn
season exhibits a positive correlation with spring, autumn, and annual rainfall (Figure 11b,d,e), and a
negative correlation with winter and summer rainfall over most parts of the UBNB (Figure 11a,c).

Notably, one may expect an increase in ASM due to the predecessor wet summer rainfall in
comparison to the relatively low rainfall during the spring and autumn seasons. However, this may
not sometimes be proportional to the amount of rainfall received because of the surface runoff,
intense evapotranspiration, etc., which usually happens during the wet periods [73]. The ASM
conferred a strong positive correlation (r > 0.5) with the spring, autumn, and annual rainfall, which
covers 6%, 35%, and 15% of the total basin area, respectively. Distinctly, the correlation between ASM
and wet summer rainfall was negative over a significant portion of the basin, although less than 3% of
the total basin area showed a statistically strong correlation (r < −0.5). The ASM and winter rainfall
have also shown both a negative and positive correlation, with a significant correlation (r > 0.4) over a
considerable portion of the basin. Overall, the correlation analysis indicates that ASM was strongly
correlated to rainfall during the autumn and spring seasons than that of the summer season.

Generally, the correlation between ASM and rainfall reduced from the west to east region (or from
low- to high-elevation areas) of the basin (Figure 11). Since the high variation of terrain elevation
characterizes the UBNB, the spatial correlation between soil moisture and rainfall could be affected by
a change in topography. Consequently, the study further assessed the effect of elevation variation on
the correlation between autumn soil moisture and annual rainfall. Two transects that run from the
north to south-east (NS) and from west to east (WE) directions were developed (Figure 2a). Then,
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the correlation between ASM and annual rainfall was assessed along the two transects (Figure 12).
The result from both NE (Figure 12a) and WE (Figure 12b) indicates that the correlation between ASM
and annual rainfall is affected by the variation in elevation as the correlation reduces as the elevation
increases. The lowest correlation between soil moisture and rainfall has occurred over peak areas of
the basin.

Figure 11. Pearson correlation (r ranging from −1 to 1) between ASM and rainfall for (a) winter,
(b) spring, (c) summer, (d) autumn season, and (e) annually (1992 to 2017). The correlation coefficient
(r ≥ |0.39|) is significant at p < 0.05.

Figure 12. The correlation between autumn soil moisture (ASM) and annual rainfall along transects
from (a) from north to south-east and (b) from west to east (WE) (1992 to 2017).
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The degrees to which land cover types affect the correlation between ASM and rainfall could vary
with vegetation type, density, and seasons. Table 3 shows the results of the spatial correlation between
ASM and rainfall over the dominant land cover classes of the basin. The correlation between ASM
and rainfall respond distinctively across the different seasons and land cover classes. For example,
the highest correlation between ASM and spring rainfall was observed over the forestland (r = 0.51);
however, autumn (r = 0.19) and summer (r = −0.28) rainfall showed their lowest positive and highest
negative correlation in forestland, respectively.

Table 3. The correlation between ASM and rainfall over the major land use land cover classes of
the UBNB.

LULC Type ESA CCI LCM Code
Rainfall

Winter Spring Summer Autumn Annual

Agriculture 10,11,12,20,30,40 −0.16 0.37 −0.04 0.40 * 0.35
Forest 50,60,61,62,70,72,80,81,82,90,100,160,170 −0.12 0.51 * −0.28 0.19 0.26
Shrub 120,121,122 −0.10 0.46 * 0.12 0.40 * 0.46 *

* significant at p < 0.05.

The highest correlation for the annual (r = 0.46) and positive correlation for summer (r = 0.12)
rainfall has been indicated over the shrub land. The ASM and rainfall in autumn have shown
the same correlation values for both shrub land and agricultural land. Over the agricultural field,
the correlation between soil moisture and rainfall resulted in an optimal correlation in the autumn
(r = 0.40), annual (r = 0.37), and spring (r = 0.37) seasons. The correlation in winter was negative for all
three land cover classes with a better correlation over the agricultural land. However, the correlation
between summer rainfall and ASM over the agricultural field was insignificant.

3.4. Impact of Rainfall Variability on Soil Moisture Dynamics

To examine how the variability of rainfall affects ASM in the UBNB, the correlation between ASM
and rainfall anomalies was analyzed. Their correlation values at the seasonal and annual scale were
averaged over the entire basin, as shown in Table 4. Moreover, Figures 13 and 14 show the temporal
(time series) variation and the strength and sign of the correlation between ASM and rainfall anomalies.

Table 4. The correlation between ASM anomalies at different depths and rainfall anomalies at the
seasonal and annual scale from 1992–2017.

Soil Moisture
Rainfall

Winter Spring Summer Autumn Annual

ESA CCI SM 0.12 0.46 * 0.10 0.64 * 0.64 *
FLDAS NOAH (0–10 cm) −0.07 0.36 0.07 0.91 * 0.69 *
FLDAS NOAH (0–40 cm) −0.08 0.35 0.10 0.91 * 0.71 *
FLDAS NOAH (0–100 cm) −0.08 0.35 0.12 0.91 * 0.73 *

* significant at p < 0.05.
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Figure 13. Time series of the autumn soil moisture (ASM) anomalies (estimated using ESA CCI) and
rainfall anomalies in the preceding (a) winter: December, January, and February (DJF), (b) spring: March,
April, and May (MAM), (c) summer: June, July, and August (JJA), and (d) autumn: September, October,
and November (SON) averaged over the entire basin. Figure (e–h) are the same as Figure (a–d), but ASM
anomalies were calculated using FLDAS NOAH at 0 to 10 cm depth. The correlation coefficients (r)
between two datasets are also shown; the asterisk represents the values significant at p < 0.05.

The use of temporal anomalies could reduce the impacts of static properties (i.e., topography
and soil properties) on soil moisture dynamics and thus are assumed to primarily reflect the impact
of climate variables [74]. The correlation analysis was undertaken using soil moisture derived from
ESA CCI, which denotes the top few centimeters of the soil, and FLDAS NOAH soil moisture that
represents soil moisture at 0–10, 0–40, and 0–100 cm depths. A weighted average method was used to
calculate soil moisture at 0–40 and 0–100 cm depths. The correlation between ASM and rainfall in the
autumn or the preceding three seasons was positive (Figure 13a–d, Table 4), although the contribution
of the wet summer rainfall to ASM was insignificant (relatively low) in the UBNB. On the other hand,
the correlation between ASM and annual rainfall anomalies was significant and revealed that the
total amount of rainfall in each year has a considerable impact on the change in the ASM (Figure 14a,
Table 4). The same result has been observed for FLDAS soil moisture at different depths (Figure 13e–h,
Table 4), except for winter rainfall, which was negatively correlated with ASM. The ASM derived from
FLDAS NOAH showed that the contributions of spring rainfall decreased, while the contribution of
the current rainfall in autumn was substantial, and its correlation with the ASM was robust (r = 0.91)
at all depths of the soil. In general, the result indicated the significant contribution of rainfall to ASM
at different depths, although the magnitude of contribution was large for sub-surface soil moisture.

In addition, the wetting trends of ASM derived from ESA CCI were mainly associated with
the increasing trend for spring, summer and autumn rainfall, which was generally exhibited in the
northwest and southwest of the basin (Figures 6 and 9). The spatial similarity in the trends of ASM
with autumn rainfall was generally higher than the other temporal scales, although some noticeable
differences existed between trends of rainfall and ASM. For instance, ASM showed a statistically
significant increasing trend that was observed over the northwest of the basin where an increase in
rainfall trend was not significant.
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Figure 14. Time series of annual rainfall anomalies and ASM anomalies estimated using (a) ESA CCI
and (b) FLDAS NOAH at 0 to 10cm depth averaged over the entire UBNB. The correlation coefficient
(r) between the two datasets is also shown; the asterisk represents the value significant at p < 0.05.

3.5. The Effect of the Relationship Between Rainfall and ET on Soil Moisture

Besides rainfall, evapotranspiration (ET), which is the sum of soil evaporation and vegetation
transpiration, is a crucial climate variable influencing the distribution and availability of soil
moisture [75]. It is essential to determine the effect of the quantitative relationship between ET
and rainfall on the temporal patterns of ASM in the UBNB. The ratio of ET to rainfall (RF) was
calculated to determine their effect on the wetness and dryness of ASM derived from ESA CCI in the
UBNB (Figures 15 and 16).

Figure 15. The effects of (a) winter, (b) spring, (c) summer, and (d) autumn rainfall (RF) and
evapotranspiration (ET) (expressed as ET/RF ratio) on the temporal distribution of ASM in the UBNB
from 1992 to 2017.
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Figure 16. The effects of annual rainfall (RF) and evapotranspiration (ET) (expressed as ET/RF ratio) on
the temporal distribution of autumn soil moisture over the UBNB from 1992 to 2017. We can see the
highest ET/RF values over the known drought periods of 2002, 2009, and 2015 in the UBNB, as well as
in Ethiopia in general [76].

In general, from Figures 15 and 16 we can see that the amount of mean soil moisture decreases
with an increase in ET/RF ratio. Over the winter season (Figure 15a), ET has an average rate of
83.98 mm year−1 and stays low since water availability is reduced due to the absence or significantly
low rainfall (an average of 27.56 mm year-1) events in winter. Consequently, ASM has a positive
correlation (r = 0.22) with ET/RF ratio. The significant correlation between ASM and winter ET (r = 0.41,
p < 0.05) to ET/RF ratio indicates that ET explains the soil moisture variability better than rainfall
in winter. The winter rainfall has a very low correlation (r = −0.13) with ASM as expected. In spring
(Figure 15b), the rainfall (with an average of 219.70 mm year−1) and ET (mean rate of 150.01 mm year−1)
have a strong positive correlation (r = 0.85) and ET increases with rainfall. Both the rainfall and
ET have a significant positive correlation with ASM, with r = 0.49 (p < 0.05) and r = 0.46 (p < 0.05),
respectively. However, rainfall increases more than ET; thus, ASM has a negative correlation (r = −0.47)
with ET/RF ratio over the spring season. In summer (Figure 15c), rainfall exceeds (mean rainfall
764.97 mm year−1) ET (average rate of 323.09 mm year−1), but ASM has a small negative correlation
with ET/RF ratio (r = −0.11). The summer rainfall has no correlation with autumn soil moisture
(r = 0.016), and no apparent contribution to the amount and variability of ASM was observed during
the summer season. Instead, summer ET showed a negative correlation (r = −0.24) with ASM over the
UBNB. In autumn (Figure 15d), ET (with the mean rate of 351.09 mm year−1) exceeds that of rainfall
(an average of 282.15 mm year−1) and ASM has a strong negative correlation (r = −0.57, p < 0.05)
with the ET/RF ratio. However, the ASM showed a strong positive correlation (r = 0.56, p < 0.05)
with autumn rainfall compared to the low negative correlation (r =−0.27) with autumn ET. Over the
annual analysis (Figure 16), although both the mean annual rainfall (1294.63 mm year−1) and mean
ET (909.73 mm year−1) have a positive correlation with autumn soil moisture, r = 0.57(p < 0.05) and
r = 0.24, respectively, the rainfall exceeds that of ET, and ASM has a significant negative correlation
(r = −0.59, p < 0.05) with the annual ET/RF ratio.

4. Discussion

Soil moisture is a vital component of agriculture and hydrology. Its spatial-temporal change can
considerably affect the socioeconomics of agrarian countries such as Ethiopia. Understanding the soil
moisture dynamics and its associated response to climate variables (such as rainfall) is vital for proper
water resource planning. This study investigated the spatial and temporal characteristics of residual
soil moisture in autumn (September to November) over the UBNB in Ethiopia. The result indicated
that the variability of soil moisture is affected by the extent of moisture available in the soil and found
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that dry soil regions vary more than that of wet soil regions (Figure 4). Indeed, this result is compatible
with the findings of different scholars who found an increase in soil moisture spatial variability with
decreasing mean soil moisture values [77,78]. Similarly, a comparable result for rainfall variability and
mean rainfall over the UBNB has been found (Figure A2, Appendix A), which indicates the direct
impact of rainfall on the soil water content of the basin.

Further, the analysis showed that the moisture status of the soil was dependent on the land
cover classes of the UBNB (Table 2). The different land cover classes of the basin could determine the
distribution and availability of soil moisture through controlling the soil infiltration process and the
rate of evapotranspiration [78]. In the study, the shrub lands show a drier condition than agricultural
and forest land covers. Different scholars e.g., [78,79] found a similar result over shrub lands in
comparison to other land cover classes. The drier soil moisture conditions beneath the shrub land
could be associated with the higher density of plant roots for the shrubs than the other land cover
classes, which eventually leads to a more significant loss of soil water through transpiration [78].
The agricultural and forest land covers of the basin showed a relatively wetter soil condition. Similarly,
Feng et al. [79] have reported wetter soil conditions for cultivated lands. The tremendous infiltration
rate of cultivated soil just after rainfall events and little soil water loss via transpiration from crops with
lower leaf area index could contribute to the relatively wetter soil conditions over the agricultural fields.
The wetter condition over the forest land could partly be explained by the maximum porosity of the
soil in forest areas, less direct soil water evaporation under a higher coverage of plants, and little loss
of water through transpiration at the surface soil for deep-rooted forests [28]. The relatively high soil
moisture variability over forest areas could be explained by the diversity of trees within the forest,
which may result in low soil moisture values around the trees and higher values in the interspaces
between trees [28]. The high soil moisture variation over forest lands could also be due to the reduced
quality and uncertainty of the ESA CCI soil moisture product over vegetated areas [80]. The annual
anomalies for ASM are broadly comparable with wet and drought years of the basin identified by
different scholars [76] and anomalously for dry and wet rainfall periods of the UBNB (Figure 8).
These results suggest that the broad patterns exhibited by ESA CCI soil moisture data are likely reliable.
The result could further indicate that the spatial and temporal distribution of rainfall is one of the
significant factors which governs the variability of ASM, among the other climate variables.

Further, it is noted that the inter-annual variability of rainfall and ASM are very much associated.
The annual soil moisture for the autumn season indicates a positive correlation with spring, autumn,
and annual rainfall (Figure 11). Again, the changes in ASM anomalies at different soil depths also
correspond to changes in the variability of rainfall in autumn and the previous spring seasons and
showed a significant correlation (r = 0.35 to 0.91) (Figure 13, Table 4). The same result was also
observed using the annual rainfall presented in Figure 14 and Table 4. The result implies that the
impact of the current (autumn) and previous spring rainfall on ASM is positive and anomalies
in ASM mainly originate from the variability of rainfall during the previous spring and autumn
season as well as to the annual total. Although the intensity of rainfall is low in spring compared to
autumn and the summer seasons, the spring rainfall could infiltrate into the soil layer and thus has a
significant contribution to the amount of soil water left in the autumn season. Certainly, rainfall from
the autumn season is the dominant contributor to the annual variability of ASM over the UBNB.
Cai et al. [40] reported that rainfall and soil moisture have a high degree of correlation in autumn over
eastern China. Likewise, Longobardi [81] indicated that the volume of rainfall occurs at the end of
the wet season perhaps determines the amount and distributions of soil moisture at the beginning
of the dry season. On the other hand, the contribution of summer rainfall to ASM variability is very
insignificant (Figures 11 and 13, Table 4) and generally has a weak correlation with ASM compared to
spring and autumn rainfall over the UBNB. This could be due to the increased rate of soil moisture
depletion, reduced infiltration rate [82], and loss of incoming rain through surface runoff [73] over the
summer growing season. According to Yang et al. [83], rainfall storage occurred in April and May
(months in spring) because of soil water consumed over the wet months from June to mid-September
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(summer season) and recovery of soil water from late September to October (months of the autumn
season). Consequently, the contribution of summer rainfall to soil moisture storage is limited; therefore,
this could partly be the reason for the low correlation between ASM and summer rainfall in the UBNB.

The findings of this study indicated that soil moisture response to rainfall variability is considerably
controlled by the variation in topography and land use types of the UBNB (Figure 12, Table 3).
The correlation between ASM and rainfall decreases with an increase in elevation because locations
at a relatively higher elevation could have less available soil moisture due to gravity and exposure
to sunlight warming, which may result in water drains downhill and higher evaporation rates,
respectively [78]. Similar findings have been reported by Crave and Gascuel-Odoux [84]. Furthermore,
the difference in the correlation between rainfall and ASM at different land-use types and seasons
could be explained by the soil moisture build-up process over various land cover classes. In the shrub
and agricultural lands, the build-up of soil moisture is relatively fast, and soil moisture peak is attained
rapidly in comparison to the slow rate build-up process in forest land [85].

Figures 15 and 16, in general, imply that a significant portion of rainfall received by the UBNB
returns to the atmosphere via evapotranspiration (ET). Accordingly, the amount of ASM over the
periods of a higher ET/RF ratio in general reduced, while the magnitude of mean soil moisture peak
corresponds to low ET/RF ratio (Figures 15 and 16). In each season the effects of rainfall and ET on
ASM are varied. The highest ET/RF ratio in winter shows the dominance of ET over rainfall due to the
absence or low amount of rainfall over this season. The result implies that in winter, ET could explain
a considerable share of autumn soil moisture variance than that of rainfall. In spring, rainfall increases
more than ET and produces a slightly higher rainfall than ET demands, suggesting that both the
previous spring rainfall and ET have considerable contributions to the variability of autumn soil
moisture in the UBNB, with the highest magnitude from spring rainfall. Over the wet summer season,
despite rainfall exceeding that of ET, its contribution to ASM is very insignificant. Again, in autumn ET
slightly exceeds rainfall and ASM has a strong negative correlation (r = −0.57, p < 0.05) with ET/RF ratio,
which indicates that ET could explain the majority of autumn soil moisture variability in comparison
to rainfall in autumn. However, the ASM has a strong positive correlation (r = 0.56, p < 0.05) with
autumn rainfall compared to the low negative correlation (r = −0.27) with autumn ET, which may
indicate the positive contributions of autumn rainfall to soil moisture rather than the loss of soil water
via ET. This is because during autumn, crops and other vegetation canopies shade more and more
of the ground area and may lead to less evaporation of water from the soil and thus a considerable
portion of ET could come from the root zone via plant transpiration. Although other climate variables,
including surface solar radiation, relative humidity, and wind speed might affect the inter-annual
variability of residual soil moisture, we assume these effects to be small.

5. Conclusions

Understanding the availability and dynamics of residual soil moisture over the rainfed agricultural
system, characterized by low crop production, is imperative for supplementary food and feed
production in the off-season. In this study, we applied ESA CCI soil moisture products from 1992 to
2017 to assess the long-term trend and dynamics of residual soil moisture in the autumn (September
to November) season and its linked response to the long-term variability of rainfall in the UBNB of
Ethiopia. Besides, the mutual effect of rainfall and evapotranspiration on the variability of autumn soil
moisture was analyzed. The basin was found to have soil moisture ranging from 0.09–0.38 m3/m3,
with an average of 0.26 m3/m3 in autumn. The ASM time series resulted in the CV ranging from
2.8–28% and was classified with a low-to-medium variability. Moreover, ASM variability showed a
strong relationship with the mean ASM, and the highest inter-annual variability occurred over low
mean ASM areas of the basin. The mean and variability of ASM changes with the different land-cover
classes of the basin. In general, the MK monotonic trend analysis for ASM revealed that the UBNB
had experienced a wetting trend for the past 26 years (1992–2017) at a rate of 0.00024 m3/m3 per year.
Besides, the study provided strong evidence that the previous spring and current autumn rainfall could

206



Remote Sens. 2020, 12, 2138

explain a considerable portion of ASM in the basin. Furthermore, the result indicates that the rainfall
degree of influence on the characteristics of ASM could be induced by topography and dominant land
cover classes of the study basin. In addition, the behavior of the mean ASM could be determined by
the effect of soil water loss through evapotranspiration.

To conclude, the ESA CCI soil moisture product provides valuable insights into the spatial and
temporal characteristics of autumn soil moisture over the UBNB. Thus, ESA CCI soil moisture estimates
could be used as an alternative data to monitor the extent and dynamics of soil moisture over the data
scarce regions such as the UBNB. However, high-resolution soil moisture datasets are still crucial for
better understanding the characteristics of soil moisture in a complex topographic area of the UBNB.
The information provided in this study could provide pertinent information to comprehend the soil
moisture status of the basin in the off-season and its potential to support additional short or medium
cycle cropping. Further, the link between soil moisture and rainfall presented in this study could
play an important role to predict the extent and conditions of residual soil moisture in advance.
Future studies should include the contributions of land use and land cover change in the extent and
dynamics of soil moisture in the basin.
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Appendix A

Figure A1. Scatter plot between rain gauge observations and CHIRPS rainfall estimates at
dekadal (a) and monthly (b) temporal scale over the Upper Blue Nile basin for the period of
2000–2015. Probability of detection (POD), false alarm ratio (FAR), critical success index (CSI),
volumetric hit index (VHI), volumetric false alarm ratio (VFAR), volumetric critical success index
(VCSI), correlation coefficient (r), bias, and the root mean square error (RMSE). The perfect score for
POD, CSI, VHI, VCSI and bias is 1, while 0 is the perfect score for FAR and VFAR. The RMSE values are
presented in millimeters (mm) (See Ayehu et al., 2018 for the details of the analysis).
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Figure A2. The relationship between the coefficients of variation (%) and long-term mean annual
rainfall (mm). The CV increases with a decrease in mean annual rainfall with the coefficient of
correlation (r) equal to −0.57.

Appendix B

Table A1. A look up table for reclassification of land cover types (adapted from Land Cover CCI:
product user guide, Version 2).

Classes Considered in this Study Land Types used in the CCI–LC Maps

Agriculture

10,11,12 Rainfed cropland
20 Irrigated cropland

30 Mosaic cropland (> 50%) / natural vegetation
(tree, shrub, herbaceous cover) (< 50%)

40 Mosaic natural vegetation (tree, shrub,
herbaceous cover) (> 50%) / cropland (< 50%)

Forest

50 Tree cover, broadleaved, evergreen, closed to
open (> 15%)

60,61,62 Tree cover, broadleaved, deciduous, closed to
open (> 15%)

70,71,72 Tree cover, needleleaved, evergreen, closed to
open (> 15%)

90 Tree cover, mixed leaf type (broadleaved and
needleleaved)

100 Mosaic tree and shrub (> 50%) / herbaceous
cover (< 50%)

160 Tree cover, flooded, fresh or brakish water
170 Tree cover, flooded, saline water

Grassland
110 Mosaic herbaceous cover (> 50%) / tree and

shrub (< 50%)
130 Grassland

Wetland 180 Shrub or herbaceous cover, flooded,
fresh-saline or brakish water

Urban 190 Urban
Shrubland 120, 121, 122 Shrubland
Bare area 200, 201, 202 Bare areas

Water 210 Water
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Abstract: Surface soil moisture has a wide application in climate change, agronomy, water resources,
and in many other domain of science and engineering. Measurement of soil moisture at high
spatial and temporal resolution at regional and global scale is needed for the prediction of
flood, drought, planning and management of agricultural productivity to ensure food security.
Recent advancement in microwave remote sensing, especially after the launch of Sentinel operational
satellites has enabled the scientific community to estimate soil moisture at higher spatial and temporal
resolution with greater accuracy. This study evaluates the potential of Sentinel-1A satellite images
to estimate soil moisture in a semi-arid region. Exactly at the time when satellite passes over the
study area, we have collected soil samples at 37 different locations and measured the soil moisture
from 5 cm below the ground surface using ML3 theta probe. We processed the soil samples in
laboratory to obtain volumetric soil moisture using the oven dry method. We found soil moisture
measured from calibrated theta probe and oven dry method are in good agreement with Root Mean
Square Error (RMSE) 0.025 m3/m3 and coefficient of determination (R2) 0.85. We then processed
Sentinel-1A images and applied modified Dubois model to calculate relative permittivity of the soil
from the backscatter values (σ◦). The volumetric soil moisture at each pixel is then calculated by
applying the universal Topp’s model. Finally, we masked the pixels whose Normalised Difference
Vegetation Index (NDVI) value is greater than 0.4 to generate soil moisture map as per the Dubois
NDVI criterion. Our modelled soil moisture accord with the measured values with RMSE = 0.035
and R2 = 0.75. We found a small bias in the modelled soil moisture (0.02 m3/m3). However, this has
reduced significantly (0.001 m3/m3) after applying a bias correction based on Cumulative Distribution
Function (CDF) matching. Our approach provides a first-order estimate of soil moisture from
Sentinel-1A images in sparsely vegetated agricultural land.

Keywords: soil moisture; theta probe; Sentinel-1A; NDVI; modified Dubois model

1. Introduction

Soil moisture is a temporary storage of water in soil pores that controls various processes occurring
at the air–soil interface [1–5]. Quantification of soil moisture is required on a regular basis for predicting
flood, drought, agricultural productivity, hydrological modelling and climate studies [6–11]. Based on
the specific application, soil moisture is needed at different spatial and temporal scales. At a local
scale, it can be measured in the field using Time Domain Reflectometry (TDR) or gravimetric methods.
These measurement techniques provide a more accurate estimate of soil moisture, but they are tedious
and time-consuming. This limits the use of in-situ measurement techniques to measure soil moisture
on global or regional scales.

Remote Sens. 2020, 12, 2266; doi:10.3390/rs12142266 www.mdpi.com/journal/remotesensing213



Remote Sens. 2020, 12, 2266

An alternative to in-situ measurements, surface soil moisture, can be modelled from remote
sensing images. Active microwave remote sensing, specifically Synthetic Aperture Radar (SAR)
imaging has emerged as an effective tool to estimate surface soil moisture. The SAR sensors transmit
microwave electromagnetic pulses and record the backscattered energy from the earth’s surface.
The microwave pulses have high sensitivity towards the dielectric properties of the target and surface
roughness [12]. At a given incidence angle, when a SAR signal interacts with the soil-water mixture,
a permittivity (ε) gradient exists between the dry soil (ε = 2) and water (ε = 80), that reflects in the
intensity of radar backscatter [13–16].

To retrieve the relative soil permittivity and surface roughness component from the SAR
backscatter, various empirical, semi-empirical and theoretical models have been proposed [17–24].
These models are developed for the quad polarised SAR images and are mainly applicable on barren
land. However, the Water Cloud and Dubois models have been successfully used to estimate soil
moisture over barren and sparsely vegetated land [25–28].

In a study, Zribi et al. [29] have applied Water Cloud Model (WCM) on L-band PALSAR/ALOS-2
satellite data to estimate soil moisture in a tropical agricultural area under dense vegetation cover
conditions. Yang et al. [30] have used the fully polarimetric C-band Radarsat-2 SAR data for
soil moisture mapping in Juyanze Basin, China. They concluded that increasing the number of
polarimetric parameters at C-band can provide a more robust estimate of surface soil moisture.
El Hajj et al. [31] and Bousbih et al. [32] have shown that the synergic use of radar (Sentinel-1) and
optical (Sentinel-2) data can be utilised to estimate soil moisture at higher spatial resolution at field
scale. They have used a neural network (NN) model to estimate soil moisture by the inversion of
radar signals. In doing so, they have generated a synthetic database of the backscattering coefficient
in the VV and HH polarisation for a range of soil moisture, surface roughness and NDVI values by
the parameterisation of coupled WCM and modified Integral Equation Model (IEM). They concluded
that their approach can be used to estimate soil moisture in agricultural plots having NDVI less than
0.75. Further, Qiu et al. [33] used the similar WCM and IEM coupled model to evaluate the impact of
different vegetation indices (NDVI, Enhanced Vegetation Index, and Leaf Area Index) in the estimation
of soil moisture. They reported the accuracy of estimated soil moisture is independent of the choice of
specific vegetation indices. Hachani et al. [34] used sentinel-1 images to estimate soil moisture in an
arid climate in Tunisia. They have developed an artificial neural network (ANN) using the training
samples obtained by combining satellite measurements and the simulated backscatter values using
the Integral Equation Model (IEM). They claimed their model is almost site independent and able
to simulate soil moisture content with limited or no ancillary information (i.e., DEM, local Incidence
angle, NDVI). More recently, Ezzahar et al. [35] have used Support Vector Machine (SVM), IEM and
Oh models to estimate soil moisture over bare agricultural soil in the Tensfit basin of Morocco from
sentinel-1 satellite images.

Hosseini and McNairn [36] applied WCM-Ulaby model on C-band (Radarsat-2) and L-band
(UAVSAR) SAR data to estimate soil moisture and biomass in wheat fields in western Canada.
Some authors [37,38] have used modified Dubois model and dual polarised (HH and HV) RISAT-1,
C-band data to estimate soil moisture of the Bhal region in Gujrat, India. They found promising results
with good correlation during the initial period of the crop. However, the accuracy decreases greatly at
the locations of dense canopy cover and higher NDVI values in the study area.

After the launch of Sentinel-1A satellite mission in April 2014, the global coverage of SAR data is
easily available at higher spatial and temporal resolution, and is being widely used for soil moisture
estimation [39]. Sentinel-1A satellite sensor operates in C-band at frequency 5.405 GHz and acquire
information about the earth’s surface in selectable single (HH or VV) and dual polarisation (HH + HV,
VV + VH) [40]. This data is freely available and is widely used in various applications, including soil
moisture estimation [34,38,41–43].

This study uses dual polarised Sentinel-1A satellite images to estimate soil moisture in a semi-arid
region in central India. We used modified Dubois model to calculate the relative soil permittivity from
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SAR backscatter values. Eventually, we input the relative soil permittivity in universal Topp’s model
to obtain volumetric soil moisture in barren or sparsely vegetated farmlands.

2. Study Area

This study is conducted in Bhopal district of Madhya Pradesh in central India (Figure 1). Bhopal is
divided into two administrative blocks, Berasia in the north and Phanda in the south having a surface
area of about 1424 km2 and 1348 km2 respectively (Figure 1). Climatically, Bhopal lies in a semiarid
zone and is typically covered by agriculture land (64.5%), barren land (7.3%), forest (13%), and water
bodies (4.6%) [44]. The average elevation in the study area varies between 450 and 550 m from the
mean sea level with the gently undulated landscape. The average air temperature ranges between 6 ◦C
and 41 ◦C. About 75% of the study area is covered by black cotton soil formed due to the weathering
of basaltic rocks. The remaining 25% is covered with yellowish-red, mixed soils [45,46].
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Figure 1. Landsat-8 image in False Color Composite (FCC) shows the administrative blocks (Phanda
and Berasia) of Bhopal district, Madhya Pradesh. Circles in Yellow and triangles in black are the
locations of soil moisture measurement in the field. Grid on the top right illustrates the random
sampling strategy to collect soil moisture.

In this study, we have considered Phanda block as a test site to estimate soil moisture. About 44%
of the area of Phanda is cultivable and used for agricultural purposes. The agricultural practice in the
region largely depends on the Indian summer monsoon in June, July, August, and September (JJAS),
where it receives about 92% of total rainfall.

In recent years, the frequency of droughts in central India has increased, which has adversely
impacted the agricultural productivity [47]. To obtain the frequency of drought events in the study
area, we have calculated Standardized Precipitation Index (SPI) for the monsoon period (JJAS) from
1990 to 2018 using gridded (0.250 × 0.250) rainfall data obtained from the Indian Meteorological
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Department [48,49]. SPI is used to characterise meteorological drought. For example, SPI values in
a range between (−0.99 to 0.99) is considered normal, whereas SPI values less than −1 and greater
than 1 are considered to be dry and wet period respectively [50]. The SPI values of Phanda block
(Figure 2), clearly suggests that the frequency of drought events has increased in last two decades.
In total, six drought events (2002, 2004, 2010, 2014, 2015, and 2017) have occurred between the years
2000 to 2018 (Figure 2).

In this scenario, monitoring soil moisture at higher spatial and temporal resolution has become
important in planning and management of agricultural productivity, water resources and ensuring
food security. The landuse, geology, and soil types of the Phanda block makes it an ideal field site to
study the soil moisture.

1990 1995 2000 2005 2010 2015
Year

-2

-1

0

1

2

S
PI

Normal - 0.99 to 0.99   Wet 1 to  2                         Dry -1 to  -2

Standarised Precipition Index (SPI) 

Figure 2. Areal averaged Standardized precipitation Index (SPI) for Indian summer monsoon (June, July,
August, September) from 1990 to 2018. Shaded region (SPI −0.99 to 0.99) shows the normal precipitation
condition. SPI in range (−1 ≤ −2 ) and (1 ≥ 2) suggests drought and wet condition respectively.

3. Material and Methods

3.1. Satellite Data

This study uses microwave and optical satellite images (Table 1) to estimate soil moisture. We have
downloaded publicly available Sentinel-1A images of two consecutive pass, i.e., 17 and 29 January
2019 from European Space Agency (https://scihub.copernicus.eu/). Sentinel-1A, C-band SAR records
the backscatter signals day and night, independent of the illumination and weather conditions.
It acquires microwave images in four exclusive modes; Stripmap (SM), Interferometric Wide swath
(IW), Extra Wide swath (EW), Wave (WV). It can capture images (in terms of polarization) using same
set of transmitted pulses by using its antenna. Depending upon the acquisition mode, Sentinel-1
can acquires images in dual polarisation modes, Vertical–Vertical (VV) and Vertical–Horizontal (VH),
or in single polarisation (HH or VV) at 10 m× 10 m cell size with a swath 250 km. At this swath,
the incidence angle ranges between 29◦ to 46◦ for near and far range respectively. It has a temporal
resolution of 12 days (in combination with Sentinel-1B the temporal resolution is 6 days). Microwave
signals at C-band can penetrate up to 5 cm deep below the soil surface [51,52]. The Sentinel-1A level-1
data is categorised into two product types: Ground Range Detected (GRD) and Single Look Complex
(SLC). Wide range of applications requires Sentinel-1A GRD product with standard corrections.
After applying standard corrections, the Sentinel-1A GRD images will have square pixels (consisting
of amplitude) with reduced speckle [53–57]. We have also downloaded Landsat 8 images from the
United States Geological Survey (https://earthexplorer.usgs.gov/) pertaining to the date closest to
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the Sentinel-1A images. The Landsat 8 satellite mission carries a two-sensor payload, the Operational
Land Imager (OLI) and the Thermal Infrared Sensor (TIRS). The OLI sensor consists of nine spectral
bands (0.43–1.38μm) and acquire images at 16 days revisit time with the spatial resolution 15 m for the
panchromatic band (0.50–0.68μm) and 30 m for the remaining bands [58].

Table 1. Details of the Sentinel-1 and Landsat 8 images used in this study.

Sentinel-1A

Date Polarisations
Incidence angle

(◦)
Pixel size
(m ×m) Direction

17/01/2019 VH + VV 38.4 10 × 10 NE

29/01/2019 VH + VV 38.5 10 × 10 NE

Landsat 8

Row/Path Band
Wavelength

(μm)
Resolution

(m)

15/01/2019 44/145 4, 5 0.64–0.67, 0.85–0.88 30

22/01/2019 43/146 4, 5 0.64–0.67, 0.85–0.88 30

3.2. Field Measurement

We have used ML3 theta probe sensor and gravimetric method to measure soil moisture in the
field. Theta probe works on the principle of TDR, and it measures the bulk soil relative permittivity
(ε) at a frequency 100 MHz. This bulk relative permittivity is then converted into volumetric soil
moisture by applying a soil specific calibration of TDR. We have calibrated the theta probe for three
different dominant soil types of our study area. A detailed procedure of calibration is mentioned in the
Appendix A. To measure soil moisture, we have conducted a field campaign on 17 and 29 January 2019
in Bhopal, Madhya Pradesh. These dates coincide with the Sentinel-1A pass over Bhopal at 5:50 a.m.
(IST). At the time of satellite passes, we have measured the soil moisture at 37 locations.

To conduct measurements, we overlay a square grid of 3 km × 3 km on our study area [59].
We then randomly select few grids to measure the soil moisture. At the centre of each grid,
we measured the soil moisture by inserting the metal rod of the theta probe at 5 cm below the ground
surface and record the soil moisture value (m3/m3) in the data logger and acquired their locations
using a Garmin-64S handheld GPS (Figure 3a). We repeated this procedure at least in 8 to 10 different
locations within the grid and finally averaged them to get soil moisture (Figure 1). Simultaneously
at each location, we have collected about 100 g of soil samples at 5 cm below the ground surface
using tubular samplers (Figure 3b). We used these samples to measure soil moisture by oven drying
method (Figure 3c). At each of the measurement location, we have also taken observations on land
use, soil type, vegetation height and weather parameters (temperature, precipitation, etc.). Table 2
reports the detailed characteristics and location of our sampling sites.
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Figure 3. Measurement of soil moisture using (a) ML3 sensor and (b) Collection of soil samples in
the field. Photograph (c) Shows the sample processing in the laboratory for oven drying to calculate
soil moisture.
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3.3. Data Processing

3.3.1. Soil Samples

We processed the soil samples in laboratory to measure their moisture content. We took about
100 g each of soil samples from a grid and placed them in a separate beaker (Figure 3c). We placed the
samples in an electric oven at 105 ◦C for about 24 h [60,61]. Once the samples are completely dried,
we weighed them. The difference between initial and dry weight provides the amount of moisture
present in the soil samples. Eventually, we divide the weight of moisture content with the dry weight
of soil samples. This quantity is the gravimetric soil moisture (mg) and expressed in [kg/kg].

Since theta probe measures the volumetric soil moisture (mv), we need to convert our laboratory
measurement into comparable metric for any meaningful comparison. We multiply the gravimetric
soil moisture (mg) to the density ratio of soil (ρsoil) and water (ρwater) to compute the volumetric soil
moisture (mv) in [m3/m3] according to;

mv = mg · ρsoil
ρwater

(1)

3.3.2. Satellite Images

We have used Sentinel Application Platform (SNAP) v6.0 to process the Sentinel-1A images.
The processing involves four major steps, radiometric calibration, multilook, speckle noise reduction
using refined Lee filter, and terrain correction. Terrain or geometric calibration uses the Shuttle Radar
Topography Mission (SRTM) digital elevation model of spatial resolution 30 m. The resulting image
pixels contain the true backscatter (σ◦) values on a linear scale. Finally, we convert the backscatter
values into decibel scale (σdB) according to, σ◦

dB = 10 ∗ log10(σ
◦). We have also processed Landsat-8

images to compute NDVI. It helps to measure the intensity of vegetation cover in terms of vegetation
density and vegetation height. We take the ratio of the difference between band 5 (Near Infrared) and
band 4 (Red) to the sum of band 5 and band 4 of Landsat-8 images. The NDVI is required to specify
the validity range (NDVI ≤ 0.4) of modified Dubois model for soil moisture.

3.4. Soil Moisture Modelling

We have used the backscatter values of Sentinel-1A images and incidence angle in the modified
Dubois model to calculate the relative soil permittivity. Finally, we used the relative permittivity in
universal Topp’s model to compute volumetric soil moisture.

3.4.1. Radar Backscattering Model

Dubois et al. [19] developed an empirical model to calculate the relative soil permittivity from
quad polarised SAR images. Initially, this model was developed for L-, C- and X-band data obtained
from scatterometer and later applied on airborne images as well. The model structure is developed
on a strong physical reasoning; however, some of the unknown coefficients are obtained by fitting
to the experimental data. The backscattering coefficient for HH and VV polarisation is given by
Equations (2) and (3).

σ◦
HH = 10−2.75

(
cos1.5 θ

sin5 θ

)
100.028ε tan θ(k.s. sin θ)1.4λ0.7 (2)

σ◦
VV = 10−2.35

(
cos3 θ

sin3 θ

)
100.046ε tan θ(k.s. sin θ)1.1λ0.7 (3)

where θ is the incidence angle, ε is the relative soil permittivity, s is the surface roughness (cm),
k =(2π/λ) is the wavenumber, and λ is the SAR wavelength. These parameters can be grouped
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into two; sensor parameters (θ and λ) and target parameters (ε and s). In Equations (2) and (3),
target parameters are unknown. These equations can be inverted to compute the relative soil
permittivity and surface roughness parameters.

Dubois model is applicable for the SAR images acquired at incidence angle θ between 30◦ to 65◦

and in the frequency range between 1.5–11 GHz. Further, this model is valid on the region having
sparsely vegetation or barren land. The performance of the Dubois model is maximum where NDVI of
the image pixels is less than 0.4 (Dubois NDVI criterion) or in the region on SAR images where the
ratio of cross-polarised σ◦

HV/σ◦
VV is less than −11 dB [19].

Dubois model was initially developed for quad polarised SAR images; it can not be directly
applied to dual polarised data. In a study Rao et al. [41] modified the Dubois model by incorporating
in-situ measurements and field conditions and used the Equation (2) to calculate the soil moisture
from the SAR images acquired in HH polarisation.

To derive the unknown parameter (surface roughness) of Equation (3), we obtain the parameter
from regression model proposed by Srivastava et al. [62]. Once surface roughness is known,
Equation (2) or (3) can be solved to compute the other unknown, the relative soil permittivity.
A flowchart in Figure 4 illustrates the detailed methodology used for in-situ data acquisition,
image processing and modelling to estimate soil moisture.

Sentinel 1A
(VV + VH)

Landsat 8

Input
Pre-processing

M
odel Input

Backscattering
(VV + VH)

Incidence 
Angle

Unsupervised
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Modified 
Dubois model

Regression model Identification of sparse 
vegetation and bare land

patches 

Soil moisture
estimation
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& Geometrical correction
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using TDR
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Figure 4. Flow chart illustrates the methodology used for the estimation of soil moisture from
Sentinel-1 images.

3.4.2. Estimation of Soil Moisture

To estimate soil moisture, we used Topp’s model [63]. It takes the relative soil permittivity
derived from Sentinel-1A image as an input to estimate volumetric soil moisture content according to
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Equation (4). This model does not require a priori knowledge of soil properties (texture, grain size)
and is proven to be a robust approach for the estimation of soil moisture [64].

mv = −5.3 × 10−2 + 2.92 × 10−2ε − 5.5 × 10−4ε2 + 4.3 × 10−6ε3 (4)

4. Results

4.1. Performance of Calibrated Theta Probe

We compared the soil moisture measured from the theta probe and oven dry method. We observed
no obvious difference, despite a mild scatter, all data points seem to gather around a single line
(Figure 5). This suggests a good agreement between (R2 = 0.84 with RMSE = 0.025 m3/m3) both the
methods, provided theta probe is correctly calibrated for the specific soil types in the study area.
Hereafter we will use the measurements of theta probe for further analysis.
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Figure 5. Soil moisture measured using theta probe as a functions of gravimetric method. Shaded gray
region is the 95% confidence level of the regression curve.

4.2. Soil Moisture from Sentinel-1A

Once we calculated the soil moisture from Sentinel-1A images, we evaluated their accuracy with
the in-situ measurement. We first identified the valid region for modified Dubois model using the
Dubois NDVI criterion. For the locations where ground measurement is valid, we extracted the
corresponding pixels from the modelled soil moisture maps. For both the dates, we observed a good
agreement (R2) between the measured and modelled soil moisture (Figure 6). However, at some
locations, the difference between the modelled and measured values of soil moisture is comparatively
large. This is probably due to the spatial scale mismatch, heterogeneous field conditions, measurement
uncertainty, and model bias. When in-situ measurement is compared with the satellite derived soil
moisture, a representative error arises due to the difference in the spatial scale of in-situ measurement
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and satellite observation. The spatial scale mismatch becomes more prominent when the land surface
is heterogeneous. This limits the competency to compare the point measurement with the satellite [65].
The error in the retrieval of soil moisture increases with the heterogeneity in land surface [66].
Further, the measurement uncertainty is mainly due to the error associated with in-situ measurement.
For example, error resulting from the conversion of dielectric constant to soil moisture in TDR, presence
of organic matter in the soil, overestimation of drying condition in oven and difference in the sampling
depth of the in-situ and satellite measurements [67].

To reduce the measurement uncertainty, we have calibrated the TDR, removed the organic matter
from soil the soil samples, and collected soil samples in the field according to the simulated penetration
depth of the C-band SAR signal in the ground [51]. Model error (or bias) is mainly due to the
assumptions followed by its use.
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Figure 6. Regression curve between satellite derived and in-situ (TDR) measured soil moisture.
Shaded gray region is the 95% confidence level of the regression curve.

To overcome the systematic errors (instrument calibration and model error), we performed a bias
correction by applying the CDF matching approach [68]. This is one of the widely used statistical
methods to minimise the bias in satellite-derived soil moisture [69–71]. In principle, we adjusted the
satellite-derived soil moisture according to the CDF of in-situ (TDR) soil moisture to minimise their
difference (Figure 7).

Applying the CDF correction on our data, biases in the soil moisture derived from Sentinel-1A
has reduced from 0.02 m3/m3 to 0.001 m3/m3. Finally, we used the bias corrected values to generate
soil moisture maps for 17 and 29 January 2019 (Figure 8) of the study area.

223



Remote Sens. 2020, 12, 2266

0.05 0.1 0.15 0.2 0.25 0.3 0.35
Soil moisture [m3/m3]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
C

D
F

TDR SM (Reference)
Sentinel 1A SM (Biased)
Sentinel 1A SM (Corrected)

Figure 7. Bias correction using the CDF matching technique. Solid black line is the CDF of in-situ
measured soil moisture using TDR, dashed and dotted lines in black are the CDF of biased and
corrected soil moisture estimated from sentinel-1A respectively.
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Figure 8. Spatial distribution of soil moisture estimated from Sentinel-1. Pixels shown in white
correspond to the region where modified Dubois model is not valid.

5. Discussion

This study uses modified Dubois model to estimate soil moisture from dual polarised (VV and VH)
Sentinel-1A images. Our result suggests that the model derived soil moisture accord well (R2 = 0.75
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and RMSE = 0.035 m3/m3) with the in-situ measurement (Figure 6). This is consistent with the range
of RMSE (0.03–0.04) m3/m3 reported by other researchers [72].

The modelled soil moisture is subject to bias due to various geometric, atmospheric and modelling
errors. The magnitude of these uncertainties depends on various factors such as choice of a backscatter
model, frequency of SAR images, ground condition and vegetation types. Several methods such as
mean based (linear, local intensity and variance scaling) and the distribution-based (quantile and CDF
matching) have been developed to correct the bias from the modelled soil moisture values [68,73–77].

We have used the CDF matching approach to minimize the bias from our modelled soil moisture.
In doing so, we have adjusted the CDF of biased values according to the CDF of reference data.
This has significantly reduced the bias from our modelled soil moisture. Figure 9, shows the relative
soil moisture values estimated from Sentinel-1A images before and after the CDF correction.
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Figure 9. Relative soil moisture plotted at their corresponding sample location ID. Difference between
the measured (solid line) and modelled (dotted lines) soil moisture is shown before and after the
bias correction.

We observed, at some locations the modelled soil moisture is overestimated or underestimated
with respect to the measured values. The underestimation is probably related to low backscattering
coefficients from relatively smooth surfaces. Similarly, the overestimation of soil moisture could be
associated with the high surface roughness resulting in high backscattering coefficients.

Though Sentinel-1A images provide a first-order estimation of soil moisture, modelling soil
moisture from satellite images has substantial limitations and challenges. Most of the backscatter
models used for the estimation of the relative soil permittivity from SAR backscatter are only valid for
a specific range of soil moisture. For example, the modified Dubois model is valid for soil moisture in
a range between 0 and 0.35 m3/m3. Microwave SAR images with appropriate backscatter models can
estimate soil moisture only upto a few cms below the soil surface. In our case, we have estimated the soil
moisture from the top about 5 cm below the ground surface. Further, many of the existing backscatter
models are applicable for specific landuse and landcover classes. For example, Oh and water cloud
models are applicable for barren and vegetated lands, respectively. The modified Dubois model can
be applied on both barren and sparsely vegetated (NDVI ≤ 0.4) land. In summary, modified Dubois
model performs well over the semi-arid region on agriculture and barren land. The performance is
further improved when the bias correction method is used.

Moreover, estimation of soil moisture from C-band SAR is sensitive to various parameters such
as; the incidence angle, polarisation, vegetation height and vegetation indices, i.e., Leaf Area Index
(LAI). Ulaby [13] observed that in a typical agricultural field (LAI > 0.5), the effect of vegetation is
more prominent in the radar backscatter compared to other target properties.

As a consequence, when the vegetation effect starts dominating, it complicates the soil moisture
retrieval. The backscatter values results from the combined signature of vegetation and underlying
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soil water [78]. In such condition we can not ignore the attenuation due to vegetation. To minimise the
effect of vegetation, scattering model such as the WCM can be implemented [79–83].

6. Conclusions

We have shown that the modified Dubois model provides a good estimate (R2 = 0.75) of soil
moisture in a region of heterogeneous land cover. The modelled soil moisture is subject to error due to
the model (systematic) and sampling (random) errors. We have shown that the systematic error (also
called systematic bias) can be largely minimised by the CDF matching technique. Whereas random
errors can be reduced by increasing the number of sample size.

We found that the VV polarisation of Sentinel-1A is suitable for soil moisture monitoring.
This is mainly because the VV polarisation is more sensitive to the soil contribution. In contrast,
VH polarisation is more sensitive to the volume scattering, and it describes the vegetation contribution
more effectively. Since our model is only for VV or HH, we have used the VV polarisation based on
the polarisation of the Sentinel-1A data.

Further, the potential of VV and HH polarisation of Sentinel-1A may be evaluated, especially
for the models (i.e., WCM) that can estimate soil moisture in diverse vegetation condition. Finally,
our first-order analysis calls for a more detailed study on soil moisture modelling from Sentinel-1A
images in diverse soil, landuse and landcover conditions.

This study is a step towards monitoring the surface soil moisture at higher spatial and temporal
resolution from remote sensing data. Our methodology can be used to predict and monitor
meteorological droughts, agricultural productivity and managing water resources in the region.
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Appendix A

Theta probe (ML3 sensor) requires an intensive soil specific and a sensor specific calibration
before being used for data acquisition in the field. The soil specific calibration explores a functional
relationship between the relative soil permittivity and soil moisture. In contrast, the sensor specific
calibration explores the functional relationship between the relative soil permittivity and ML3 output
(volts). Both the soil and sensor specific calibration equations are combined to finally convert the
sensor output directly into soil moisture. The soil specific calibration allows to find the two constants
(a0, a1) of Equation (A1). √

ε = a0 + a1 · mv (A1)

For sensor calibration, ML3 sensor measures the bulk relative soil permittivity using the empirical
relation given by Equation (A2);

√
ε = 1.0 + 6.175 · V + 6.303 · V2 − 73.578 · V3 + 183.44 · V4 − 184.78 · V5 + 68.017 · V6 (A2)
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where, V is the voltage in Volt. Combining soil and sensor specific calibration equation reads
(Equation (A3));

mv =

√
ε − a
a1

(A3)

Before the field campaign, we have calibrated the theta probe at three different locations in the
study area (Figure A1).

S3S2S1

Figure A1. Soil samples used from three different fields for the calibration of MLT-3 theta probe.
Samples from S1 and S3 corresponds to agricultural lands composed of black cotton soil and rich
in organic matters. S2 consists of black soil with granules rubble (about 20–25%) formed due to the
subsequent weathering of Deccan basalt.

The corresponding values of the calibration constant is given Table A1.

Table A1. Field derived calibration constants for MLT-3 theta probe.

Measuring Unit Site 1 (S1) Site 2 (S2) Site 3 (S3)

Ls (cm3) 563 563 563
Ww (gm) 491 505 504
Vw (mV) 342 333 350
W0 (gm) 410 415 421
V0 (mV) 101 72 90
a0 1.6 1.5 1.6
a1 7.1 7.4 7.6

To calculate a0 and a1, we have measured two voltage from Equation (A2). V0 and Vw correspond
to the dry and wet samples respectively. We have also measured wet weight (Ww) and dry weight (W0)
of the samples.

Calculation of a0: For dry soil (i.e., mv=0), Equation (A1), is reduced to
√

ε0 = a0. Substituting the
value of V0 in Equation (A2), we have calculated the value of

√
ε0. Eventually we calculated a0

according to;
a0 =

√
ε0 (A4)

Calculation of a1: For wet soil, we calculated the soil moisture as;

mv =
Ww − W0

Ls
(A5)

where, Ls is the volume occupied by the sample in the beaker. By substituting the value of Vm in
Equation (A2), we have calculated the values of

√
εm. Finally a1 is calculated according to;

a1 =

√
εw −√

ε0

mv
(A6)
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Abstract: This study aimed to analyze existing microwave surface (Oh, Dubois, Water Cloud
Model “WCM”, Integral Equation Model “IEM”) and canopy (Water Cloud Model “WCM”,
Single Scattering Radiative Transfer “SSRT”) Radiative Transfer (RT) models and assess advantages
and disadvantages of different model combinations in terms of VV polarized radar backscatter
simulation of wheat fields. The models are driven with field measurements acquired in 2017 at a test
site near Munich, Germany. As vegetation descriptor for the canopy models Leaf Area Index (LAI)
was used. The effect of empirical model parameters is evaluated in two different ways: (a) empirical
model parameters are set as static throughout the whole time series of one growing season and
(b) empirical model parameters describing the backscatter attenuation by the canopy are treated as
non-static in time. The model results are compared to a dense Sentinel-1 C-band time series with
observations every 1.5 days. The utilized Sentinel-1 time series comprises images acquired with
different satellite acquisition geometries (different incidence and azimuth angles), which allows us to
evaluate the model performance for different acquisition geometries. Results show that total LAI as
vegetation descriptor in combination with static empirical parameters fit Sentinel-1 radar backscatter
of wheat fields only sufficient within the first half of the vegetation period. With the saturation of
LAI and/or canopy height of the wheat fields, the observed increase in Sentinel-1 radar backscatter
cannot be modeled. Probable cause are effects of changes within the grains (both structure and
water content per leaf area) and their influence on the backscatter. However, model results with
LAI and non-static empirical parameters fit the Sentinel-1 data well for the entire vegetation period.
Limitations regarding different satellite acquisition geometries become apparent for the second half
of the vegetation period. The observed overall increase in backscatter can be modeled, but a trend
mismatch between modeled and observed backscatter values of adjacent time points with different
acquisition geometries is observed.

Keywords: Oh; Dubois; IEM; WCM; SSRT; SAR; soil moisture; LAI; wheat; Sentinel-1

1. Introduction

Soil moisture plays an important role in land surface processes, such as water and energy fluxes.
Therefore, soil moisture is a key variable in scientific fields like climatology, hydrology, meteorology,
or agriculture [1,2]. In recent decades, microwave data has proven to be a suitable tool for long-term
soil moisture derivation of large areas and different land cover types [3–9]. The retrieved soil
moisture information is widely used in applications, like climate modeling, precision farming,
water management, flood forecast, and drought monitoring [10–14]. With different available Synthetic
Aperture Radar (SAR) data from different sensors and for different usage in terms of absolute accuracy
and spatial scale, various soil moisture retrieval approaches, like change detection, microwave
data fusion (active and passive), differential Synthetic Aperture Radar (SAR) interferometry, or
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SAR polarimetry, are available [15]. Furthermore, land surface parameters, like soil moisture,
can be also derived by using Radiative Transfer (RT) models. Starting in 1974 [16], with the first
publication examining radar response and soil moisture [17], hundreds of different studies developing
and/or analyzing new or existing RT models have been conducted. RT models try to simulate the
interaction of the radar wave with the soil and the vegetation to derive different soil and vegetation
parameters [18]. Complexities in RT models for surface backscatter calculations range from simple
empirical regression-based models [18–21] and different empirical models based on the Water Cloud
approach (WCM surface part) [22–25], over semi-empirical models from Oh (Oh92, Oh04) [26,27]
or Dubois (Dubois95), [28] to physical-based models, like the Integral Equation Model (IEM) in its
original form [29] or refined versions [30–32]. Common RT models for canopy backscatter calculations
range from empirical models, like Water Cloud Model (WCM canopy part) [22], to more sophisticated
and multi-layered models, like the Michigan Canopy Scattering Model (MIMICS) [33], Tor Vergata
model [34], Single Scattering Radiative Transfer (SSRT) models described by De Roo [35] or Ulaby [17],
or a first order scattering model from Quast [36,37]. Despite the large numbers of existing models, there
is still the need of an algorithm generating soil moisture maps with acceptable accuracy of 3–4% [17].

So far, several studies have been carried out to test and compare pure surface RT models [15,38–42].
Research analyzing radar backscatter calculations and soil moisture retrieval approaches of combined
surface and canopy RT models has been performed. For these studies different test sites,
land cover types, and vegetation descriptors were used [25,43–55]. Investigations on how different
vegetation descriptors, like Leaf Area Index (LAI), Vegetation Water Content (VWC), Leaf Water Area
Index (LWAI), normalized Plant Water Index (PWI), or Normalized Different Water Index (NDWI),
affect soil moisture retrievals have been carried out, as well [25,48,53,54]. In this context, synergistic
retrieval approaches by using vegetation descriptors derived from optical sensors as input data for
microwave RT models have been published more and more in recent years [45,52,56–61].

Despite the existing analyses, a study testing and comparing different surface and canopy RT
model combinations with focus on the interaction between surface and canopy part and advantages
or disadvantages of the model combinations is missing. The launch of Sentinel-1A/B, and, therefore,
the availability of free SAR data with high temporal and spatial coverage, constitutes a suitable basis
for such an analysis. Investigations of the usage of dense Sentinel-1 time series with observations up to
every 1.5 days in terms of future synergistic retrieval approaches of SAR and optical data are needed.
The models and the knowledge gained from this paper shall be used within a newly developed
platform called MULTIPLY, which combines data from different optical and microwave satellites by
using state-of-the-art RT models within a data assimilation framework to consistently acquire and
interpret different land surface parameters.

This study was performed on time series data with high temporal and spatial (field scale)
resolution. The surface RT models WCM, Oh92, Oh04, Dubois95, and IEM were coupled with
canopy models WCM or SSRT. With these model combinations, VV polarized backscatter values for
an entire vegetation period of different wheat fields was calculated. The different input variables for
the model combinations, such as soil moisture, canopy height, LAI, or soil properties, were provided
by field measurements. For other parameters, like surface roughness or single scattering albedo,
suitable literature values were chosen. LAI was used as vegetation descriptor because of available
field measurements and its straight forward derivation from optical sensors [62–64]. The remaining
empirical parameters were calibrated by comparing modeled backscatter with Sentinel-1 backscatter
values. In summary, this paper aimed to

• investigate different RT model combinations and asses their advantages and disadvantages;
• evaluate if different radar acquisition geometries are modeled adequately with the used

RT models; and
• serve as preliminary work for future synergistic retrieval approaches of SAR and optical sensors

with a focus on high spatial and temporal resolutions.
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Section 2 presents the used dataset. Section 3 summarizes the used RT models. In Section 4,
calibration and validation results are shown and discussed. Finally, the main conclusions are drawn
in Section 5.

2. Datasets

2.1. Study Area

The study area, Munich North Isar (MNI), is located in southern Germany (Bavaria), near Munich
(48◦13’N–48◦20’N, 11◦39’E–11◦45’E, Figure 1). Since 2014, almost every year from spring until autumn,
different field campaigns targeting agricultural purposes were carried out [65–68]. From March to
September 2017, an intensive field campaign focusing on maize and wheat fields for validation of
soil and vegetation parameter retrievals from Sentinel-1, Sentinel-2 and the future EnMAP satellite
was conducted. MNI is characterized by intensive agriculture with wheat, maize, and grassland
as main crop types. In close vicinity (<10 km) to the test site two meteorological stations, Freising
(470 m a.s.l.) and Eichenried (475 m a.s.l.) managed by the Bavarian State Research Institute (LFL)
and one meteorological station Munich-airport (446 m a.s.l.) managed by the German Meteorological
Service (DWD) are situated. The annual measured mean temperature for 2017 ranges between
9 ◦C (Freising) and 9.3 ◦C (Eichenried). The average annual precipitation for 2017 reached 753 mm
(Munich-airport) to 853 mm (Eichenried). The used data for this study includes field campaign data of
wheat fields from 2017 (Section 2.2) and Sentinel-1 satellite data (Section 2.3).

Figure 1. Overview of study area Munich-North-Isar (MNI) located in southern Germany (Bavaria).
Three wheat test fields—508 (green), 542 (orange), and 301 (blue)—with three measurement points
each of the field campaign in 2017 are highlighted. Reference system: WGS84 (EPSG:4326).

2.2. Field Data

During the MNI field campaign of 2017, weekly field measurements of different biophysical
parameters (Table 1) were conducted. The total LAI was measured with a LI-COR Biosciences
LAI-2200C device (LI-COR Biosciences Inc., Lincoln, NE, USA) as an average of 14 measurements
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from the same area. The measurements were taken within each test field at three different locations
(Figure 1). The accuracy of LAI in terms of mean standard deviation of repeated measurements ranges
within the fields between 0.45 and 0.52. The monitoring period started end of March and ended
shortly before the fields were almost simultaneously harvested in mid of July. Additionally, Decagon
TM5 soil moisture sensors using the capacity method were installed permanently within the first five
centimeters of the soil surface. Soil moisture changes were monitored with a time interval of 10 min.
Information about the soil was provided by earlier campaigns when soil samples were taken from
the fields, and the soil properties were analyzed in the laboratory (Table 2). The soils bulk density
with 1.45 ± 0.13 g/cm3, and the clay content with 7.38 ± 1.8%, show no high variability between the
different fields. The sand content, on the other hand, shows higher variability, with 24.08 ± 10.46%.

Table 1. Acquisition time, time interval, and range of dynamic in-situ measurements.

Variable Acquisition Time Time Interval Range

Canopy height [cm] 03/24–07/17/2017 weekly 7–105
LAI 03/24–07/17/2017 weekly 0.35–6.25

Soil moisture [m3/m3] 03/24–07/17/2017 continues 0.09–0.38

Table 2. Laboratory results for sand, clay, and bulk content of soil surface samples.

Variable Time Interval Mean Std

Soil sand content [%] once (several locations) 24.08 10.46
Soil clay content [%] once (several locations) 7.38 1.80
Bulk density [g/cm3] once (several locations) 1.45 0.13

2.3. Satellite Data

For this study, C-band Sentinel-1 SLC data of Sentinel-1A/B was used. The Sentinel data was
pre-processed with ESA’s SNAP Toolbox Version 7.0.3. An overview of all applied pre-processing
steps is given in Figure 2. For the geometric correction, SRTM data with 1 arc-second resolution
was chosen as digital elevation model input. Afterward, the radiometric correction method of
Kellndorfer et al. [69] was applied. In a second pre-processing step, a multi-temporal Lee-sigma
filter was used for speckle reduction. The temporal filter was applied on each image with information
of 6 other images (three before the target and three after) with a spatial window size of 5 × 5 pixels,
a sigma of 0.9, and a target window size of 3 × 3 pixels. For the period of the field campaign in 2017
(March to July), in total, 78 Sentinel images covering the study area are available. Considering images
with different orbit directions (ascending and descending) and different incidence angles (ranges from
35◦ to 45◦) a revisit time of 1.5 days was archived. The spatial resolution of the processed data was
10 × 10 m. A more detailed overview of the used Sentinel-1 dataset and the image properties is given
in Table 3. The primary acquisition mode of Sentinel-1 provides data with polarization VV and VH.
For our study, the focus was set on polarization VV due to findings that, for retrieving soil moisture,
the usage of VH alone or in addition to VV is not suitable for well-developed vegetation [45,70].

Table 3. Available Sentinel-1A/B satellite data for MNI field campaign period in 2017 (03/23–07/17/2017).

Asc./Desc. Incidence Angle [◦] Relative Orbit Amount Revisit Time [Days] Acquisition Time

Ascending 36 44 19 6 4:58 p.m.
45 117 19 6 5:06 p.m.

Descending 43 95 20 6 5:17 a.m.
35 168 20 6 5:25 a.m.
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Figure 2. Schematic overview of SNAP pre-processing steps to retrieve geometric and radiometric
corrected images from Sentinel-1 SLC data (left). Pre-processing steps for speckle reduction using a
multi-temporal speckle filter (right).

3. Microwave Radiative Transfer Models

3.1. Surface RT Models

3.1.1. Empirical Water Cloud Model (WCM Surface Part)

The WCM, often referred to as the tau-omega model, was developed by Attema and Ulaby in
1978 [22]. For a given polarization pq (pq = HH, VV, or HV), the surface contribution σ0

spq of WCM to
the backscattered radar signal in dB scale is defined as

σ0
spq = Cpq + Dpq · mv, (1)

with empirical fitted soil parameters Cpq and Dpq and soil moisture content mv. Cpq is an empirical
calibration constant, whereas Dpq, as a calibration factor, indicates the sensitivity of soil moisture
on the received radar signal. The WCM surface part is a purely empirical model thus no additional
information about surface roughness or incidence angle is needed. Therefore, the empirical parameters
have to be calibrated for each test site separately.

3.1.2. Semi-Empirical Oh Model 1992 (Oh92)

In 1992, Oh et al. [26] developed an approach for the retrieval of soil moisture and soil surface
roughness by empirical determined functions. Based on scatterometer measurements and various

ground measurements of soil moisture and surface roughness, two functions for the co- (p =
σ0

sHH
σ0

sVV
)

and cross-polarized (q =
σ0

sHV
σ0

sVV
) backscatter ratios were fitted. Consequently, p and q are defined as

p =
σ0

sHH

σ0
sVV

=

[
1 −

(
2θ

π

) 1
3R0 · e−ks

]2

(2)
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and

q =
σ0

sHV

σ0
sVV

= 0.23
√

R0 (1 − e−ks), (3)

with θ as local incidence angle, k as radar wave number (k = 2π/λ), where λ is the wavelength, and s
as rms height. R0 is the Fresnel reflectivity coefficient at nadir given by

R0 =

∣∣∣∣1 −√
εr

1 +
√

εr

∣∣∣∣
2

, (4)

where εr is the relative dielectric constant. The VV polarized backscatter coefficient σ0
sVV

is further
defined as

σ0
sVV

= 0.7
[

1 − e−0,65(ks)1.8
]

cos3θ√
p

[
Rv(θ) + Rh(θ)

]
, (5)

with the Fresnel coefficients for horizontal Rh and vertical Rv polarization

Rh =
μrcosθ −√

μrεr − sin2θ

μrcosθ +
√

μrεr − sin2θ
, (6)

Rv =
εrcosθ −√

μrεr − sin2θ

εrcosθ +
√

μrεr − sin2θ
, (7)

where μr is the relative permittivity. Furthermore, the backscatter coefficients σ0
sHH

and σ0
sHV

are given
with respect to σ0

sVV
, p, and q by

σ0
sHH

= p σ0
sVV

, (8)

σ0
sHV

= q σ0
sVV

. (9)

The model in its original form can be applied for the retrieval of soil moisture or soil surface
roughness for bare soil conditions at several frequencies (X- to L-Band) and a broad range of incidence
angles (10–70◦). Because it is a semi-empirical model, the validity range of the model in terms of soil
moisture and soil surface roughness is defined with 0.1 < ks < 6, and 9 Vol.% < mv < 31 Vol.%.

3.1.3. Semi-Empirical Oh Model 2004 (Oh04)

In 2004, Oh [27] revised and simplified his original approach to use only soil moisture (mv) as
an independent variable rather than R0 and εr (Section 3.1.2). Thus, if using mv as input variable,
no additional information about the soil properties (bulk density, sand and clay content) is needed.
The model is defined by

p =
σ0

sHH

σ0
sVV

= 1 −
(

2θ

π

)0.35 mv−0.63

· e−0.4 (ks)1.4
, (10)

q =
σ0

sHV

σ0
sVV

= 0.095 (0.13 + sin1.5θ)1.4 [1 − e−1.3 (ks)0.9
], (11)

σ0
sHV

= 0.11 mv0.7 (cosθ)2.2 [1 − e−0.32 (ks)1.8
]. (12)

Oh04 is optimized for bare soils with 0.13 < ks < 6.98, 4 Vol.% < mv < 29.1 Vol.% and
10◦ < θ < 70◦.

3.1.4. Semi-Empirical Dubois Model (Dubois95)

Dubois et al. [28] proposed, in 1995, an empirical approach to determine backscatter values for HH
and VV polarizations based on soil moisture, soil surface roughness, and system parameters, like local
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incidence angle, wavelength, and frequency. Two non-linear equations were fitted to measured
backscatter values obtained by a scatterometer for a broad range of frequencies ranging from 2.5 GHz
to 11 GHz and incidence angles ranging from 30◦ to 60◦. The backscatter values can be calculated by

σ0
sHH

= 10−2.75 cos1.5θ

sin5θ
10 0.028 εr tanθ (ks · sinθ)1.4 λ0.7, (13)

σ0
sVV

= 10−2.37 cos3θ

sin3θ
10 0.046 εr tanθ (ks · sinθ)1.1 λ0.7. (14)

The Dubois model was optimized for bare soil conditions and has a validity range for soil moisture
of mv ≤ 35 Vol.% and soil surface roughness of ks ≤ 2.5.

3.1.5. Physical Integral Equation Model (IEM)

The IEM is a theoretical backscattering model and was developed by Fung et al. [29] in 1992.
Since then, Fung and colleagues extended the IEM to bistatic scattering [71]. The general co-polarized
backscatter coefficient σ0

pp for pp = VV or HH is defined as

σ0
spp =

k2

4π
ek2s2cos2θ

∞

∑
n=1

|In
pp|2

Wn (2ksinθ, 0)
n!

, (15)

where In
pp is

In
pp = (2 ks cosθ)n fppe−k2s2cos2θ + (ks cosθ)n Fpp, (16)

with Wn as the Fourier transform of the nth power of the surface correlation function p(x, y).
Furthermore, the backscatter at cross polarization σ0

sHV
is calculated as

σ0
sHV

=
k2

16π
e−2k2s2cos2θ

∞

∑
n=1

∞

∑
m=1

(k2s2cos2θ)n+m

n!m!∫
[|FHV(u, v)|2 + FHV(u, v)F∗

HV(−u,−v)] Wn(u − k sinθ, v) Wm(u + k sinθ) dudv.

(17)

The Kirchhoff coefficients fHH , fVV and complementary field coefficients FHH , FVV , FHV are
given as

fHH =
2Rh
cosθ

, (18)

fVV =
2Rv

cosθ
, (19)

FHH = 2
sin2θ

cosθ
[4Rh − (1 − 1

εr
(1 + Rh)

2)], (20)

FVV = 2
sin2θ

cosθ
[(1 − εcos2θ

μrεr − sin2θ
)(1 − Rv)

2 + (1 − 1
εr
)(1 + Rv)

2], (21)

FHV(u, c) =
Uv

kcosθ
[

8R2
√

k2 − u2 − v2
+

−2 + 6R2 + (1+R)2

εr
+ εr(1 − R)2√

εrk2 − u2 − v2
], (22)

with Fresnel coefficient at horizontal Rh (Equation (6)) and vertical Rv (Equation (7)) polarization thus
R is described by

R =
Rv − Rh

2
. (23)

The Fourier transform of the nth power of the surface correlation coefficient Wn(a, b) is
calculated by

Wn(a, b) =
1

2π

∫ ∫
pn(x, y)e−i(ax+by)dxdy. (24)
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The distribution of surface correlation function p(x, y) can be described for low surface roughness
as exponential and high surface roughness values as Gaussian by

p(x, y) = e−(
|x|+|y|

L ) (exponential), (25)

p(x, y) = e−(
x2+y2

L2 )
(Gaussian), (26)

with L as correlation length.

3.2. Surface and Canopy RT Models

3.2.1. Empirical Water Cloud Model (WCM)

The WCM [22] with respect to surface σ0
spq and canopy σ0

cpq contribution, as well as two-way
attenuation T2

pq, is defined as
σ0

pq = σ0
cpq + T2σ0

spq , (27)

whereas the canopy part σ0
cpq in linear scale and the two-way attenuation T2

pq are written as

σ0
cpq = Apq V1 cosθ (1 − T2

pq), (28)

T2
pq = e−2 Bpq V2 secθ , (29)

where θ is the local incidence angle, V1 and V2 are empirical vegetation descriptors, and Apq, as well
as Bpq, are fitted parameters of the model which depend on the vegetation properties and the radar
configuration. For σ0

spq in Equation (27), each of the described surface models in Section 3.1 can be used.

3.2.2. Semi-Empirical Single Scattering Radiative Transfer (SSRT) Model

The SSRT model used by De Roo [35] and Ulaby [17] is a semi-empirical first-order scattering
model. The model is defined as

σ0
pq = σ0

gpq + σ0
cpq + σ0

cgtpq + σ0
gcgpq , (30)

where
σ0

gpq = TpTq σ0
spq , (31)

with Tp and Tq as attenuation of the canopy for different polarizations and σ0
spq describing the

pure surface scattering mechanism. Similar to the definition of WCM in Section 3.2.1, all surface
models described in Section 3.1 can be used for calculating the surface contribution σ0

spq within SSRT.
Furthermore, the p polarized one way transmittivity of the canopy Tp is defined as

Tp = e−τp , (32)

with τp as the p polarized attenuation of the canopy given by

τp = kp
e H secθ, (33)

whereas H represents the canopy height. The extinction coefficient kp
e which accounts for the absorption

and scattering losses of the electromagnetic wave through the canopy is defined as

kp
e = kp

a + kp
s . (34)

In general, a canopy consists of leaves, stalks, and branches with different shapes and orientations,
which do not show a linear distribution in the vertical. However, in the applied SSRT, it is assumed
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that kp
e , kp

a , and kp
s follow a uniform distribution in the vertical as a function of z within the canopy

layer. In addition to the extinction coefficient, the scattering part kp
s of kp

e can be derived by

kp
s = kp

e ω, (35)

where ω represents the single scattering albedo. For the direct backscattering contribution of the
canopy σ0

cpq , Attema and Ulaby’s [22] water cloud approach of identical scatterers, which are uniformly
distributed within the volume, is used. Thus, multiple scattering effects are ignored. As a consequence,
the volume backscattering coefficient σback

Vpq
of the vegetation medium is defined as

σback
Vpq

= Nv σback
pq , (36)

with Nv as the number of scattering particles per unit volume and σback
pq as the pq polarized

backscattering cross section of a single particle. Finally, the pq polarized canopy backscattering
coefficient σ0

cpq within Equation (30) can be obtained from

σ0
cpq =

σback
Vpq

cosθ

kp
e + kq

e
(1 − TpTq). (37)

Furthermore, ground/canopy (σ0
gcpq ) and canopy/ground (σ0

cgpq ) scattering contributions are
defined as

σ0
gcpq = σbist

vpq H Rq TpTq, (38)

σ0
cgpq = σbist

vpq H Rp TpTq, (39)

where H is the canopy height, σbist
vpq is the bi-static scattering cross section of a single leaf or stalk, and

Rp describes the p polarized Fresnel reflectivity (Equations (6) and (7)). Thus, the total canopy ground
contribution σ0

cgtpq
within Equation (30) as the sum of σ0

gcpq and σ0
cgpq can be written as

σ0
cgtpq = σbist

vpq H [Rp + Rq] TpTq. (40)

Furthermore, ground canopy ground contribution (σ0
gcgpq ) within Equation (30) is defined as

σ0
gcgpq =

σback
Vpq

cosθ

kp
e + kq

e
(RpRq − TpTq). (41)

3.3. Practical Considerations

Each described model requires a different set of input parameters. A summary for the different
RT models is given in Table 4. For some parameters, field measurements (Section 2.2) or literature
values (s and ω, Table 5) are used, and other site dependent parameters have to be fitted. The analyzed
wheat fields were sown in autumn of 2016. By the starting point of the observation period (end of
March 2017), the soil surface was already smoothed out by rain and the ground was covered by wheat
plants (height > 10 cm). Marzahn et al. [72] showed that, for wheat fields with the above mentioned
state, only minor changes in terms of roughness throughout the vegetation period are observable.
Previous studies regarding periodic features and roughness changes [73,74] found out that changes in
surface roughness due to soil rows as periodic feature within wheat fields are essential if the viewing
angle is nearly perpendicular to the row orientation, but, for other viewing angles, the changes within
surface roughness are negligible. The viewing angle and the row orientation of the wheat fields in
our study are always <75◦. Therefore, changes due to periodic soil rows are assumed to be negligible.
Typical roughness measurements of various winter wheat fields suggest rms values between 1.0 and
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1.3 [72,73,75–78]. With the assumption of only minor roughness changes throughout the vegetation
period, a literature value for surface height s of 1.2 cm was chosen. The value of 1.2 cm was used
due to former field campaign measurements of wheat fields in Germany [72,73]. For single scattering
albedo ω, a common literature value of 0.03 [79] was set. The conversion from soil moisture field
measurements to the required model input of dielectric constant ε for models Oh92, Dubois95, and IEM
was performed by using a dielectric mixing model for soils after Dobson et al. [80]. The required
soil information about sand and clay content, bulk density (Table 2), and soil moisture (Table 1) were
provided by field measurements and laboratory results. Additionally, for some parameters, in their
original form, adjustments were made within this study. In particular, DeRoo et al. [35] used for
parameterizing of the extinction coefficient kp

e a combination of an empirical parameter, vegetation
water mass and vegetation height. In our study, the vegetation water mass, and the vegetation height
were replaced by total LAI. Therefore, kp

e is defined by

kp
e = coe f ∗

√
LAI, (42)

with coef as an empirical parameter. To reduce the required parameters for model IEM,
a well-established approach of Baghdadi et al. [31,45] was used. The correlation length L was replaced
by a fitted parameter Lopt which is dependent on s, θ, and the polarization. Lopt for C-band VV
polarization data and the Gaussian correlation function after Baghdadi et al. [45] is defined as

Lopt(s, θ, VV) = 1.281 + 0.134(sin0.19θ)−1.59s. (43)

The refined version of Baghdadi is hereinafter referred to as IEM_B. A schematic illustration
of the RT model calibration approach is shown in Figure 3. All RT model combinations (surface +
canopy) are driven by field measurements and the required empirical parameters (Table 4). The fitting
of the empirical parameters was carried out by minimizing the sum of the squared error between
modeled and measured (Sentinel-1) radar backscatter values. For the measured Sentinel-1 backscatter
value of each measurement point shown in Figure 1, the mean backscatter of 5 × 5 pixel (50 × 50 m)
around the measurement location was chosen. In a first fitting approach, all parameters shown in
Table 4 were defined to be static for the entire vegetation period. In a second fitting approach, WCM
parameters C, D, and A were set to be static; therefore, the mean (Table 5) of all model results of
the static approach was used. The used values for the different parameters for validation are shown
in Table 5. Additionally, the attenuation of the backscatter through the canopy was defined to be
variable throughout the time series. More specifically, parameters coe f within SSRT and B within WCM
were fitted for each time step individually by taking three observations before and after into account.
By making only coe f or B variable, changes within the results can then clearly related to changes of
the attenuation of the radar backscatter signal by the canopy. Field measurements used as model
input parameters show multidimensionally unstructured inter- and intra-field correlations. Therefore,
measurement point independency is assumed, and a validation of the parametrized RT models is
performed using a leave-one-out cross-validation approach. Hereby, the parameter mean of the
calibration results of eight measurement points is validated with the remaining measurement point.

242



Remote Sens. 2020, 12, 3037

Table 4. Overview of differences of surface models Water Cloud Model (WCM surface), Oh models
Oh92 and Oh04, Dubois95, and Integral Equation Model refined version of Baghdadi (IEM_B), as well
as canopy models Single Scattering Radiative Transfer (SSRT) and WCM canopy, in terms of type,
validity range, site dependency, required input parameters, and polarization. Separation of used input
parameter of the analyzed Radiative Transfer (RT) models in fitted parameters and parameters where
field measurements or literature values were used as input data.

Type Validity Range
Site

Dependent

Required Parameters
Pol.

Fitted
Field Measurements
or Literature Values

WCM
surface empi. 10◦ < θ < 70◦ Yes C, D θ, mv HH, VV

VH

Oh92 semi-empi.
10◦ < θ < 70◦

No s, k, θ, ε
(clay, sand, bulk, mv)

HH, VV
VH0.1 < ks < 6

9 < mv < 31Vol.%

Oh04 semi-empi.
10◦ < θ < 70◦

No s, k, θ, mv HH, VV
VH0.13 < ks < 6.98

4 < mv < 29.1Vol.%

Dubois95 semi-empi.
30◦ < θ < 60◦

No s, k, θ, ε
(clay, sand, bulk, mv) HH, VVks ≤ 2.5

mv ≤ 35Vol.%

IEM_B theoretical 10◦ < θ < 70◦ No s, k, l, θ, ε
(clay, sand, bulk, mv)

HH, VV
VHks ≤ 3

SSRT semi-empi. Yes ke (coe f ) H, LAI, θ, ω
HH, VV

VH

WCM
canopy empi. Yes A, B V1 (LAI), V2 (LAI), θ

HH, VV
VH

Table 5. Used model input parameters for validation.

k s ω C D A
[cm−1] [cm] [dB] [dB]

1.13 1.2 0.03 −14.61 12.88 0.0029

Figure 3. Schematic illustration of RT model calibration approach.

3.4. Differences Between Applied Models

WCM is a purely empirical model and depends, therefore, only on the calibrated empirical
coefficients. It is applicable under almost all surface/vegetation conditions, but it has to be calibrated
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for different test sites separately. The transferability to other test sites and or other surface/vegetation
conditions is not possible. Surface models, like Oh92, Oh04, Dubois95, and IEM, were originally
only developed for bare soil and or sparse vegetation conditions. Nevertheless, different studies
replaced the surface component within WCM and SSRT with Oh [17,35,43,47], Dubois95 [51,54,55],
or IEM/IEM_B [17,45,53] models. One key advantage of the semi-empirical-based (Oh92, Oh04,
Dubois95) or theoretical-based (IEM/IEM_B) surface models in comparison to WCM is their better
transferability to other test sites and surface/vegetation conditions. Models, like Oh92, Oh04, or
Dubois95, are based on a hybrid construction with experimental data guided by trends predicted by
theoretical models [17]. Theoretical models, like IEM/IEM_B, on the other hand, have a theoretical
foundation, whereas, for used mathematical approximations within the model, various assumptions
to retrieve a analytical solution are made [17]. The Oh model of 1992 was developed based on a single
experiment with information about only four different soil surfaces [26]. For the model version of
2004, Oh used information of approximately 40 bare soil fields conducted over seven experiments [27].
Furthermore, the usage of ε and R in model Oh92 was refined to the usage of mv in model Oh04.
Model Dubois95 is the only model which was developed only for co-polarized backscatter data (HH or
VV), whereas the other models can calculate co- and cross-polarized backscatter values (HH, VH, VV).
Differences between vegetation models WCM and SSRT exists in the form of their simplicity. WCM
calculates only the volume backscattering component, whereas, within SSRT, additional backscatter
components, such as plant-ground and ground-plant interaction, as well as ground-plant-ground
scattering contributions, are considered. In our implementation, the vegetation descriptor of WCM
is LAI, whereas the vegetation descriptor of SSRT consists of LAI and canopy height. In general,
the computational time and the required additional input parameters are increasing from empirical to
semi-empirical and theoretical models. A summary of the different models with information about
type, validity range, site dependency, required parameters, and used polarization are given in Table 4.

4. Results and Discussion

4.1. Model Calibration Results

4.1.1. Static Empirical Parameters

In a first calibration approach, the empirical parameters for the different models were treated as
static throughout the entire time series. The modeled backscatter was then compared to the measured
backscatter from Sentinel-1. Table 6 shows the mean of RMSE and R2 of all analyzed sample points
(Figure 1) for different surface and canopy model combinations. The retrieved RMSE of the calibration
results ranges from 1.92 to 2.25 dB with R2 of 0.08 to 0.34, respectively. A more detailed picture
regarding differences between modeled and Sentinel-1 backscatter during the time series is shown
for field 508 in Figure 4. While, for the first half of the vegetation period, all model combinations
show a relatively good fit to Sentinel-1 backscatter data, in the second half, deviations are obvious.
Furthermore, from the beginning of June where LAI reaches its saturation point and the maximum
plant height is almost reached, no significant change over time within the modeled backscatter can
be observed. The analyzed soil models (different colors) show small differences, whereas a clear
separation between analyzed canopy models (solid vs dashed lines), especially for later vegetation
stages, is noticeable. As described in Section 2.3, Sentinel-1 data of four different overpasses, and
therefore with different incidence and azimuth angles, were used for this analysis. In Figure 4,
every fourth point (same icon) of the Sentinel-1 backscatter time series represents the same satellite
acquisition geometry (same incidence and azimuth angle). The incidence angle is implemented within
the used RT models, whereas the models do not account for difference azimuth angles. The black line
(Sentinel-1 backscatter) in Figure 4 shows that the observed backscatter values differ with varying
incidence angles and changes in soil moisture. The model predictions (different colors) illustrates that
the models can account for varying incidence angles and changes in soil moisture only until the end
of May. Furthermore, the good correlation of modeled and Sentinel-1 backscatter values suggests
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that the effect of different azimuth angles on backscatter values seems to be negligible until the end
of May. The main change within the wheat fields in June and July in terms of phenology are the
flowering, the development of the fruit, and, later on, the ripening [75,81]. For these phenology stages,
the increase in backscatter is caused by higher sensitivity of the radar signal to the ground contribution
due to water loss within the vegetation [81]. Mattia et al. [76] identified the heading period as turning
point where the sensitivity of the radar backscatter to above-ground biomass decreases, whereas the
sensitivity to soil surface increases. The temporal evolution of modeled ground contribution to the
total backscatter for different model combinations (different colors) with the observed Sentinel-1 total
backscatter (black line) is shown in Figure 5 (top part). Until the increase in canopy height at the
beginning of May (Table 4), the modeled ground scattering part seems to be the main contributor
to the total backscatter, whereas the canopy part is negligible. With increase, especially in canopy
height, the ground contribution drops significantly. The expected decrease in backscatter of the
ground contribution due to a bigger canopy layer (increase of canopy height and LAI) can be more
clearly observed for SSRT than WCM. The differences between SSRT and WCM might be found
by using different canopy descriptors (SSRT: LAI and canopy height; WCM: LAI). Differences in
ground contributions between Dubois95 and the other surface models are related to differences in the
modeled attenuation through the canopy T (Figure 4, bottom part). T is regulating the contribution
intensity of the ground and canopy part for the total backscatter calculation. The temporal evolution
of T with a value range from 0 (dominant canopy contribution) to 1 (dominant ground contribution)
is shown in Figure 5 (bottom part). All model combinations show a similar temporal shape with
slightly higher values for model Dubois95. T decreases from April (dominant ground contribution)
to mid-May (dominant canopy contribution) and stays at its minimum after mid-May. The expected
increase [76,81] of the modeled ground contribution due to higher ground sensitivity in June and July
(phenology: flowering, development of the fruit, and ripening) is not observed within the modeled
data. In our case, T is mainly driven by static empirical parameter B (WCM) and coe f (SSRT), as well
as non-static vegetation descriptors LAI and/or canopy height. Therefore, with almost no changes
in LAI and canopy height in June and July (Figure 4, middle part), the two-way attenuation T stays
near zero, which indicates a dominant canopy model contribution to the total backscatter calculation.
By definition, LAI is defined as the one-sided leaf area per measured ground unit [82]. By the time
wheat plants reach their maximum height, the leaves are fully developed. Changes within the wheat
plants, especially during vegetation stages of flowering, fruit development, or ripening (Figure 4), are
based mainly on increasing biomass within grains and stems, as well as changes of the vegetation
water content. However, biomass changes in grains and stems, as well as vegetation water content loss,
especially during the ripening stage, are not reflected within the LAI. Therefore, almost no information
about the increased biomass and the water loss due to ripening of the plants is given within this
model configuration. Plant moisture reduction affects the attenuation of the radar signal by the
canopy in a way that the canopy is more transparent for the radar wave [83]. Therefore, the sensitivity
of the radar signal to the canopy should decrease, whereas the sensitivity to the surface increases.
The almost non-existent deviation between Sentinel-1 and modeled backscatter in early vegetation
stages suggests that the interaction between surface and canopy model, and therefore the attenuation
of the backscatter signal by the canopy, described by static empirical parameters and LAI, can be
modeled sufficiently only in early vegetation stages. For good backscatter model results during later
vegetation stages, the backscatter changes due to water loss within the plants have to be considered.
The effects of utilizing non-static empirical parameters to account for these shortcomings are discussed
in the next sections.
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Table 6. Calibration results of different model combinations with static empirical parameters. Mean
RMSE, ubRMSE, and R2 of all analyzed field measurement points.

Model Calibration

Surface + Canopy RMSE [dB] R2

Oh92 + SSRT 2.11 0.20
Oh92 + WCM 1.97 0.26
Oh04 + SSRT 2.02 0.18
Oh04 + WCM 1.92 0.23

Dubois95 + SSRT 2.09 0.08
Dubois95 + WCM 2.03 0.08

WCM + SSRT 2.25 0.22
WCM + WCM 2.08 0.34
IEM_B + SSRT 2.24 0.15
IEM_B + WCM 2.13 0.24

Figure 4. Measured and modeled data (static parameters) of wheat field 508 for vegetation period 2017.
VV-polarized backscatter comparison of different model combinations (surface + canopy) with static
empirical parameters and Sentinel-1 data. Different icons represent different acquisition geometries of
Sentinel-1 (top). Field measurements of Leaf Area Index (LAI), canopy height, and soil moisture, as well
as precipitation data from meteorological station Freising (middle). Observed vegetation phenology
according to BBCH scale [84] (bottom).

Figure 5. Model results (wheat field 508, static parameter) of ground contribution to total backscatter
for different model combinations (different colors) with Sentinel-1 VV polarized total backscatter
(black line) as reference (top). Temporal evolution of model component two way attenuation by the
canopy T (bottom).
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4.1.2. Non-Static Empirical Parameters

Due to the results in Section 4.1.1, which showed that LAI and height cannot account for the
observed backscatter changes in June and July (increase of Sentinel-1 backscatter), a second calibration
approach with non-static empirical parameter where chosen. As already mentioned, the observed
increase in backscatter is caused by a higher sensitivity of the radar signal to the ground contribution.
The attenuation of the backscatter T, more precisely B, for WCM and coe f for SSRT were identified
as the main drivers for the increase or decrease of the ground contribution; therefore, a non-static
approach for these parameters was tried. The other empirical parameters of WCM (surface: C, D;
canopy: A) were set as static values (mean of the retrieved static values during the calibration approach
shown in Section 4.1.1) to clearly relate the observed changes to the attenuation of the backscatter.
The modeled backscatter was compared to Sentinel-1 observations and the statistics for different
model combinations are shown in form of mean RMSE and R2 of all analyzed field measurement
points in Table 7. The retrieved RMSE ranges from 1.13 to 1.60dB with R2 of 0.45 to 0.82, respectively.
By comparing different model combinations, almost no differences between the two analyzed canopy
models can be observed. A different picture is shown by comparing surface models only. WCM
seems to outperform all others, whereas differences between WCM and Oh92, Oh04, and IEM_B are
smaller than differences of these models to Dubois95. Similar to the approach with static empirical
parameters, the evolution over time of modeled and Sentinel-1 backscatter is shown in Figure 6 for
one measurement point of field 508. Like the results in Section 4.1.1, modeled backscatter results of
the first half of the vegetation period fit well to the observed Sentinel-1 backscatter data. Contrary
to the static parameter approach, the second half of the vegetation period shows high correlations
between Sentinel-1 and modeled backscatter. Unlike the results of the static approach (Figure 5, top
part), the expected increase of the ground contribution at the end of the vegetation period can be
observed in Figure 7 (top part). The increase of the ground contribution to the total backscatter is also
reflected within the two-way attenuation by the canopy T shown in Figure 7 (bottom part). Compared
to the static approach (Figure 5, bottom part), the values of T from April to the beginning of June
are very similar for all model combinations, except Dubois95. The temporal changes of non-static
parameters B and coe f are shown for the validation results in Figures 8 and 9 and will be further
discussed in the validation Section 4.2. Besides the modeled backscatter increase for the second half
of the vegetation period, different trends between Sentinel-1 and modeled backscatter for individual
time steps are observed. This mismatch might occur for several reasons. As already mentioned in
Section 4.1.1, Sentinel-1 data with different incidence and azimuth angles were used. A closer look
at every fourth modeled point (same incidence and azimuth angle) in Figure 6 (same icon) shows
a steady increase of modeled backscatter values at the end of the vegetation period. Therefore, an
overall trend of an increasing backscatter can be seen for Sentinel-1 and modeled data. Due to non
contradictory trends during the first half of the vegetation period, it seems that the influence on
backscatter due to incidence and azimuth angles increases for the second half of the vegetation period.
Thus, higher canopy heights and LAI values may also increase the impact of different incidence and
azimuth angles on the backscatter behavior. In addition, the acquisition time (Table 3) of the Sentinel-1
images might play another role for different attenuation effects by the canopy [81]. The acquisition
time of the satellite differs for different overpasses. For the MNI test site, Sentinel-1 data was acquired
during early morning or late afternoon (Table 3). This might lead to differences in the observations
due to dew [85,86] or different plant alignments towards the sun which, in theory, leads to different
backscatter attenuations through the canopy [87–89], which are not accounted for within the models.
Despite the different trends during the temporal evolution of modeled and Sentinel-1 backscatter for
the second half of the vegetation period, the observed overall increase in backscatter at the end of the
vegetation period can be modeled well.
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Table 7. Calibration and validation results of different model combinations with non-static empirical
parameters. Mean RMSE, ubRMSE, and R2 of all analyzed field measurement points.

Model Calibration Validation

Surface + Canopy RMSE [dB] R2 RMSE [dB] ubRMSE [dB] R2

Oh92 + SSRT 1.24 0.73 2.82 2.10 0.59
Oh92 + WCM 1.22 0.73 2.75 2.21 0.57
Oh04 + SSRT 1.33 0.69 2.87 2.14 0.57
Oh04 + WCM 1.32 0.68 2.81 2.22 0.57

Dubois95 + SSRT 1.55 0.49 3.06 2.11 0.49
Dubois95 + WCM 1.60 0.45 3.06 2.18 0.48

WCM + SSRT 1.16 0.82 2.65 1.93 0.63
WCM + WCM 1.13 0.81 2.57 2.08 0.60
IEM_B + SSRT 1.32 0.78 2.62 1.82 0.64
IEM_B + WCM 1.34 0.77 2.54 1.92 0.62

Figure 6. Measured and modeled data (non-static parameters) of wheat field 508 for vegetation period
2017. VV-polarized backscatter comparison of different model combinations (surface + canopy) with
non-static empirical parameters and Sentinel-1 data. Different icons represent different acquisition
geometries of Sentinel-1 (top). Field measurements of LAI, canopy height, and soil moisture, as well
as precipitation data from meteorological station Freising (middle). Observed vegetation phenology
according to BBCH scale [84] (bottom).
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Figure 7. Model results (wheat field 508, non-static parameter) of ground contribution to total
backscatter for different model combinations (different colors) with Sentinel-1 VV polarized total
backscatter (black line) as reference (top). Temporal evolution of model component two way attenuation
by the canopy T (bottom).

Figure 8. Evolution over time of non-static parameter coe f separated by different surface models
(colors) for each Sentinel-1 acquisition date during vegetation period 2017. The box plots show the
range of coe f used during the validation approach for different fields point (top). Mean and standard
deviation of all measurement points for LAI and canopy height (bottom).
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Figure 9. Evolution over time of non-static parameter B separated by different surface models (colors)
for each Sentinel-1 acquisition date during vegetation period 2017. The box plots show the range of B
used during the validation approach for different fields point (top). Mean and standard deviation of all
measurement points for LAI and canopy height (bottom).

Figure 10. Scatter plot showing statistical validation results (correlation coefficient R2 and ubRMSE)
for canopy model SSRT separated by different surface models (colors) and different field points (icons).

250



Remote Sens. 2020, 12, 3037

Figure 11. Scatter plot showing statistical validation results (correlation coefficient R2 and ubRMSE) for
canopy model WCM separated by different surface models (colors) and different field points (icons).

4.2. Model Validation Results

The validation for the non-static approach was performed by a leave-one-out cross-validation
method. Means of RMSE, ubRMSE, and R2 are shown in Table 7. The results for the non-static approach
show ubRMSE values between 1.92 and 2.22dB. All validation (ubRMSE) results are in a range of
0.65 to 0.95dB poorer than the calibration (RMSE) results. Furthermore, for the validation results R2

ranges between 0.49 and 0.64, whereas the poorest results are archived with surface model Dubois95.
A comparison of ubRMSE for canopy model SSRT and WCM yields for all surface models slightly
better results for canopy model SSRT. A more detailed overview of the validation results separated
by models and measurement points is given in Figure 10 for canopy model SSRT and in Figure 11
for canopy model WCM. Comparing different fields, as well as field measurement points, a diverse
picture is drawn. In general, field 508, especially 508-1, shows the best results, with R2 values mainly
higher than 0.6 and ubRMSE lower than 2.2. Field 542, and especially 542-1, show the worst results,
with R2 around 0.4 and ubRMSE higher than 2.2. Comparing different surface model combinations,
IEM_B and WCM show, for both canopy models, slightly better results than the others. It is noticeable
that the results of Dubois95 are, in general, poorer than the results of the other surface models, with
the exception of point 542-1 (measurement point with the poorest overall results) and partly 301-2.
Differences between Oh92 and Oh04 for the different measurement points are present but, compared
to the other models, very low. A closer look into each model combination, and especially at the used
non-static empirical parameters coe f and B, and thus at the change of the attenuation of the canopy
in time, are given with Figures 8 and 9. The figures show the development of coe f and B over the
vegetation period and the parameter calibration spread, which is defined by the used leave-one-out
cross-validation results. Comparing different surface models, the same evolution over time (except
Dubois95 for the first half of the vegetation period), with some differences in the absolute values,
can be observed. The low values of coe f and B for model Dubois95 in the first half of the vegetation
period can explain the differences in absolute values of T (Figure 7, bottom part) between Dubois95
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and the other model combinations. A comparison of canopy model SSRT (parameter coe f ) and WCM
(parameter B) show, for all surface models (except Dubois95), for parameter coe f , a almost steady
decrease from the beginning to the end of the vegetation period and a similar evolution for parameter
B, except for a short period of increasing values to a relative maximum from mid-May to the end of
May. The differences in shape between coe f and B might be explained due to different model input
data. SSRT uses the canopy height and LAI for the description of the canopy, whereas WCM only
uses LAI. The increase of parameter B correlates very well with the measured increase of the canopy
height. This suggests that parameter B compensates for possible shortcomings of WCM due to missing
information about the canopy height. Furthermore, not only the absolute values but also the spread
of coe f and B for different models are higher at the beginning of the vegetation period and strongly
decrease over time. This means that coe f and B show higher differences between fields and field
measurement points at the beginning of the vegetation period. This is in line with observations made
during the field campaign, where higher differences within one field and between fields could be
observed more easily at early vegetation stages. At the end of the vegetation period, such differences
were not detectable anymore. Another indicator of low field differences regarding the ripening stage
of the wheat plants was the almost simultaneous harvesting date. Another factor to be considered
if looking at higher variability of coe f and B at the beginning of the vegetation season is the model
implementation itself. B and coe f are influencing the attenuation of the backscatter by the canopy and
therefore how strong each model compartment (surface or canopy) contributes to the total backscatter
calculation. At the beginning of the growing season, LAI and canopy height are low; therefore, notable
differences within coe f and B might have not such a high impact on total backscatter predictions.
Differences in the range of coe f (0 to 2.5) and B (from 0 to 0.35) are most likely based on differences
between the model definitions and the required input parameters.

5. Conclusions

Modeled backscatter results of wheat field time series data using different RT model combinations
(surface: Oh92, Oh04, Dubois95, IEM_B, WCM; canopy: WCM, SSRT) were compared to observed
C-band data from Sentinel-1. Differences between the models were analyzed. The used dataset
was acquired by an intense field campaign throughout one vegetation period in 2017. The analysis
focused on coupled performance of surface and canopy models and especially on how changes of
backscatter attenuation through the canopy influence the total backscatter calculation for different
vegetation stages. The two novelties of this study are the evaluation of different combinations of widely
used surface and canopy RT models on one test site and the analysis over time of empirical model
parameters coe f (SSRT) and B (WCM) describing the backscatter attenuation through the canopy T.

Results show that, for total LAI, as vegetation descriptor, a static parameter influencing the
backscatter attenuation through the canopy is suitable for the first half but not for the second half
of the vegetation period. By using a non-static parameter approach, the backscatter increase at the
end of the vegetation period can be modeled. The static calibration performance results in the form
of RMSE improved from 1.92–2.25dB to 1.13–1.60dB for the non-static approach. The validation
accuracy for the non-static parameter approach was evaluated with ubRMSE and ranges for all model
combinations between 1.82 and 2.22dB. Validation results with SSRT as canopy model show better
results in combination with all surface models when compared to respective combinations using
WCM for the canopy part. Furthermore, it has been shown that the modeled backscatter results
highly depend on the non-static empirical parameter. The evolution of the empirical parameter is
similar for all surface models except Dubois95. At the beginning of the vegetation period, high values
are observed, which decrease during the vegetation season to a minimum shortly before harvesting.
Differences between the canopy model SSRT and WCM are noticeable in the form of higher variability
(more outliers) of the empirical parameter from canopy model WCM. Furthermore, the empirical
parameter for canopy model WCM has a relative maximum at the end of June. This increase of WCM’s
empirical parameter B can most likely be explained by not including information about the canopy
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height. Overall, the results of this study indicate that more complex models, like IEM_B as surface
and SSRT as canopy model, provide the best results in our setup regarding ubRMSE and R2. It should
be mentioned that the disadvantage of more complex models, by requiring more input parameters,
were set to a minimum because of model parameter reduction by model adjustments and the use of
literature values for rms height and single scattering albedo. Therefore, based on this study, we suggest
using surface model IEM_B in combination with canopy model SSRT.

To accomplish a very dense time series of satellite acquisitions with a revisit time of 1.5 days,
Sentinel-1 images with different incidence and azimuth angles were used. The models can account for
backscatter changes due to different acquisition geometries only during the first half of the vegetation
period. During the second half, a trend mismatch between Sentinel-1 and modeled backscatter is
apparent in all model results. Therefore, it has to be stated that the used models in this study are only
partially able to handle differences due to changes in radar acquisition geometries.

To take full advantage of dense time series provided, e.g., by incorporating different sensors on
top of varying radar acquisition geometries, extended research on the suitability of certain RT models
is required. Respectively, arising radiometric differences added to the disparity in radar acquisition
geometries must be investigated, for that matter. To advance synergistic retrieval methods of SAR
and optical data for soil moisture estimation, further research on incorporating non-static empirical
parameter sets retrieved from optical sensors, to account for vegetation phenological states, is needed.
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Abstract: Soil moisture is an important variable in ecological, hydrological, and meteorological
studies. An effective method for improving the accuracy of soil moisture retrieval is the mutual
supplementation of multi-source data. The sensor configuration and band settings of different optical
sensors lead to differences in band reflectivity in the inter-data, further resulting in the differences
between vegetation indices. The combination of synthetic aperture radar (SAR) data with multi-source
optical data has been widely used for soil moisture retrieval. However, the influence of vegetation
indices derived from different sources of optical data on retrieval accuracy has not been comparatively
analyzed thus far. Therefore, the suitability of vegetation parameters derived from different sources
of optical data for accurate soil moisture retrieval requires further investigation. In this study,
vegetation indices derived from GF-1, Landsat-8, and Sentinel-2 were compared. Based on Sentinel-1
SAR and three optical data, combined with the water cloud model (WCM) and the advanced integral
equation model (AIEM), the accuracy of soil moisture retrieval was investigated. The results indicate
that, Sentinel-2 data were more sensitive to vegetation characteristics and had a stronger capability
for vegetation signal detection. The ranking of normalized difference vegetation index (NDVI) values
from the three sensors was as follows: the largest was in Sentinel-2, followed by Landsat-8, and the
value of GF-1 was the smallest. The normalized difference water index (NDWI) value of Landsat-8
was larger than that of Sentinel-2. With reference to the relative components in the WCM model,
the contribution of vegetation scattering exceeded that of soil scattering within a vegetation index
range of approximately 0.55–0.6 in NDVI-based models and all ranges in NDWI1-based models.
The threshold value of NDWI2 for calculating vegetation water content (VWC) was approximately an
NDVI value of 0.4–0.55. In the soil moisture retrieval, Sentinel-2 data achieved higher accuracy than
data from the other sources and thus was more suitable for the study for combination with SAR in
soil moisture retrieval. Furthermore, compared with NDVI, higher accuracy of soil moisture could
be retrieved by using NDWI1 (R2 = 0.623, RMSE = 4.73%). This study provides a reference for the
selection of optical data for combination with SAR in soil moisture retrieval.

Keywords: soil moisture; Sentinel-1/2; Landsat-8; GF-1; vegetation water content
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1. Introduction

Soil moisture accounts for more than 0.05% of fresh water resources on the Earth’s surface [1].
Soil moisture is an important foundation for water-heat transfer and energy exchange between
terrestrial and atmospheric systems, as well as the key bond between surface and groundwater
circulation and the carbon cycle between lands [2–4]. Therefore, soil moisture retrieval and monitoring
over extensive areas is of great significance.

Methods of soil moisture acquisition include field monitoring [5], remote sensing data retrieval [6],
land surface and hydrological model simulation, as well as data assimilation [7,8]. In particular,
remote sensing observation has become an important means of obtaining soil moisture information on
a global scale, owing to its wide coverage, long duration, low cost, better characterization of spatial
distribution, and monitoring of surface changes [9].

Among several remote sensing monitoring methods, optical methods based on spectral reflectance
indices and thermal infrared methods based on thermal inertia are not applicable, as vegetation
canopy can cover soil radiation information and thus affect the accuracy of soil moisture retrieval [5,6].
Consequently, they are more suitable for soil moisture monitoring in areas with bare soil and sparse
vegetation. In areas with moderate to lush vegetation coverage, the microwave retrieval method has
become one of the effective methods for soil moisture retrieval, due to its advantages such as long
wavelength, strong penetration, and no influence from clouds [9]. However, the influence of vegetation
on microwave soil moisture retrieval is inevitable. In order to correct the uncertainty of microwave
scattering caused by vegetation, optical data are incorporated to obtain the vegetation parameters,
through which the scattering and attenuation characteristics of vegetation are estimated and the effect
on the total backscatter is eliminated [10–12].

The Sentinel 1A (launched in 2014) and Sentinel 1B (launched in 2016) satellites provide c-band
synthetic aperture radar (SAR) data free of charge. Meanwhile, optical data have been increasingly used
in soil moisture estimation, such as data from Landsat-8 [13], GF-1 [14], Sentinel-2 [15], and HJ-1 [16].
The combination of SAR data with multi-source optical data has been widely used for soil moisture
retrieval. With Sentinel-1, MODIS, and Landsat-8 data, Qiu et al. [11] explored the impact of
different vegetation indices on the parameterization of vegetation water content (VWC) and the
accuracy of soil moisture retrieval by combining the WCM and advanced integral equation model
(AIEM). Tao et al. [14] used multi-temporal SAR data and GF-1 data to propose improved vegetation
backscattering model, and the results showed that the model was fairly accurate for soil moisture
estimation. The multi-temporal VV polarized SAR data of Sentinel-1 and normalized difference
vegetation index (NDVI) data in Sentinel-2 optical image were used. Based on the water cloud
model (WCM), the accuracy of soil moisture retrieval was verified with ground measurements
and neural network moisture products [17]. Using the support vector regression (SVR) technique,
Attarzadeh et al. [18] combined features extracted from Sentinel-1 and Sentinel-2 data to develop a soil
moisture retrieval technology, based on object-based image analysis in vegetation areas. The WCM
model was parameterized based on SAR observations of different frequencies, ground measurements,
and NDVI data derived from Sentinel-2, and then the neural network was used to retrieve SAR signals
of different frequencies and estimate the soil moisture. The results showed that the estimated soil
moisture provided by the L-band was slightly lower than that by the C-band [19]. In these studies,
optical data were used to estimate the vegetation scattering part of the model by calculating vegetation
parameters, for the purpose of estimating the impact of vegetation and improving the accuracy of
soil moisture retrieval. However, vegetation indices derived from optical data vary among different
sensors, which could lead to differences in the estimation of the scattering part of vegetation in the
model of vegetation microwave scattering, and thus affect the accuracy of soil moisture retrieval.
Therefore, the selection of optical data for the estimation of vegetation scattering in the model is
extremely important, indicating the necessity of comparative analysis and evaluation of vegetation
indices derived from optical data for soil moisture retrieval to be conducted in this direction.
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In the present study, we selected a vegetation microwave scattering model (semi-empirical WCM)
coupled with a physically-based AIEM, and combined them with a look-up table algorithm to carry
out adaptive evaluation of soil moisture retrieval, based on vegetation indices from different sources of
optical data. To quantitatively evaluate the accuracy of different optical data in soil moisture retrieval,
seven VWC values calculated according to seven vegetation indices based on Landsat-8, Sentinel-2,
and GF-1 data were added to the coupled vegetation microwave scattering model. This study focused
on only the wheat growing areas with limited in situ soil moisture measurements. The following
section introduces an overview of the study area and describes the adopted dataset. Section 3 presents
the radar scattering model, algorithm of retrieval, and vegetation indices. Comparative analysis for
the influence of vegetation indices derived from different sources of optical data on retrieval accuracy
is given in Section 4. Finally, the main conclusions for this study are given in Section 5.

2. Data and Pre-Processing

2.1. Study Area and Ground Measurements

The study area is located in the Dingxing County, north of Baoding City, Hebei Province (Figure 1).
It is located in the middle latitudes and belongs to the Haihe plain area, with an open terrain. This area
belongs to the semi-arid climate in the warm and temperate zone of the eastern monsoon, which is
significantly characterized by high temperatures, humid and rainy summers, and cold winters. With a
long history of irrigation, it has been a well-known water conservancy area since ancient times.
The main crops are winter wheat and corn, where the growth of winter wheat is from early October
to early June next year. The annual mean temperature is 11.7 ◦C, the hottest month is July, and the
monthly mean temperature is 26.2 ◦C.

 

Figure 1. Location of the study area and the ground measured sites.
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The soil moisture values of the 23 measured sites used in the study were all obtained by drying.
Each measuring point of soil moisture was collected at a depth of 0–5 cm. First, a certain volume of
soil was processed in a dryer, and then the change in soil weight before and after drying, was used to
calculate the water content of the soil volume. The value for each measured station was the average of
the 5 measurement points within 3 m of the station radius. The soil surface roughness at each site was
measured from two directions, i.e., parallel and perpendicular to the wheat planting, using an 87 cm
plate profiler and a camera. After digitizing the shooting results, the root mean square height (s) and
correlation length (l) were calculated by the designed MATLAB program.

2.2. Sentinel-1 SAR Data Collection and Processing

The sentinel-1 constellation provides free C-band SAR data with high-imaging resolution
(Table 1) and short revisit cycle (6 days) [18]. Compared with ESA’s previous radar satellites
(ERS-1, ERS-2, and ENVISAT), it combines features such as multi-polarization, multi-incident angle,
and large width, with high-resolution ultra-wide mode and high-resolution wide interference mode.
Compared to vertical transmission and horizontal reception (VH) polarization, vertical transmission
and vertical reception (VV) polarization is less sensitive to vegetation cover volume scattering [20–22].
Zeng et al. [23] and Bao et al. [10] found that the backscattering coefficient of VV polarization is
more suitable for soil moisture retrieval than that of VH polarization. As phase information was
not considered, the ground distance imaging product, VV polarization, and imaging mode IW
were selected.

Table 1. Related parameters of different observation modes.

Mode Resolution/m Polarization Incidence Angle Width(km)

Interferometric Wide Swath 5 × 20 VV/VH, HH/HV, VV, HH 29.1◦–46◦ 250
Stripmap 5 × 5 VV/VH, HH/HV, VV, HH 18.3◦–46.8◦ 80

Extra Wide Swath 20 × 40 VV/VH, HH/HV, VV, HH 18.9◦–47◦ 400

Wave 5 × 5 VV, HH 21.6◦–25.1◦
34.8◦–38◦ 20 × 20

The Sentinel-1 data in the study is a LEVEL-1 product. The software SNAP provided by the
European Space Agency (http://www.esa.int/ESA) was used to process the original data. Preprocessing
steps include Apply orbit file, Radiation calibration, Coherent speckle filtering (Refined Lee filter),
and the Doppler terrain correction. The results to be preprocessed were converted to a logarithmic
scale to obtain a true backscatter coefficient image.

2.3. Optical Data Collection and Processing

Sentinel-2 is a high spatial resolution (10, 20, 60 m), high temporal resolution (5 days), multispectral
(13 bands) imaging satellite carrying a multispectral imager (MSI), comprising two satellites (2A and
2B) [19]. Sentinel-2A provides five levels of data products—L0, L1A, L1B, L1C, and L2A. ESA releases
only L1C products to users. Sentinel-2 data were provided by the United States Geological Survey
(https://glovis.usgs.gov/). Based on the plug-in-Sen2cor of the Snap software, pre-processing steps such
as atmospheric correction and radiation calibration was performed to obtain the surface reflectance
L2A product.

Landsat-8 is the eighth satellite in the Landsat satellite series, carrying two main
payloads—Operational Land Image (OLI) and Thermal Infrared Sensor (TIRS) [13]. The satellite
has a total of 11 bands. The spatial resolution is 30 m, except for the thermal infrared band (100 m)
and the panchromatic band (15 m). Compared to other Landsat satellites, Landsat-8 is a significant
improvement in terms of the number of bands, number of images, and level of data quantization.
Two Landsat-8 images were downloaded from the geospatial data cloud (http://www.gscloud.cn/),
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and the original images were pre-processed with the ENVI5.3 software. The main operation steps
include radiation calibration, atmospheric correction, and geometric correction.

Gaofen-1 is the first satellite of China’s high-resolution Earth observation system, and was launched
on April 26, 2013 [14]. The satellite is equipped with a panchromatic/multispectral camera (PMS sensor,
2m/8m) and a multispectral camera (WFV sensor, 16 m), with a short revisit cycle, high platform stability
and a design life of no less than 5 years. The GF-1 WFV data in this study was downloaded from the China
Centre for Resources Satellite Data and Application (http://www.cresda.com/CN/). Preprocessing steps,
including radiation calibration, atmospheric correction, ortho-rectification, and geometric correction,
were consecutively completed in the ENVI5.3 software.

The nearest neighbor sampling method has been widely used in many data comparison
studies [24–26]. According to the requirement of the research of comparative analysis, preprocessed
Landsat-8, Sentinel-2, and GF-1 data were sampled with a spatial resolution of 30 m, using the method
of nearest neighbor sampling. As the vegetation in the agricultural area did not change greatly within
one week, the difference in the number of days of the three types of optical image data corresponding
to each SAR data was set within one week (Table 2).

Table 2. Sentinel-1 and optical data used in this study.

Sentinel-1 SAR Data

Date polarization Observation Mode Incidence Angle

16 November 2017 VV/VH IW 39◦–40.5◦
9 April 2018 VV/VH IW 39◦–40.5◦

Sentinel-2 MSI Data

Date Spatial Resolution(m) Spectrum Range(m) Width(km)

14 November 2017 10–60 0.4–2.4 290
8 April 2018 10–60 0.4–2.4 290

GF-1 WFV data

Date Spatial Resolution(m) Spectrum Range(m) Width(km)

16 November 2017 16 0.45–0.89 800
9 April 2018 16 0.45–0.89 800

Landsat-8 OLI Data

Date Spatial Resolution(m) Spectrum Range(m) Width(km)

15 November 2017 15–30 0.43–1.38 185
8 April 2018 15–30 0.43–1.38 185

3. Methodology

In this study, the structure of comparative analysis on the soil moisture retrieval based on GF-1,
Landsat-8, and Sentinel-2 data is described by the flow chart in Figure 2.

The first step involved the processing of data used in this paper such as GF-1, Landsat-8,
and Sentinel-1/2. Vegetation indices extracted from these processed optical data were used to calculate
VWCs using the empirical VWC model. Based on WCM, the total backscatter coefficient achieved
from processed Sentinel-1 SAR was combined with VWCs to obtain the bare soil backscatter coefficient.
Referring to the range of in situ soil moisture and in situ s and l, results of the soil moisture retrieval
based on the LUT algorithm and the database established by AIEM were obtained. Finally, results of
soil moisture retrieval based on different sources of optical data were comparatively analyzed.
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Figure 2. Flowchart of the soil moisture retrieval based on GF-1, Landsat-8, and Sentinel-1/2.

3.1. Microwave Scattering Model Based on Bare and Vegetation Cover

As this study focused on the retrieval of surface soil moisture in a wheat farmland, a WCM
suitable for crop cover was selected [27]. This semi-empirical WCM model, which briefly described
the scattering mechanism of crop cover, with few input parameter, had been widely used to simulate
SAR data [28–30]. Under a given polarization mode, the total backscatter term (σ0

total) of this model
was composed of the body scattering term directly scattered by the vegetation layer (σ0

veg) and the soil
scattering term (σ0

soil):
σ0

total= σ
0
veg+τ

2σ0
soil (1)

σ0
veg = AE1cos(1− τ2

)
(2)

τ2= exp(−2BE2/ cos θ) (3)

where E1 and E2 are descriptive parameters of vegetation canopy; θ is the radar incident angle (degrees);
A and B are empirical coefficient which need to be adjusted according to radar configurations and
vegetation types; τ2 is the two-way attenuation.

In this study, the values of A and B refer to the results of Bindlish et al. [31], in which empirical
parameters of WCMs with different land cover modes were investigated (Table 3). As the crop in the
study area is wheat, winter wheat was selected, that is, A = 0.0018 and B = 0.1380. In most current
studies, E1 and E2 are generally treated as equal, and they are usually characterized by NDVI, LAI,
or VWC [21,28,32,33]. El Hajj et al. [9] reported similar accuracies for soil moisture retrieval when WCM
was combined with vegetation description values such as LAI, VWC, biomass, and FAPAR. In this
study, E1 = E2 = VWC (VWC values were obtained from the relationship between vegetation index and
VWC; VWC is also wheat water content). According to the Sentinel-1 original data, the incident angle
information was derived to minimize the influence of the incident angle on the retrieval accuracy.
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Table 3. Empirical parameters of the water cloud model.

Parameter All Vegetation Rangeland Winter Wheat Pasture

A 0.0012 0.0009 0.0018 0.0014
B 0.091 0.032 0.138 0.084

The AIEM model developed on the basis of the IEM model [34,35], which can better simulate
the backscattering of various bare surfaces [36,37], was used to replace the soil scattering term
in Equation (1). In AIEM, the backscattering coefficient is a function of the dielectric constant,
sensor parameters, radar frequency, incident angle, roughness parameter (l, s), and autocorrelation
function (p). It can be expressed as follows:

σ0
pq=

k2

2
e−2k2

z s2
∑∞

i=1
s2i
∣∣∣Ii

pq

∣∣∣2 Wi(−2kx, 0)
i!

(4)

Ii
pq= (2kz)

i fpqe−k2
z s2

+
ki

z
2

[
Fpq(−kx, 0) + Fpq(kx, 0)

]
(5)

kz = kcosθ (6)

kx = ksinθ (7)

where pq stands for co-polarization or cross-polarization, k is the spatial wavenumber (=2πf ), θ is
the radar incident angle, Wi(m, n) is the power Fourier transform of autocorrelation function, s is
the root-mean-square height of the soil surface, and Fpq and fpq are the complementary field and
Kirchhoff coefficients, respectively. Here, the soil dielectric constant calculated by the Dobson model
was selected as the input variable of the AIEM model. This model is a function of the incident wave
frequency, soil moisture, soil texture, and soil temperature. It is used in both the AMSR-E/2 and SMOS
soil moisture products algorithms [38–40].

3.2. Vegetation Indices and Vegetation Water Content

The VWC is an important parameter of the WCM model. We characterized it by the equation
relationship between vegetation indices and VWC. In our study, Landsat-8, GF-1, and Sentinel-2 data
were used for calculating NDVI and normalized difference water index (NDWI). As the Landsat-8
and Sentinel-2 have two short-wave infrared bands, they can provide NDWI1 and NDWI2 (NDWI1
corresponds to band 11 of Sentinel-2 and band 6 of Landsat-8, NDWI2 corresponds to band 12 of
Sentinel-2 and band 7 of Landsat-8). Numerous studies have established linear, exponential, polynomial,
and other relationships through VWC and vegetation indices [41–43]. Gao et al. [44] integrated a large
number of existing vegetation moisture content models and proposed a more superior VWC model.
To quantitatively describe the difference between different data sources, this study used an expression
of VWC based on wheat [44]. The VWC expression was as follows:

VWC = 0.078 × 103.510*NDVI (8)

VWC = 2.45*NDWI1 + 0.57 (9)

VWC = 12.38*NDWI2 − 3.26 (10)

3.3. Look Up Table (LUT) Algorithm Creation

The AIEM model was used to simulate the backscattering coefficient values of the bare surface
and generate a database. An optimal cost function was established to ensure that the backscatter
coefficient simulated by the AIEM model best matched the backscatter coefficient of the radar data
after removing the effects of vegetation. The final soil moisture retrieval result was achieved by finding
the soil moisture information corresponding to the simulated backscatter coefficient that minimized
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the cost function. Soil roughness is an important factor affecting the accuracy of soil moisture retrieval,
and many parameters had been developed to describe soil roughness. In this study, the threshold range
of the roughness parameter was set in the LUT algorithm, which covers various possible conditions of
the surface. Referring to the measured data, the root mean square height, correlation length, and soil
moisture value of the study area were limited to [0, 4.0], [0, 13], and [0, 35], respectively. The increments
for these three parameters were set as 0.1 cm, 1.0 cm, and 1%, respectively. The cost function was
as follows:

S =

√(
σvv − σ0

vv

)2
(11)

where S is the cost function, σvv is the backscattering coefficient of the VV polarization extracted from
the radar image, and σ0

vv is the backscattering coefficient simulated by the AIEM model.

4. Results and Discussion

4.1. Differences in Different Optical Data Indices

We systematically compared the differences between different optical data indices for the overall
study area to the local measured sites (NDVI, NDWI1, NDWI2). Figure 3 and Table 4 provide the
comparison results of 3 pairs of optical data (Since GF-1 did not have a shortwave infrared band,
i.e., 7 pairs of indices).

Table 4. Statistics of three optical indices in the study area.

GF-1 Landsat-8 Sentinel-2

NDVI NDVI NDWI1 NDWI2 NDVI NDWI1 NDWI2

2017

Min −0.111 −0.622 −0.363 −0.658 −0.445 −0.651 −0.821
Max 0.591 0.778 0.851 0.860 0.817 0.584 0.728

Mean 0.286 0.308 −0.011 0.101 0.316 −0.031 0.064
Std dev 0.082 0.128 0.096 0.123 0.142 0.112 0.136

2018

Min −0.032 −0.440 −0.269 −0.558 −0.385 −0.588 −0.577
Max 0.683 0.714 0.410 0.631 0.806 0.471 0.625

Mean 0.265 0.271 0.008 0.106 0.296 −0.029 0.040
Std dev 0.099 0.124 0.088 0.121 0.145 0.096 0.134

From the statistical characteristics and pixel number distribution map (a–c) of the 3 pairs of NDVI,
the mean values and standard deviation of sentinel-2 NDVI data appeared to always be higher than
the mean values and standard deviation of GF-1 NDVI and Landsat-8 NDVI, regardless of differences
in the remote sensor, season, and vegetation growth stage. GF-1 NDVI showed the lowest standard
deviation and mean value. Sentinel-2 NDVI showed the most pixel counts in the high value part.
The pixel number ratio (number of pixels for statistical threshold greater than 0.4/total number of
pixels), was found to be the highest for Sentinel-2 NDVI (Table 5). The values of NDVI from the three
sensors, ranked from low to high, were in the following order: GF-1 < Landsat-8 < Sentinel-2.

Table 5. Percentage statistics of NDVI threshold greater than 0.4.

GF-1 NDVI Sentinel-2 NDVI Landsat-8 NDVI

2017 15% 28% 24%
2018 16% 23% 18%

As GF-1 did not have a short-wave infrared band, only NDWI1 and NDWI2 of Landsat-8 and
Sentinel-2 were compared. According to the statistical characteristics of NDWI1 and NDWI2 in Table 4
and Figure 3d–g, the mean values and standard deviation of NDWI2 were found to always be greater
than the mean values and the standard deviation of NDWI1, and the overall value of NDWI2 was
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higher than that of NDWI1. Compared to the NDWI1 and NDWI2 data of Landsat-8, the mean values
of Sentinel-2 NDWI1 and NDWI2 data were smaller. The ratio of pixel number (number of pixels
for statistical threshold greater than 0/total number of pixels), showed that Landsat-8 NDWI1 and
NDWI2 accounted for a higher proportion (Table 6). The NDWI value (including NDWI1, NDWI2) of
Landsat-8 was larger than that of Sentinel-2.

Table 6. Percentage statistics of NDWI threshold greater than 0.

Landsat-8 Sentinel-2

NDWI1 NDWI2 NDWI1 NDWI2

2017 42% 80% 37% 64%
2018 45% 81% 35% 53%

These optical indices show a weak correlation over the measured sites (Figure 3h–n). If the time
series of the measured sites are considered or a large number of points are selected for relationship
fitting, a better fitting effect will be achieved [45,46]. At the same time, the comparison of sparse sites
also reveals that there are some differences in the indices from different optical sensors.

The spectral response functions of the three sensors show different performances (Figure 4). In the
infrared band, Landsat-8 and GF-1 were more stable, and Sentinel-2 exhibited a trough at 662 nm,
indicating decreased ability to receive radiation signals. In the near-infrared band, due to the effect of
water vapor absorption at 825 nm [47], the near-infrared band detection capability of Sentinel-2 and
GF-1 are weakened. Sentinel-2 and Landsat-8 exhibit similar performances in the short-wave infrared
band. The detection capabilities of the different band signals of each sensor vary, which is one of the
reason for the difference between the indices [48,49]. Compared with the other two satellites, Sentinel-2
has a high spatial resolution and can detect ground objects in greater detail, which may be another
reason for the difference in the indices [45]. Relevant research show that the difference in optical data is
also related to transit time, preprocessing steps, etc. [47,50]. In this study, the values of Sentinel-2 NDVI
were higher and the values of GF-1 NDVI were smaller, which is consistent with the relevant results
of data comparison of Lessio et al [51] and He et al [52], respectively. According to the conclusion
of Xu and Zhang [45] that differences in the mean values of NDVI reflect the strength of vegetation
signal detection, the results show that Sentinel-2 data are more sensitive to vegetation characteristics
and have a stronger ability to detect vegetation signals, which is consistent with the conclusion of
Pan et al. [53] in the comparative study of optical data. By analyzing the spectral characteristic
curve of vegetation (right in Figure 4), surface reflectance was found to gradually decrease with
increasing wavelength of short-wave infrared, resulting in a larger NDWI2 value in the longer band
(2100–2300 nm). It is interesting that Yantao et al. [46] compared the average reflectance of the two
optical data bands. The average reflectance of Landsat-8 in the near-infrared band is higher than that
of Sentinel-2. However, the short-wave infrared band tends to be equal to the increase in wavelength,
which shows that the values of NDWI1 and NDWI2 of Sentinel-2 are less than the corresponding
indices of Landsat-8, which is consistent with the results of this study.
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Figure 3. Pixel number distribution of each index data (left and middle) and relationship between
different optical indices collected from 46 measured sites in two time periods (right) (2017 and 2018,
represent the optical data used in this study in 2017 and the optical data used in 2018, respectively).
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Figure 4. Spectral responses of the red, near-infrared (NIR), and short-wave infrared (SWIR1, SWIR2)
bands for GF-1, Landsat-8 and Sentinel-2 (left and middle), and vegetation spectral curves of three
optical sensors (right).

4.2. Contribution of Bare Soil Scattering to Total Scattering with Different Indices

Differences between indices cause deviations in vegetation descriptors, which in turn leads to
a certain difference in the contribution of vegetation scattering described. In the model, the ratio of
the contribution of soil scattering to total scattering can reflect contribution of vegetation scattering to
a certain extent. Combining the data of the same indices from the same remote sensor in two time
periods, a graph of the ratio of the contribution of soil scattering to the total scattering as a function of
indices was prepared based on the measured sites (Figure 5). Among them, according to formula 10,
when the calculation of VWC for NDWI2 satisfies NDWI2 > 0.27, VWC is a positive value. Accordingly,
only data with threshold greater than 0.27 was selected in NDWI2. In Figure 5, the scattering ratio
of all the measured sites gradually decrease with increasing values of the indices, indicating that the
contribution of vegetation scattering increases with the increasing values of the indices, while the
contribution of soil scattering shows the opposite trend.

 

Figure 5. Ratio of bare soil contribution to total scattering (σ0
soil/σ

0
total) for all sites using seven indices.

Each graph fits a curve through the regression equation to show the trend.

Regardless of the sensor type, the threshold value for the contribution of vegetation scattering
exceeded that of soil scattering within approximately 0.55–0.6 for NDVI and any range for NDWI1.
Compared with NDVI, NDWI1 has a stronger response to vegetation scattering. In addition, Landsat-8
has the strongest response to vegetation scattering in NDWI1-based models. Sentinel-2 has the strongest
response to vegetation scattering in NDVI-based models. In NDWI2 shown in Figure 3, regardless of
the type of sensor, eligible points were extremely rare. This is because most pixels of NDWI2 were
below 0.27. The investigation results show that when Landsat-8 NDVI > 0.48 and Sentinel-2 NDVI
> 0.53, NDWI2 is above 0.27. A further review of the works of Maggioni et al. [54] and Yi et al. [55]
revealed that the calculation of VWC for NDWI2 has certain limitations, that is, NDWI2 requires a
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certain threshold. Combined with the survey, the threshold at which a positive value can be achieved
for VWC calculated with NDWI2 is approximately 0.4–0.55 for NDVI. VWC calculated with NDWI2 is
meaningful in areas with medium and high vegetation coverage.

4.3. Effect of Indices from Different Optical Data on Accuracy of Soil Moisture Retrieval

The degree of elimination for the contribution of vegetation scattering can affect the accuracy
of soil moisture retrieval. As NDWI2 for the study area cannot be used to effectively retrieve VWC,
NDWI2 was excluded from further the comparative experiments of soil moisture retrieval. The retrieval
results based on the indices from different optical data show that Sentinel-2 NDVI and Sentinel-2
NDWI1 achieve higher retrieval accuracy (Figure 6, Table 7). Nevertheless, the accuracy of soil moisture
retrieval based on NDWI1 was higher than that based on NDVI in the Sentinel-2 data (R2 = 0.623,
RMSE = 4.73%).

Figure 6. Scatter plot between the value of soil moisture retrieval and the value of measured soil moisture.

Table 7. Statistical parameters of soil moisture retrieval with different optical data indices.

Sentinel-2 Landsat-8 GF-1

NDVI NDWI1 NDVI NDWI1 NDVI

R2 0.54 0.623 0.51 0.56 0.52
RMSE (%) 5.78 4.73 6.18 5.21 6.44

NDVI < 0.7 is more sensitive to soil moisture [56], making the accuracy of soil moisture retrieval in
this interval more reliable. The NDVI values of each sensor were different, but they were all less than 0.7
in this study. Sentinel-2 NDVI has a stronger ability to detect vegetation signals, and more accurately
describes the true situation of NDVI, thereby effectively eliminating the contribution of vegetation
scattering and making soil moisture retrieval with Sentinel-2 data more accurate. Short-wave infrared
is more sensitive to VWC [57,58], and NDWI1 had a higher correlation with VWC [59], providing more
accurate elimination of the contribution of vegetation scattering and higher accuracy of soil moisture
retrieval. NDWI derived from Sentinel-2 is more advantageous than that from Landsat-8 [46].
Although Landsat-8 is slightly higher in band reflectivity than Sentinel-2, it may cause excessive
elimination of vegetation scattering contribution, resulting in lower accuracy of soil moisture retrieval.

5. Conclusions

The removal of contribution of vegetation scattering in vegetation coverage areas has a significant
impact on the retrieval accuracy. As optical remote sensing satellites are continuously being launched
into the space, the diversity and difference of optical data will affect the degree of contribution of
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vegetation scattering, which will affect the retrieval accuracy. Selecting appropriate optical data to
achieve the goal of better eliminating the contribution of vegetation scattering is one of the key factors
for improving the reliability of retrieval results. For wheat vegetation, a comparative study on the
accuracy of seven indices derived from three sources of optical data for soil moisture retrieval was
carried out. Based on the WCM vegetation scattering model and the AIEM soil scattering model,
the effectiveness of different types of optical data for soil moisture retrieval was investigated.

Compared with GF-1 and Landsat-8, the mean value and standard deviation of Sentinel-2 NDVI
were the highest, indicating that sentinel-2 data was more sensitive to vegetation characteristics and had
stronger capability for vegetation signal detection. The ranking of NDVI values from the three sensors
followed the order: GF-1 < Landsat-8 < Sentinel-2. The NDWI1 and NDWI2 values of Landsat-8 were
larger than those of Sentinel-2.Differences between the indices data derived from different sources of
optical data lead to differences in the contribution of vegetation scattering. Regardless of the sensor
type, the threshold value for the contribution of vegetation scattering exceeded that of soil scattering
within approximately 0.55–0.6 for NDVI and any range for NDWI1. The threshold value at which
NDWI2 can be used to calculate VWC was approximately 0.4–0.55 for NDVI. VWC calculated with
NDWI2 was meaningful over areas with medium and high vegetation coverage. In the soil moisture
retrieval, Sentinel-2 data achieved better retrieval accuracy for both NDVI and NDWI1 in the estimation
of the contribution of vegetation scattering. And Sentinel-2 data was suitable for retrieval of soil
moisture than data from the other sources. Furthermore, compared with NDVI, NDWI1 showed higher
accuracy of soil moisture retrieval (R2 = 0.623, RMSE = 4.73%).

Owing to the limited data available for this study, only factors such as vegetation growth stage
and seasonal difference were considered in the comparative analysis of optical data. In the future,
topography, climate and other factors will be considered for the comprehensive assessment of optical
data, so as to provide more scientific reference for the selection of optical data for soil moisture retrieval.
In addition, SAR data in the L-band shows great potential in soil moisture retrieval, and the use of
SAR data in the L-band for studies of soil moisture retrieval will also be considered in the future.
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Abstract: Soil moisture plays a key role in the Earth’s water and carbon cycles, but acquisition of
continuous (i.e., gap-free) soil moisture measurements across large regions is a challenging task due
to limitations of currently available point measurements. Satellites offer critical information for soil
moisture over large areas on a regular basis (e.g., European Space Agency Climate Change Initiative
(ESA CCI), National Aeronautics and Space Administration Soil Moisture Active Passive (NASA
SMAP)); however, there are regions where satellite-derived soil moisture cannot be estimated because
of certain conditions such as high canopy density, frozen soil, or extremely dry soil. We compared and
tested three approaches, ordinary kriging (OK), regression kriging (RK), and generalized linear models
(GLMs), to model soil moisture and fill spatial data gaps from the ESA CCI product version 4.5 from
January 2000 to September 2012, over a region of 465,777 km2 across the Midwest of the USA. We tested
our proposed methods to fill gaps in the original ESA CCI product and two data subsets, removing
25% and 50% of the initially available valid pixels. We found a significant correlation (r = 0.558, RMSE
= 0.069 m3m−3) between the original satellite-derived soil moisture product with ground-truth data
from the North American Soil Moisture Database (NASMD). Predicted soil moisture using OK also
had significant correlation with NASMD data when using 100% (r = 0.579, RMSE = 0.067 m3m−3),
75% (r = 0.575, RMSE = 0.067 m3m−3), and 50% (r = 0.569, RMSE = 0.067 m3m−3) of available valid
pixels for each month of the study period. RK showed comparable values to OK when using different
percentages of available valid pixels, 100% (r = 0.582, RMSE = 0.067 m3m−3), 75% (r = 0.582, RMSE =
0.067 m3m−3), and 50% (r = 0.571, RMSE = 0.067 m3m−3). GLM had slightly lower correlation with
NASMD data (average r = 0.475, RMSE = 0.070 m3m−3) when using the same subsets of available
data (i.e., 100%, 75%, 50%). Our results provide support for using geostatistical approaches (OK and
RK) as alternative techniques to gap-fill missing spatial values of satellite-derived soil moisture.

Keywords: soil moisture; remote sensing; geostatistics; gap-filling; mesonet

1. Introduction

Addressing global environmental challenges requires knowledge and information derived from
the most accurate and complete available datasets. Soil moisture has an important role in the water and
energy cycles and is regarded as one of the essential terrestrial climate variables [1] due to its influence
on soil and atmosphere feedbacks. Furthermore, soil moisture is a critical input variable for applications
such as climate modeling [2–4], agricultural planning [5,6], and carbon budget analyses [7,8]. Because
of the importance of soil moisture, there are many in situ monitoring networks, organized at the
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global [9], regional [10,11], or national-scale [12–15]. Despite these national to global efforts, there is
still a challenge to represent spatially explicit soil moisture information across large regions related to
spatial limitations of in situ ground measurements.

Soil moisture can be estimated using remote sensors (e.g., spaceborne radiometers and radar
sensors) to provide coarse-scale estimates on a regular basis [9,16]. Examples of remote sensing soil
moisture monitoring systems include NASA’s Soil Moisture Active Passive (SMAP) [16], ESA’s Soil
Moisture and Ocean Salinity (SMOS) [17], and the European Space Agency Climate Change Initiative
(ESA CCI) [11,18] that deliver publicly available data for a wide range of applications. Despite advances
in remote sensing technology, there are still large areas where soil moisture information is not regularly
acquired, yielding information gaps in time and space across the world. Missing information arises
from certain circumstances such as high canopy density, snow and ice cover, extremely dry surface
conditions, or frozen soil [11]. These factors hinder radiometers or radar sensors in measuring the
dielectric constant in the top layer of soil in order to estimate the water content [19].

Consequently, there is a need to develop gap-filling strategies to provide spatially complete
satellite-derived soil moisture data across the world. In the most recent version of the ESA CCI product
(version 4.5), soil moisture values are derived from the combination of active and passive sensors
based on a weighted mean, proportional to the signal-to-noise ratios (SNRs) [20]. In areas where
soil moisture information cannot be derived using SNRs, values are estimated using a polynomial
regression between the signal-to-noise ratios [20]. Version 4.5 masks areas of dense vegetation using
vegetation optical depth layers and flags measurements under frozen conditions [21]; consequently the
product has multiple gaps across the world [22].

Other statistical methods (e.g., discrete cosine transformations and singular spectrum analysis)
have been applied to fill spatial gaps for satellite-derived geophysical datasets, as well as soil moisture
from field measurements [23–25]. These approaches are focused either on the statistical distribution
of the data or three-dimension information, which includes both space and time. We postulate that
alternative gap-filling methods could take advantage of the information contained in the spatial
distribution of soil moisture or its spatial and linear relationships with key geophysical variables, such
as temperature and precipitation [3,9,26].

In this research, we test the performance of three methods to gap-fill satellite-derived soil moisture
in ESA CCI product version 4.5. Although version 4.5 includes a gap-filling strategy (as described
above), this version still contains gaps across many regions of the world [22]. Our research aims to
offer alternative strategies to provide spatially complete soil moisture estimates to complement the
methods applied in the ESA CCI product, version 4.5 [21].

We tested three approaches. The first one is based on ordinary kriging (OK) spatial interpolation
[27–29] to take advantage of the spatial autocorrelation of satellite-derived soil moisture on gridded
surfaces. The second one performs regression kriging, which combines the principles of kriging
interpolation and linear regression with covariates [27,30] that are used to solve kriging weights [31].
In this work, RK relies on the relation between soil moisture (response variable) with precipitation
and minimum air temperature (explanatory variables). Our last approach is based on the application
of generalized linear models (GLMs) to explore the relationship between soil moisture and the same
explanatory variables integrated in our RK analyses. We tested these three methods because: (a) OK
has the advantage of requiring solely spatial soil moisture information; (b) GLM has the advantage of
benefiting from the inclusion of geophysical covariates (i.e., independent explanatory variables); and
(c) RK incorporates both linear relationships and geospatial distribution of explanatory variables.

We focused our study over a region in the Midwestern United States (with abundant satellite-data
estimates and in situ measurements) between 2000 and 2012. We evaluated the outcome of our
gap-filling approaches with ground-truth information using in situ measurements from the North
American Soil Moisture Database (NASMD) [15]. Our results show that the overall correlations
between OK or RK with field data (i.e., NASMD) were slightly higher than those using GLM.
These results provide support for alternative techniques to complement other approaches aimed to
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gap-fill satellite-derived geophysical datasets [23,24] and highlight the potential of using geostatistical
techniques. Furthermore, methods based on the spatial distribution of soil moisture, such as OK, which
does not require information from geophysical covariates, are useful when covariate information (e.g.,
precipitation and air temperature) is missing in different regions across the world.

Section 2 provides a description of the region of interest as well as the parameters to select our time
frame. Data acquisition, preprocessing, selection of the geophysical covariates, application of proposed
gap-filling approaches, and the validation strategy are also described in Section 2. Section 3 describes
the performance of OK, RK, and GLM techniques, as well as the results of cross-validation for the three
models. Validation using reference correlation between original satellite data and ground-truth soil
moisture information is also described in Section 3 and is compared with model outputs. Section 3
additionally shows the capability of our methods to reproduce the spatial soil moisture patterns shown
by the original ESA CCI product. Section 4 proceeds with the discussion of our findings and their
implications in providing spatially complete soil moisture information derived from ESA CCI satellite
estimates from version 4.5. Section 5 summarizes the remarks of our work and their implications in
providing soil moisture information for specific applications.

2. Materials and Methods

2.1. Region of Interest

The selected region of interest was an area of 465,777 km2 (Figure 1a) centered in the state of
Oklahoma (180,986 km2) and covering some areas of surrounding states within Midwestern USA:
Texas (159,489 km2), Colorado (11,210 km2), Kansas (61,343 km2), Missouri (10,844 km2), New Mexico
(18,550 km2), and Arkansas (23,356 km2). The region of interest shows a variety of environmental
conditions, both natural and human-driven, that allowed us to test the spatial performance of
our gap-filling frameworks. This diversity mitigates bias due to specific environmental conditions
(e.g., homogenous land cover, uniform topographic features), which are not the attention of this present
study. The region of interest for this study was selected in response to the availability of ground-truth
data in that area, mainly over Oklahoma, where mesonet [15] provides a robust set of historical soil
moisture records [32]. Additionally, soil moisture data availability in northern Texas and the remaining
areas in the region of interest are consistently represented by the NASMD. We highlight that the
NASMD integrates data from several monitoring networks including mesonet [15].

 

Figure 1. (a) Region of interest in the Midwestern USA, where soil moisture gap-filling methods were
performed; (b) Land cover types over the region of interest (30 m), level 1 NALCMS classification [33].

The region of interest (Figure 1a) includes a wide variety of land cover types (Figure 1b) dominated
by grassland (35.5%), cropland (31.9%), and shrubland (11.0%) in the central and western areas, whereas
forested areas are mostly located in the eastern portion, distributed across needleleaf (2.2%), broadleaf
(10.9%), and mixed forests (0.6%) [33].
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2.2. Data

2.2.1. Satellite-Derived Soil Moisture

For this study, we used the ESA CCI soil moisture product version 4.5 (Table 1) that has gathered
historical records from active and passive remote sensors [11,18,20]. This product provides soil moisture
estimates at 0.25 degrees of spatial resolution on a daily basis, from November 1978 to December
2018 [20]. Active and passive sensors are combined by means of a weighted mean, being proportional
to the signal-to-noise ratio (SNR) [20]. These ratios are estimated using triple collocation analysis,
which is a method that estimates random error variances of three collocated datasets of soil moisture
estimates [21]. In areas where no triple collocation analysis estimates are available, soil moisture values
are estimated using a polynomial regression between the signal-to-noise ratios [20].

Table 1. Main characteristics of ESA CCI soil moisture version 4.5 [20].

Title ESA CCI Soil Moisture Version 4.5

Release date October 2019

Available products
Active
Passive

Combined

Scatterometer sensors used

SMMR
SSM/I
TMI

AMI WS
ASCAT

Radiometer sensors used

Windsat
AMSR-E
AMSR2
SMOS

Available time span November 1978 to December 2018 (Combined product)
August 1991 to December 2018 (Active product)

The ESA CCI product was developed in collaboration with Vienna University of Technology
(TU Wien) and focuses on the use of data derived from C-band scatterometers, such as European
Remote Sensing Satellites (ERS-1/2) and METOP, as well as the use of data from multi-frequency
radiometers such as the Scanning Multichannel Microwave Radiometer (SMMR), Special Sensor
Microwave Imager (SSM/I), Microwave Imager (TMI), Advanced Microwave Scanning Radiometer
(AMSR-E), and Windsat [3]. These sensors are characterized for the suitability for soil moisture
retrieval [3].

Daily soil moisture global records from the ESA CCI product were acquired and then cropped to
the region of interest. Daily estimates were merged into monthly soil moisture spatial layers using
mean and median values; in this way, we tackled the lack of daily coverage in areas out of the satellites’
swath. Monthly mean values initially reduced the number of gaps in daily products but still provided
reliable information to identify spatial patterns and trends in our study period. These values then were
used to explore their relationship with different geophysical covariates (Supplementary Material S1).
Monthly values can describe soil moisture variability over a few weeks due to soil moisture memory
effects, as water content derived from sudden excessive rainfall or lack of water onset can generate
wetness or dryness conditions that might last for a couple of weeks [2].

An important step in preparing the soil moisture data for analysis is identifying the most relevant
summary statistics, such as the mean or median. The median value is more useful when data are
concentrated on a brief period of the month (because of long data gaps) with an uneven distribution of
data [34]. However, mean monthly soil moisture values showed higher correlation with the tested set
of geophysical covariates (Supplementary Material S1). For our region of interest, Figure 2 shows the
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spatial distribution and number of soil moisture gaps (ESA CCI soil moisture version 4.5) during the
study period (January 2000 to September 2012) where no mean values were calculated due to a lack of
valid pixels. A pixel is considered valid when soil moisture estimates are available from the ESA CCI
product over the region of interest. Figure 3 shows the number of gaps per monthly layer, regarding
741 pixels of 0.25 × 0.25 degrees in our region of interest.

 

Figure 2. Number of gaps in monthly soil moisture estimates over the region of interest, derived from
the ESA CCI product (version 4.5), January 2000–September 2012.

Figure 3. Distribution of gaps during the study period in monthly steps; each number represents the
quantity of pixels without data, out of 741 pixels in the region of interest.

2.2.2. Soil Moisture Covariates

For RK and GLM gap-filling approaches, we explored the relationships between soil moisture and
some geophysical variables. Monthly layers were generated for precipitation, atmospheric temperature,
and static values of soil texture and the topographic wetness index (TWI). These selected variables are
known to work as drivers for water input in soil [2,3].

Meteorological data were acquired at 1-km spatial resolution monthly layers produced by the
Daily Surface Weather and Climatological Summaries (DAYMET) [35]. Total monthly precipitation
and monthly averages of minimum and maximum air temperature raster layers from January 2000 to
September 2012 were cropped to the region of interest, projected to the WGS84 Lat.–Long. coordinate
system, and resampled to 0.25 degrees by means of the nearest neighbor method (ngb) [36].

Soil texture was obtained from the US soil survey geographic database [37], and we classified all
classes into four general categories based on the texture triangle from the US Department of Agriculture
(USDA) [38]: coarse, medium, medium fine, and fine. Soil texture then was resampled to 0.25 degrees
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resolution using ngb [36]. We calculated TWI using SAGA GIS [39] with a digital elevation model
at 250 meters resolution [27] and then resampled the output to 0.25 degrees using ngb [36]. Detailed
information on the definition of geophysical variables for this work and their further processing are
given in the Supplementary Material S1.

2.2.3. Validation Data

In order to establish a reference value that describes the spatial distribution pattern of soil
moisture over our region of interest, we acquired records from the North American Soil Moisture
Database (NASMD). NASMD provides the densest possible soil moisture network that integrates
field measurements across North America [15]. By 2015, the NASMD had integrated 33 observation
networks and two short-term soil moisture campaigns, providing ground-truth data for over 1800
observation sites in the USA, Canada, and Mexico [15]. Some of the densest regional networks
integrated by NASMD offer soil moisture data in our region of interest (e.g., MESONET), and records at
5-cm depth, where the soil layer closely interacts with the atmosphere and it is sensed by satellites [40].
We extracted all information available from the NASMD over our region of interest that comprised
records at 5-cm depth, from January 2000 to September 2012. Finally, we transformed these data to
georeferenced point layers to be integrated in our ground-truth validation approach.

2.3. Gap-Filling Methods

Our first two gap-filling approaches were based on kriging interpolation (OK and RK). These
techniques lead to high uncertainty over areas with very large continuous spatial gaps because they
rely on the spatial autocorrelation of available data. Consequently, we also tested a third approach
based on GLM to test the relationship between soil moisture and geophysical covariates. We clarify
that the GLM approach does not depend on the spatial autocorrelation of available data.

The OK interpolation strategy depends solely on the separation distance between sampled
locations and not on an absolute position [29]. This offers a feasible strategy to fill spatial gaps in
areas where no other information is available to be included in similar interpolation methods such as
cokriging or regression kriging. This is the most popular among all kriging methods, as it works in
almost any situation and its assumptions are easily filled [29].

Regression kriging also depends on the spatial location of soil moisture values but incorporates the
location of information from covariates as well [27]. Regression kriging yields to a better representation
of the spatial patterns depicted by the covariates known as be correlated with the response variable [30].

Generalized linear models (GLMs), as an alternative approach, represent multivariate regression
models [41]. In this approach, we assume linear relationships between the dependent variable (soil
moisture) and the predefined covariates (precipitation, minimum air temperature) before considering
relationships that are more complex. These relationships have also been explored in previous studies
of soil moisture derived from field measurements, integrating predictors such as vegetation indices,
precipitation, and temperature [42,43]. However, GLM represents an approach that can be applied to
satellite-derived soil moisture estimates to fill spatial gaps over large areas.

Soil moisture spatial-gaps in the region of interest are not always sufficient to test interpolation
methods, as in some months there are no gaps over the region of interest. Thus, we decided to randomly
remove valid data from each soil moisture monthly layer as well as their correspondent locations on
the geophysical covariates layers. Therefore, OK, RK, and GLM were performed on 100%, 75%, and
50% of available valid pixels in each month, similar to gap-filling analyses in previous studies [23].

The overall process for soil moisture prediction (Figure 4), derived from the proposed modeling
techniques, was evaluated using cross-validation and ground-truth data from the NASMD available
from January 2000 to September 2012. An extensive description of the workflow and a sample process
for one month are provided in the Supplementary Material S2.
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Figure 4. Workflow for soil moisture modeling and the gap-filling over the region of interest, regarding
100%, 75%, and 50% of available valid pixels in each monthly layer. Cross-validation as well as
ground-truth validation is also described.

2.3.1. Ordinary Kriging

OK was performed using the AutoMap package developed for the R statistical platform [44]. By
means of the autofit-variogram tool, the best-fitted variogram model was automatically selected to
generate independent predictions over each month. Five different variogram models (i.e., spherical,
exponential, Gaussian, Matern and Stein’s parameterization) were evaluated, and the one with the
smallest residual sum of the squares was selected [44]. The prediction of values at unsampled locations
is the linear combination of N variables, as expressed in Equation (1):

Z(u) =
N∑

i=1

λi Z(ui) (1)

where λi represents the original weighted values. Weights are calculated as a function of the distance
between sampled and unsampled locations to be predicted. The weight sum must be equal to 1, thus
estimations fulfill the unbiasedness requirement [45].

Derived from OK spatial interpolation, predicted values as well as their standard errors were
obtained for each month, derived in three different cases from 100%, 75%, and 50% of available valid
pixels. We applied 10-fold cross-validation [44] to OK outputs for the above-mentioned percentages
of valid pixels using autoKrige.cv [44]. Finally, we assessed the spatial dependence found in each
monthly layer using the nugget–sill ratio. Ratios of at most 0.25 represented strong spatial dependence;
between 0.25 and 0.75, moderate spatial dependence; and at least 0.75, weak spatial dependence, as
previously reported [46].
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2.3.2. Regression Kriging

RK was performed with the R package GSIF [47], using the function fit.regModel. Individual
regression models were fitted to each monthly layer, incorporating monthly precipitation and minimum
temperature data from DAYMET [35]. We combined regression on soil moisture data and the preselected
geophysical covariates with simple kriging of the regression residuals [31]. GSIF tools allowed us
to select different regression techniques (e.g., random forest, GLM, quantile regression forest). We
selected GLM to make RK a hybrid approach between our two other proposed methods (i.e., OK and
GLM). In RK, a spatial trend is assumed instead of stationarity across the region of interest. Based
on the residuals of the identified trend in regression analysis, spatial interpolation is applied through
OK. Prediction over unsampled locations is equal to the estimated trend plus the error prediction as
expressed in Equation (2):

Z(x) = m(x) + ε(x) (2)

where Z(x) is the target variable to be predicted, m(x) is the trend (explanatory power) identified from
the relationship with geophysical covariates, and ε(x) represents the stochastic residuals. Unlike OK,
in RK, the trend is no longer constant, but is a function of the explanatory variables [48].

As we did for OK, we derived predicted values and associated error based on 153 months, using
100% of available data, as well as 75% and 50%; this yielded 459 predicted soil moisture layers. Then,
10-fold cross-validation was performed, and nugget–sill ratios were calculated as in the OK approach
to identify the level of spatial dependence [46] depicted in each monthly layer.

2.3.3. Generalized Linear Models

For GLM, we first tested the overall correlation between soil moisture (monthly mean and median
values) and each one of the geophysical covariates (monthly precipitation, monthly maximum and
minimum air temperature, soil texture, and TWI). Secondly, we extracted a time series for each valid
pixel along the 153 monthly soil moisture layers and tested the pixel-individual correlation with each
one of the covariates. Finally, we calculated the correlation coefficients of all valid pixels available for
each monthly layer with the corresponding temporal layer for each one of the covariates. Based on
these analyses, we established that the spatial values of mean monthly precipitation and minimum air
temperature were the variables with the highest absolute correlation coefficient with mean monthly
soil moisture (Supplementary Material S1). These geophysical covariates were used to predict soil
moisture based on GLM, as shown in Equation (3):

Yi = β0 + β1Xi1 + β2Xi2 + εi (3)

where Yi represents the response variable, Xi1 and Xi2 represent the predictor variables, β0, β1 and β2

are the parameters of the model, and εi is the error term [41].
Predictions were also performed for the three predefined subsets (100%, 75%, and 50%) of available

valid data over the region of interest in each month of the study period. We used the GLM tool from the
caret statistical package in R [49] to generate independent models for each month, as well as a 10-fold
cross-validation process. For this purpose, we used 75% of the data in each independent monthly
dataset as training data and 25% as test data.

2.4. Ground-Truth Validation

2.4.1. Reference Correlation between NASMD and Satellite-Derived Soil Moisture

First, we established a reference correlation value between original satellite-derived soil moisture
and data from the NASMD. We extracted all available data from NASMD over the region of interest
for each month during the study period and calculated the mean monthly value of soil moisture at
5-cm depth for each field station, thus capturing as much variation as possible from the upper soil
layers sensed by the satellites. We tested the correlation between satellite-derived values over each
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spatially correspondent pixel with soil moisture information derived from the NASMD. This process
was performed over the layers using 100%, 75%, and 50% of available valid pixels. When there was
more than one NASMD station within one corresponding pixel of satellite-derived soil moisture,
every station value from within the pixel area was accounted for in the correlation analysis with the
satellite data. Overall, we used data from 157 stations in the months with the highest availability of
field soil moisture records. The use of all NASMD available stations allowed us to retain the overall
observation-estimation pairs. Figure 5 shows the distribution of available NASMD stations over the
region of interest for the entire study period. Figure 6 shows the number of NASMD stations used in
each month to validate the outputs of our models. Across the entire study period, all available stations
provided 19,007 points to compare satellite-derived soil moisture estimates and ground-truth data.

 

Figure 5. All NASMD stations available for the study period (157). Stations are broadly distributed
over Oklahoma and northern Texas; however, ground-truth data are scarce over the surrounding states
within the region of interest.

 

Figure 6. Number of ground-truth stations available per month for validation.

2.4.2. Correlation between Predicted Soil Moisture and NASMD

In order to validate our soil moisture predicted values, we looked for the closest similar correlation
coefficient from our outputs and the NASMD to the correlation coefficient between the original ESA
CCI estimates with NASMD, thus repeating the same value of a satellite estimate or predicted value
for each field station that is located within the same cell. In this way, we take advantage of as much
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validation information as possible over our region of interest. We followed the same approach as
in Section 2.4.1 to evaluate the soil moisture values derived from the modeling approaches with
the NASMD. This allowed us to evaluate 19,411 pixels where we calculated the overall correlation
coefficient (all months) and monthly correlation coefficients.

3. Results

3.1. OK and RK Models Selected for Soil Moisture Predictions

Variograms using Stein’s parameterization [50] were the most common in OK across the 459
monthly layers (n = 402). Exponential (n = 53), spherical (n = 3), and Gaussian (n = 1) were used in a
substantially lower number of predicted soil moisture layers. RK was based on exponential variogram
models in all cases (459 monthly layers), regardless the percentage of valid data used (100%, 75%,
or 50%). We found strong spatial dependence in 416 of the monthly layers (nugget–sill < 0.25) and
moderate spatial dependence in the remaining 43 layers (0.25 < nugget–sill < 0.75) when using OK
(Figure 7a). On the other hand, we found strong spatial dependence in 253 monthly layers out of 459
and moderate spatial dependence in 206 when using RK. The RMSE for predicted soil moisture layers
with OK showed that Stein’s parameterization [50] and spherical models had smaller minimum values.
However, we found that the RMSE values were more distributed in Stein’s parameterization than
in spherical models. RK with exponential models had a higher RMSE value than OK, but the error
distribution was less spread, with just a few extreme values (Figure 7b).

 

Figure 7. (a) Most fitted variogram models used to predict soil moisture; 459 models generated for
both OK and RK in 153 monthly layers derived from all percentages (100%, 75%, and 50%) of valid
pixels; (b) Boxplots of the RMSE for each predicted layer using the selected variograms.

3.2. Cross-Validation of Predicted Values

Overall, the three models had good cross-validation results, but OK and RK had consistently
higher correlation coefficients and lower RMSE (Table 2). However, OK had slightly better performance
than RK when a different percentage of available data was used.

Table 2. Cross-validation outputs for OK, RK, and GLM, and all predicted and observed values along
the 153 monthly layers.

Method Percentage of Data Correlation RMSE

OK

100% 0.886 0.029 m3m−3

75% 0.886 0.029 m3m−3

50% 0.886 0.029 m3m−3

RK

100% 0.886 0.029 m3m−3

75% 0.878 0.030 m3m−3

50% 0.869 0.031 m3m−3

GLM

100% 0.711 0.044 m3m−3

75% 0.709 0.044 m3m−3

50% 0.709 0.044 m3m−3
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Additional cross-validation between predicted and observed values by month (January to
December) was reported using Taylor diagrams (Figure 8), which simultaneously report the correlation
coefficient, normalized standard deviation, and centered root mean squared error [51]. The Taylor
diagrams [52] consistently showed that OK and RK had a higher correlation coefficient and lower
centered RMSE and standard deviations, and consequently, were closer to the observations. These
results were consistent regardless of the percentage of available data used. Overall, OK had a consistent
correlation coefficient of 0.886, whereas RK ranged from 0.869 to 0.886 as the percentage of data to
model values was lower. Finally, GLM values ranged between 0.711 to 0.709 with a lower percentage of
valid data. Centered RMSE values between observed and predicted values with OK were consistently
0.029, RK ranged between 0.029 and 0.031, and GLM values were 0.044 m3m−3 in all cases.

 

Figure 8. Taylor diagrams based on cross-validation by month across years; OK, RK, and GLM using
100%, 75%, and 50% of available valid data. Standard deviation and RMSE values for each output were
normalized using the standard deviation of the observed values.
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3.3. Ground-Truth Validation with NASMD

We found an overall correlation coefficient of r = 0.523 and an RMSE of 0.093 m3m−3 between the
original ESA CCI data and the available NASMD stations across the study period (153 months). These
values served as a baseline and showed that values generated using OK with 100% and 75% of valid
data were closer to the reference than those using RK and GLM (Table 3).

Table 3. Overall correlation coefficients between all ground-truth validation points and the CCI soil
moisture product, as well as gap-filled outputs. Percentages show the data subset used to predict soil
moisture values over the region of interest.

Method Percentage of Data Correlation RMSE

CCI 100% 0.558 0.069 m3m−3

OK

100% 0.579 0.067 m3m−3

75% 0.575 0.067 m3m−3

50% 0.569 0.067 m3m−3

RK

100% 0.582 0.067 m3m−3

75% 0.582 0.067 m3m−3

50% 0.571 0.067 m3m−3

GLM

100% 0.475 0.070 m3m−3

75% 0.475 0.070 m3m−3

50% 0.475 0.070 m3m−3

We explored the temporal dynamics of the correlation coefficients and RMSEs by month throughout
the study period. Figure 9 shows the R-squared values between the monthly correlation coefficients
from ground-truth data and CCI products and the coefficients from ground-truth data and predicted
values by our proposed methods (OK, RK, GLM). RMSE is reported in the same manner (Figure 9). OK
correlation coefficients using 100% of available valid data with ground-truth data are the closest to the
correlation coefficients used as a reference between validation data and the CCI product (Figure 9a).
However, RK correlation coefficients show higher consistency when compared with the reference
correlation coefficients across different percentages of available valid data (Figure 9b). In contrast,
GLM outputs show lower general R-squared values between the outputs and the reference and are
loosely fitted to the regression line (Figure 9c). In a similar way, R-squared values between RMSE from
the CCI product and ground-truth data, as well RMSE from model outputs and ground-truth data,
show closer relation for OK (Figure 9a) and RK (Figure 9b) outputs rather than for GLM (Figure 9c).
Nevertheless, OK shows slightly better results than RK.
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Figure 9. R-squared values showing the concordance between the reference validation (CCI-NASMD)
and the validation of proposed gap-filling methods with NASMD. Each point represents one month,
using 100%, 70%, or 50% of the available data, with the percentage indicated by the shape used. (a)
Validation of ordinary kriging with NASMD, with correlation on the left and RMSE on the right; (b)
Validation of regression kriging with NASMD, with correlation on the left and RMSE on the right; (c)
Validation of GLM with NASMD, with correlation on the left and RMSE on the right. Regression lines
between correlated datasets are shown in each plot.

3.4. Spatial Gap-Filling Performance of Modeling Methods

The comparison between the outputs of our modeling methods in contrast with the original ESA
CCI soil moisture product shows that OK and RK approaches better reproduce the spatial pattern
captured by satellite estimates. Figure 10a shows the mean soil moisture estimates from the ESA CCI
product version 4.5 derived from 153 monthly layers in our region of interest, without any gap-filling
technique. In comparison to the original spatial distribution of soil moisture, OK visually shows more
similar patterns, independent of the percentage of valid pixels used for modeling (Figure 10b–d).
RK visually shows very similar spatial patterns (Figure 10e–g) as OK. However, both methods, OK
and RK, are challenged by extreme low and high values included in the original satellite product.
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Conversely, GLM shows a lower performance in reproducing soil moisture spatial patterns, regardless
of the percentage of valid pixels included in the modeling process (Figure 10h–j).

 

Figure 10. Mean soil moisture values during the study period (January 2000–September 2012) over the
region of interest. (a) Mean values of original ESA CCI soil moisture estimates; no gap-filling methods
applied; (b) Soil moisture mean values modeled using OK and 100% of available valid data; (c) Soil
moisture mean values modeled using OK and 75% of available valid data; (d) Soil moisture mean
values modeled using OK and 50% of available valid data; (e) Soil moisture mean values modeled
using RK and 100% of available valid data; (f) Soil moisture mean values modeled using RK and 75%
of available valid data; (g) Soil moisture mean values modeled using RK and 50% of available valid
data; (h) Soil moisture mean values modeled using GLM and 100% of available valid data; (i) Soil
moisture mean values modeled using GLM and 75% of available valid data; (j) Soil moisture mean
values modeled using GLM and 50% of available valid data.

Finally, we found that the density distribution describing the mean soil moisture values during
the study period in the original ESA CCI was better reproduced by the OK and RK approaches. The
performances of OK and RK were similar, either using 100%, 75%, or 50% of available valid data
(Figure 11a,b). In contrast, the GLM density distribution substantially deviated from the values of the
original ESA CCI product (Figure 11c).
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Figure 11. Density distribution of mean soil moisture values during the study period for 741 pixels
over the region interest. (a) ESA CCI and modeled data using OK with 100%, 75%, and 50% of available
valid data; (b) ESA CCI and modeled data using RK with 100%, 75%, and 50% of available valid data;
(c) ESA CCI and modeled data using GLM with 100%, 75%, and 50% of available valid data.

4. Discussion

Our results showed that the OK, RK, and GLM techniques could be used as alternative approaches
to gap-filling in soil moisture data derived from the ESA CCI product version 4.5. Our proposed
methods can be used either in conjunction with geophysical covariates such as precipitation and
temperature or using solely the spatial distribution of soil moisture estimates derived from the ESA
CCI product. Furthermore, our results show that spatial patterns and temporal relations between
satellite and ground-truth data are better preserved by using OK and RK, but we show the applicability
of the GLM approach. The benefit of using different approaches would depend on the spatial structure
of the missing data and the availability of covariates for applying OK, RK, or GLM approaches.

Precipitation and minimum air temperature were the strongest correlated environmental covariates
with soil moisture (Supplementary Material S1). These relationships are likely influenced by the grid
size (0.25 degrees), as the spatial influence of precipitation and air temperature represents regional
and mesoscale climatic patterns [53]. Previous research showed that increasing spatial resolution
yields more detail in the meteorological information but limited impacts on its forecasting skill [54].
It is known that from the plot to watershed scale, soil texture and topography are highly correlated
with soil moisture [2,3], but these relationships may change at the coarse scale of the ESA CCI soil
moisture product. Thus, these features were not included as geophysical covariates in our GLM or
RK approaches.

Overall, our results provide support for OK, RK, and GLM as techniques to gap-fill spatial missing
values of satellite-derived soil moisture products. However, overall performance indicates that OK and
RK represent more reliable methods for soil moisture gap-filling in comparison with GLM. Previous
studies have compared the advantages of OK and RK for interpolation of spatial soil moisture and
other soil properties [27,55–58] but most analyses have been performed for spatial interpolation of soil
properties based on field data [26,58–60]. OK has been regarded as an unbiased linear estimator [45],
and our results support it as a feasible approach due to the spatial scale of the original ESA CCI
estimates (0.25 degrees) under the gap scenarios tested in this work. At this coarse scale, soil moisture
values represent a quasi-continuous matrix that meets basic assumptions of kriging analysis such as
stationarity [45] and spatial dependence [58]. OK also incorporates spatial autocorrelation by using
the variogram and providing the error variance estimation from predicted values, offering some
advantages over deterministic methods such as inverse distance weighting (IDW), which may create
noisy fields in interpolation processes. Similar to other kriging methods, OK is an exact interpolator,
which ensures that values at sampled locations are exactly preserved. Thus, we aim to fill the spatial
gaps by modeling the entire region of interest, while preserving original values where data existed
previously. Additionally, OK performs value predictions based solely on spatial data distribution,
offering a suitable approach in cases where no well represented covariates datasets are available over
the region of interest, and it compensates for data clustering [61]. Additional evidence in support
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for OK is the fact that the nugget–sill ratio was less than 0.25 in 99% of the fitted variograms, which
implies strong spatial dependence as discussed elsewhere [46].

RK on the other hand has been widely used to incorporate covariates to build a regression model
with soil properties [27,62–64]. Whereas some authors do not find a better performance of OK in
comparison with RK for the prediction of soil properties [27,62,63], our results support the use of RK,
as it performed similarly to OK in our region of interest. As a hybrid method, RK has the advantage of
incorporating spatially explicit information known to be correlated to the response variable [27,65].
The explicit correlation between soil properties and geophysical covariates provided good results when
using terrain parameters [62,66,67] or other variables such as bare soil from remotely sensed sources,
crop yield, temperature, and precipitation data [64,68] as predictors. Other authors highlight that
RK performance depends on the relationships between soil and environmental factors [63,65]. This
could explain the similar performance between OK and RK in our region of interest, as our selected
covariates seem to account for similar influence at the coarse spatial scale of the ESA CCI product.
Based on the spatial dependence depicted by the nugget–sill ratio in the fitted variograms using RK,
we postulate that regardless of the similar performance using OK, our selected covariates did not
have a consistent strong spatial dependence. Based on nugget–sill ratios, RK showed strong spatial
dependence in 55% of the fitted variograms, while 45% showed moderate dependence when using
the thresholds previously discussed [46]. Finally, it is possible that RK may not accurately describe
the spatial patterns of soil properties when using coarse resolution geophysical covariates, but these
covariates might help to improve prediction accuracy [30]. Thus, the incorporation of covariates may
depend on the actual spatial dependence observed when modeling variograms using both OK and
RK techniques.

The GLM approach allowed us to explore the most evident relationships between soil moisture
in the upper layer of soil and the geophysical covariates that we found to be better correlated
(Supplementary Material S1). We followed a parsimonious principle by means of the GLM technique,
applying the simplest model with the fewest assumptions before assuming relationships that are more
complex. This parsimonious reasoning and its applications to multivariate models have been explored
in other studies [69].

The evaluation of our three approaches (OK, RK, and GLM) by means of cross-validation regarding
their prediction capacity for actual satellite data shows similar correlation coefficients as those reported
by [59] in the spatial interpolation of soil moisture and similar RMSE as reported by [58] for other soil
properties. The cross-validation technique has been commonly used in other similar studies [58,59] and
offers initial insights into modeling techniques without considering ground-truth data for validation.
Our cross-validation strategy showed that OK and RK better predicted soil moisture values compared
with GLM, in spite of pixel removal at different percentages. Regarding cross-validation for monthly
grouped values, OK, RK, and GLM did not show an evident bias due to seasonality, as monthly
correlation coefficients and RMSE values systematically describe the same patterns found when using
data from the entire study period in a single dataset.

In spite of cross-validation results, ground-truth validation was performed to evaluate the
suitability of each method (OK, RK, and GLM) to predict missing values in the ESA CCI product. We
acknowledge the conceptual challenge of this data matching and the need of balancing ground-truth
information in order to be representative of satellite-derived estimates. Representativeness challenges
in validation of the ESA CCI product have been also acknowledged previously [40]. Two main problems
are identified [40]: (1) Satellite sensors retrieve ground information from the upper soil layer (0.5–5-cm
depth); this layer is directly exposed to the atmosphere; therefore, its physical characteristics may
differ from the information provided by soil moisture sensors placed at 5-cm depth or deeper. Thus,
satellite estimates represent a more variable soil layer, different from soil at deeper layers. (2) Even
a spatially extensive soil moisture network cannot cover any area widely enough to provide scaling
representativeness between point-scale measurements and satellite estimates. Field measurements
depict soil characteristics in the range of a few square decimeters, while satellite products commonly
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cover a few kilometers per pixel (~27 km pixel sizes in the ESA CCI product). Additionally, other
authors suggest the soil moisture representativeness, on a grid-scale domain, may be described based
on three different methods [30]: (1) empiric methods, averaging all points within each single grid-cell;
(2) upscaling methods based on time information; and (3) spatial interpolation by means of kriging
methods to assign individual values to each center point in the grid-cell domain. In this regard, our
work does not aim to provide strategies of accuracy assessment between field measurements and
satellite estimates as explored by [70]. We seek to reproduce the spatial soil moisture patterns expressed
by the satellite-derived soil moisture and its actual correlation with ground-truth data with the ultimate
goal to gap-fill missing information.

As proposed by [57], the selection of reliable ground-truth stations and the definition of core
validation sites (CSV) represent a step forward in the evaluation of remotely sensed soil moisture.
However, regarding the limited availability of ground stations providing soil moisture information,
we integrated all available ground-truth data for our region of interest instead of defining CSV. In this
way, we took advantage of all available field soil moisture records over the region of interest. This
approach might introduce uncertainty, as neighboring stations within the same 0.25 degrees pixels in
some cases could be affected by different moisture conditions in large areas. However, as our approach
aims to reproduce the spatial distribution of soil moisture showed by the satellite estimates based on
the correlation with ground-truth data, we aim to retain all the variation offered by NASMD stations.

In order to define the best-tested soil moisture prediction model to fill the gaps in the ESA
CCI product, version 4.5, correlation found with ground-truth data was set as a reference for our
proposed models in every month of the study period. This yielded a more specific way to validate
our proposed methods regarding different soil moisture estimate conditions in every month of the
ESA CCI product. Given that our research aims to complete spatial information of ESA CCI, reference
correlation coefficients helped us to define which model best reproduces the spatial pattern of the
original product. OK and RK showed better results than GLM, as we found the higher the number of
valid pixels to shape the variogram parameters, the closer the correlation coefficient to the reference.
Furthermore, OK and RK performance does not significantly decrease even though valid pixels are
artificially removed. On the other hand, GLM correlation with ground-truth data showed less similar
values to the reference, independent of the percentage of valid pixels removed.

Given that the OK, RK, and GLM performance for our region of interest is not that different,
GLM can be an alternative approach in similar regions where satellite-derived soil moisture estimates
are spatially scarce or highly clustered, as GLM relies more on predictor availability than on spatial
distribution. Besides, when OK and RK do not meet the best requirements, GLM can use input data
from robust meteorological datasets [71,72] to obtain the geophysical covariates that we used in our
analysis. Based on the correlation coefficient between the ESA CCI soil moisture product and NASMD
ground-truth data, we found that OK and RK consistently better reproduce reference correlation
coefficients and RMSE values. Nevertheless, GLM correlation coefficients and RMSE values with
NASMD do not significantly decrease from the reference, which still makes this method an alternative
approach to gap-filling. Finally, the analysis of the mean soil moisture spatial patterns during the study
period showed that OK and RK outputs consistently better reproduced the spatial patterns in the
original ESA CCI product. This can be visually distinguished on the mean soil moisture maps, as well
as in the density distribution of the original product in comparison with OK, RK, and GLM outputs.

We acknowledge that OK and RK represent the best-tested methods for soil moisture prediction
and gap-filling of the ESA CCI product over our region of interest, based on the analysis of the monthly
mean values from January 2000 to September 2012. The application of these methods in other regions
and under different conditions should consider availability and distribution of soil moisture estimates
since in large discontinuous areas, stationary can be wrongly assumed, yielding high uncertainty in
predicted values. We recognize the need to explore RK models at finer spatial scales, where linear
relationships with geophysical covariates such as those explored in the Supplementary Material S1
might be stronger. In future research, it is necessary to explore ESA CCI gap-filling over larger areas
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such as the conterminous United States, where well spatially represented meteorological datasets
are available and different scenarios of gaps distribution can be tested. Daily data must be also
incorporated, as this is the temporal resolution in which original soil moisture estimates are delivered,
thus opening the possibility to operationally fill the gaps in the original soil moisture estimates provided
by the SA CCI soil moisture product (version 4.5). These implementations represent an upscaling
need in computational capacities; therefore, high-performance computing (HPC) techniques must
be considered.

5. Conclusions

For the region of interest, linear geostatistics techniques offer a suitable approach to fill the soil
moisture spatial gaps of the ESA CCI product (version 4.5). Although the current version of the product
follows different strategies to fill data gaps, our research highlights the incorporation of the spatial
distribution of soil moisture, as well as the use of geophysical covariates to model missing values.
Selected geophysical covariates to model soil moisture in this study, i.e., precipitation and minimum air
temperature, can be easily integrated due to their historical availability across larger regions, e.g., the
conterminous United States (CONUS). The selected region of interest provided a spatially extent set of
valid pixels from January 2000 to September 2012, which allowed us to test our proposed methods
under different scenarios of gap presence, due to natural conditions as well as artificial pixel removal.

The ordinary kriging method does not need to use any additional covariates, as it is built upon
the spatial distribution of soil moisture data; on the other hand, RK benefits from relationships with
geophysical covariates such as the ones explored in this work. However, these methods can be
inconclusive over areas where reference data are highly sparse or clustered (i.e., data scenarios where
we found weak spatial structure for satellite soil moisture). Generalized linear models, on the contrary,
might offer an alternative to spatially model soil moisture and fill the gaps in the ESA CCI product,
though their performance was lower than that of OK and RK in our region of interest. Soil moisture
at a coarse scale can be significantly correlated with covariates such as precipitation and minimum
air temperature, which can be easily inputted by predicting models over most of CONUS and other
regions around the world.

Derived from cross-validation for each method and specific percentage of available data, the three
proposed methods—ordinary kriging, regression kriging, and generalized linear models—showed
a significant prediction performance with respect to soil moisture data. However, as we intended
to reproduce the soil moisture spatial patterns of the ESA CCI product and its relationship with
ground-truth soil moisture data, we considered field validation as the best approach to find the most
suitable gap-filling method.

Besides offering information for a wide variety of applications by itself, spatially complete soil
moisture information covering large areas can also be related to point-based soil moisture networks to
jointly monitor ecological processes. Thus, gap-filled data can yield a better understanding of the role
of soil moisture in water and carbon cycles, with important implications in plant and soil respiration,
or plant growth, therefore influencing our capacity to predict climate change signals in soil moisture
estimates from the regional to the global scale.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-4292/12/4/665/s1,
Supplementary Materials S1 and S2 are submitted with this manuscript. Monthly gap-filled soil moisture layers
derived from the approaches proposed in this work can be acquired at Hydroshare, https://bit.ly/31yxfQm,
https://www.hydroshare.org/resource/f0091cf90bcc4487bf401ca19783d1eb/.
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Abstract: The hydrological and mechanical behavior of soil is determined by the moisture content, soil
water (matric) potential, fines content, and plasticity. However, these parameters are often difficult or
impractical to determine in the field. Remote characterization of soil parameters is a non-destructive
data collection process well suited to large or otherwise inaccessible areas. A ground-based,
field-deployable remote sensor, called the soil observation laser absorption spectrometer (SOLAS),
was developed to collect measurements from the surface of bare soils and to assess the in-situ
condition and essential parameters of the soil. The SOLAS instrument transmits coherent light at two
wavelengths using two, continuous-wave, near-infrared diode lasers and the instrument receives
backscattered light through a co-axial 203-mm diameter telescope aperture. The received light is
split into a hyperspectral sensing channel and a laser absorption spectrometry (LAS) channel via a
multi-channel optical receiver. The hyperspectral channel detects light in the visible to shortwave
infrared wavelengths, while the LAS channel filters and directs near-infrared light into a pair of
photodetectors. Atmospheric water vapor is inferred using the differential absorption of the on-
and off-line laser wavelengths (823.20 nm and 847.00 nm, respectively). Range measurement is
determined using a frequency-modulated, self-chirped, coherent, homodyne detection scheme.
The development of the instrument (transmitter, receiver, data acquisition components) is described
herein. The potential for rapid characterization of physical and hydro-mechanical soil properties,
including volumetric water content, matric potential, fines content, and plasticity, using the SOLAS
remote sensor is discussed. The envisioned applications for the instrument include assessing soils on
unstable slopes, such as wildfire burn sites, or stacked mine tailings. Through the combination of
spectroradiometry, differential absorption, and range altimetry methodologies, the SOLAS instrument
is a novel approach to ground-based remote sensing of the natural environment.

Keywords: instrument development; hyperspectral; spectroradiometry; LiDAR; soil

1. Introduction

Remote sensing is well suited for non-intrusive observation of bare soils, especially over large,
hazardous, or inaccessible areas, such as a wildfire site. For example, spaceborne remote sensing
techniques are commonly used to rapidly (1) establish wildfire perimeters, (2) assess the remaining
vegetative cover, and (3) determine the burn severity after containment of the fire. Collected
remotely sensed data (burn severity, extent) are often calibrated with ground-truthing methods,
yet these proximal ground-truthing methods are often point-wise, spatially limited, and cannot
easily cover vast areas. Moreover, information about the soil is not commonly collected in these
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areas following a wildfire. Characterization of soil in a wildfire-affected area commonly relies on
regional, typified soils data from databases like the Soil Survey Geographic Database (SSURGO)
and the State Soil Geographic Survey (STATSGO). These data, however, have insufficient resolution
for reliable, site-specific, predictive modeling of post-wildfire hazards (e.g., debris flows) and do
not capture the time-variability associated with meteorological and hydrological action. Because
burned areas are ideally suited for study with remote sensing techniques, due to the absence of
vegetation (fire-induced denudation), there is a need for methods to collect high-resolution, timely,
and site-specific soils information.

To address this need, a ground-based, remote sensor, called the soil observation laser
absorption spectrometer (SOLAS), was developed to rapidly infer soil properties at the field scale.
The development of the SOLAS followed laboratory-based, proof-of-concept testing that successfully
derived soil water characteristic curves (SWCC) as well as index properties (liquid limit (LL), plastic
limit (PL), and clay fraction (CF)) for several soil types by using only non-contact, optical techniques.
By combining spectroradiometric, differential laser absorption, and range altimetry techniques,
the SOLAS instrument was designed to collect range-resolved information from bare soils, including
soil surface moisture (an estimation of volumetric water content, θv), soil matric potential (ψm), burn
severity, LL, PL, and CF. An initial description of the SOLAS instrument is provided herein; as such,
the materials and methods used in the development of the instrument are detailed and described.
Additionally, supporting background information about reflectance spectroradiometry, lidar altimetry,
and differential laser absorption is provided. Measurement results from field-testing will be described
by the authors in later articles.

2. Background

A variety of remote and proximal sensing techniques for obtaining soils information have been
demonstrated. These techniques include passive imaging spectroradiometry (multispectral, hyperspectral,
visible near-infrared (VNIR), shortwave infrared (SWIR), and mid-wave-infrared (MWIR)), active and
passive microwave systems (synthetic- and real-aperture radar, ground-penetrating radar), and
gamma-ray spectrometry [1]. Although the correlation between reflectance and soil moisture was
studied as early as 1925 [2], advances in ground-based multispectral and hyperspectral measurement
techniques of reflectance spectra, primarily in the VNIR (380–1000 nm) and SWIR (1000–2500 nm)
ranges, have been utilized to estimate soil moisture content (SMC) in the laboratory setting [3–24].
In the aforementioned studies, the laboratory measurements were collected using carefully prepared
or dilute soil specimens under controlled conditions. Fewer studies were conducted under field
conditions [23,25,26]. Among the numerous developed soil reflectance correlations in the literature,
other soil parameters of interest have included clay content [9,14,24,27–30], grain size [9,28,29,31], soil
plasticity [24,32,33] and matric potential [24].

The SOLAS instrument that is described herein was designed based on other work previously
performed at the University of Arkansas. For example, Garner [24] utilized a laboratory-based diffuse
reflectance infrared Fourier transform (DRIFT) technique to develop an empirical relationship between
reflectance spectra and soil plasticity for illite and kaolinite soil types, as well as for a commercial
synthetic nepheline synetite material (Donna Fill Co., Little Rock, AR, USA). Garner [24] also developed
a laser analysis of soil tension (LAST) technique to infer the SWCC for dilute pressure plate extractor
(PPE) prepared soil specimens. The measurement technique utilized coherent illumination from
two low-power, near-infrared laser diodes and data collection using a high radiometric-resolution
spectrometer (ASD FieldSpec 4 Hi-Res; Malvern Panalytical, Longmont, CO, USA) to relate θv and
ψm through the SWCC. The empirical relationships relied upon partial least squares and principle
components regression techniques [9,24,34].
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2.1. FMCW Lidar Altimetry

Among laser altimetry methods, coherent, frequency modulated continuous waveform (FMCW)
lidar has been widely pursued [35–42]. A pulse compression technique has been applied to FMCW
lidar systems, whereby a linear frequency sweep or “chirp” with a large bandwidth is used to modulate
the optical carrier signal. As documented in the aforementioned FMCW lidar literature, range accuracy
was maintained, while peak output power and receiver bandwidth requirements were reduced
(over direct detection or conventional, pulsed, time-of-flight systems).

Adany et al. [39] demonstrated the advantages of a self-chirped, homodyne detection scheme for
FMCW lidar. The simplified homodyne system offered significant advantages over direct detection
and heterodyne detection methods through less complex receiver configuration. Furthermore,
improved receiver sensitivity permitted better long-range lidar measurements. In the Adany et al. [39]
configuration, the optical signal was intensity-modulated with a linear frequency modulated (FM)
sweep (from frequency f 1 to f 2) with chirp bandwidth, B, equal to f 2 − f 1. For the Adany et al. [39]
design, a portion of the carrier signal was used as the local oscillator (LO) in conjunction with a balanced
photodetector (BPD). The range to the target was proportional to the frequency difference between
the LO and the received signal (beat frequency, fR). For FMCW lidar with self-chirped homodyne
detection, like that proposed by Adany et al. [39], the range to target (R) should be calculated using
Equations (1) and (2) [39], while the approximate range accuracy (σR) should be determined by using
Equations (3) and (4) [36,43,44].

R =
c· fR·τ

2·( f2 − f1)
(1)

fR =

(
f2 − f1

τ

)
·Δt (2)

σR =
K·c

B
√

SNR
(3)

SNRcoh =
R · Pr

2 · q · BRX
(4)

In Equation (1), R is the range to target, c is the speed of light, fR is the beat frequency, τ is
the chirp duration, and f 2 − f 1 is the chirp bandwidth. In Equation (2), Δt is the time delay for
roundtrip propagation through the atmosphere. In Equation (3), σR is the range accuracy, K is a chirp
waveform constant, B is the signal bandwidth, and SNR is the signal to noise ratio of the receiver
data. In Equation (4), SNRcoh is the signal to noise ratio for a shot-noise-dominant coherent detection
process, � is the photodetector responsivity, Pr is the received signal power, q is the electron charge
(1.6 × 10−10 C), and BRX is the bandwidth of the receiver.

2.2. Differential Absorption Measurements

The differential absorption lidar (DIAL) technique, sometimes also called (differential) laser
absorption spectrometry (LAS), has been employed to determine the concentration of molecular species
in the atmosphere by measuring the difference in light absorption between two transmitted laser
wavelengths. DIAL theory was developed by Schotland [45] but has been advanced over the last six
decades [46–54]. Moreover, during this time period, DIAL has become the most accurate measurement
technique for tropospheric water vapor concentration [51,53,55,56]. A variety of DIAL instruments and
measurement techniques have been developed to measure water vapor profiles and concentrations
of other atmospheric greenhouse gases (e.g., carbon dioxide, methane). These measurements have
been performed from ground-based platforms [50,57–66], airborne platforms [67–72], and proposed
spaceborne platforms [55,73–76].

DIAL measurements are typically achieved by alternating the transmission of two laser
wavelengths through the atmosphere along the same path to determine the water vapor concentration.
The so-called on-line wavelength is tuned to correspond with a water vapor absorption feature, while
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the off-line wavelength is tuned to a nearby spectral region in which water vapor is not well absorbed.
For accurate measurement, a spectral region of interest must be identified for which the on- and off-line
wavelengths are adjacent and the temperature dependence of the DIAL measurement is minimal.
Various wavelength ranges have been recommended in the literature for measurement of water vapor.
For example, Grant [49] utilized the 720–730 nm wavelength range, while Machol et al. [60] used
wavelengths near 823 nm. The water vapor density (ρυ), averaged over distance (R), is commonly
calculated using the DIAL equation proposed by Schotland [46] and presented in the form of
Equations (5)–(7) [60]. For vertical measurements of the atmospheric water vapor concentration,
the Voigt function (Λ) changes due to thermal- and pressure-broadening effects, which are typically
extrapolated from ground measurements. The water vapor concentration is commonly calculated
using Equations (8) and (9) [60].

ρυ(R) =
MH2O

NA
· 1

2 ·
(

σon − σo f f

)
· ΔR

·
[

ln
Pon · R · Po f f · (R + ΔR)
Pon · (R + ΔR) · Po f f · R

]
(5)

σ = S · Λ (6)

S(T) = S0 ·
(

T0

T

)1.5
· exp

[
− h · c · E”

kB

(
1
T
− 1

T0

)]
(7)

ρυ =
es · RH

100 · Rυ · T
(8)

es = es0 · exp
[

L
Rυ

(
1
T0

− 1
T

)]
(9)

In Equation (5), ρυ is the water vapor density averaged over a distance ΔR at a range R, MH2O
is the molecular weight of water, NA is Avogadro’s constant, σon and σoff are the on-line and off-line
water vapor absorption cross-sections obtained from Equation (6), and Pon and Poff are the received
on-line and off-line backscatter signals. In Equation (6), S is the temperature-dependent absorption
line strength and Λ is the Voigt function. In Equation (7), S0 and T0 are the absorption line strength and
temperature under standard conditions, T is the temperature, h is the Planck constant, c is the speed of
light, E” is the lower-state energy (in cm−1), and kB is the Boltzmann constant. In Equation (8), es is the
saturation vapor pressure obtained from Equation (9), RH is the relative humidity (RH ≈ 100 × e/es),
where e = ρυ·Rυ·T, and Rυ is the water vapor gas constant equal to 461 J·kg−1·K−1. In Equation (9),
es0 is the saturation vapor pressure at T0 = 273 K and is equal to 611 Pa, and L is the latent heat of
vaporization and is equal to 2.5 × 106 J·kg−1.

3. Development of the SOLAS Concept

The SOLAS instrument was devised to collect range-resolved hyperspectral measurements of soils
while also measuring water absorption, due to water vapor, over the measurement range. Moreover,
the bench-scale studies conducted by Garner [24] indicated that under coherent illumination, empirical
inference of soil matric potential (ψm), and volumetric water content (θv) was possible. The instrument
therefore utilized laser transmission to achieve these metrics while collecting passive radiometric
measurements across the VNIR to SWIR range (350–2500 nm). Based on water vapor absorption
spectra published by the high-resolution transmission (HITRAN) molecular absorption database [77]
and the availability of commercial off-the-shelf laser diodes, laser wavelengths of 823.20 nm (on-line)
and 847.00 nm (off-line) were selected. For completeness, the on- and off-line wavelengths transmitted
by the SOLAS instrument are transposed over a plot of the atmospheric absorption coefficient as a
function of wavelength in Figure 1.

Because DIAL instruments have primarily been developed to measure vertical gas and aerosol
profiles, there are limited examples of instruments operating in horizontal orientations or for
topographic target returns [48,50,62,78,79]. Furthermore, DIAL instruments have typically utilized
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pulsed, rapid spectral-switching lasers to increase the accuracy of atmospheric volume sampling,
especially over long vertical ranges (vertical measurements of atmospheric water vapor are extremely
sensitive to pressure- and temperature-induced gradients). To provide coherent illumination to the
target, while enabling simplified topographic ranging and differential absorption measurements,
a diode-laser-based FMCW laser scheme was designed to switch between the on-line and off-line laser
sources over short intervals (seconds). The use of a self-chirped, homodyne detection configuration
(similar to [39]), has enabled range-resolved measurements.

Figure 1. Absorption coefficient, as a function of wavelength, for free water and water vapor with
transposed on-line (823.20 nm) and off-line (847.00 nm) laser wavelengths; raw data from [80–82].

4. Instrument Description

The SOLAS instrument combines range altimetry, differential absorption, and reflectance
spectroradiometry technologies. The instrument is comprised of (1) a laser source and transmitting
system, (2) a multi-channel receiving system (active LAS and passive hyperspectral sensing), and
(3) a data acquisition and control system (signal processing and component control). A schematic
of the major architecture of the SOLAS instrument is presented in Figure 2 and a table describing
the technical specifications is presented as Table 1. Each of the instrument subsystems are further
described in the following sections.

 

Figure 2. Schematic of the soil observation laser absorption spectrometer (SOLAS). Key: ECDL =
External Cavity Diode Laser; ISO = Optical Isolator; M = Mirror; S = Shutter; BS = Beam Sampler; IS =
Integrating Sphere; KEM = Knife-Edge Mirror; FCS = Fiber-Coupling Stage; MZM = Mach-Zehnder
Modulator; Amp = Amplifier; BSC = Beamsplitter Cube; TSOA = Tapered Semiconductor Optical
Amplifier; VBE = Variable Beam Expander; M-CRR = Multi-Channel Receiver Relay; Hi-Res FS =
High-Resolution Field Spectroradiometer; DAQ = Data Acquisition; APD = Avalanche Photodetector;
3 dB = 3 dB 2 × 2 Optical Coupler; BPD = Balanced Photodetector; VSA = Vector Signal Analyzer.
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4.1. Transmitter Design

The optical carrier signal is seeded by two New Focus TLB-6817 Vortex Littman–Metcalf external
cavity diode lasers (ECDL) precision-tuned to center wavelengths of 823.20 nm and 847.00 nm, with fine
tuning from 823.03 nm to 823.35 nm, and 846.84 nm to 847.14 nm, respectively (Newport Corporation;
Irvine, CA, USA). Each laser is powered with a low noise controller (New Focus TLB-6800-LN),
producing 17 mW to 26 mW outputs with narrow linewidths (≤200 kHz). As previously presented in
Figure 2, the laser transmission path is partially free space and partially fiber optic based. To protect
each ECDL from back reflections, the laser beams pass through narrowband polarization-dependent
Faraday isolators (Thorlabs IO-5-850-HP) that are tuned to match each respective wavelength (Thorlabs
Inc.; Newton, NJ, USA). Optomechanical shutters in the free space laser paths provide a fail-safe
(Thorlabs SH05). A sequence of dielectric mirrors direct each laser beam into a polarization-maintaining
fiber optic cable via a Thorlabs PAF-X-5-B fiber-coupling stage. The light energy within the fiber optic
cable is then coupled into a Jenoptik AM830 Mach–Zehnder modulator (MZM) where the optical
signal is intensity modulated (Jenoptik Optical Systems GmbH; Jena, Germany). The modulation is
achieved by utilizing a radio frequency (RF) signal generator to encode the transmitted light with a
chirp. Seventy percent of the intensity-modulated optical signal continues along the transmitter path
(into the tapered semiconductor optical amplifier (TSOA)) while the remaining 30% is reflected through
a free-space beamsplitting cube and fiber-coupled into a 650 MHz bandwidth New Focus 1607-AC-FC
balanced photodetector (BPD) to provide the local oscillator (LO) input signal. The carrier signal is
fiber-coupled and amplified through a Thorlabs TPA830P10-SP butterfly package TSOA mounted to a
thermoelectric-cooled (TEC) 205 TEC Butterfly LaserMount (Arroyo Instruments LLC, San Luis Obispo,
CA, USA). The TSOA chip is tuned to a center wavelength (CWL) of 835 nm (centered between the
823.20 nm and 847.00 nm transmitting wavelengths). The amplified beam is subsequently shaped with
a collimation package before exiting the TSOA output window in free space. The beam is then isolated
(Faraday isolator tuned to a CWL of 835 nm) and coupled into a high-power, armored fiber optic cable.
The laser output is transmitted into the atmosphere co-axial with the optical receiver (telescope) by
means of a collimator (Thorlabs F280SMA-835), a variable beam expander (Thorlabs BE052-B), and a
pair of mirrors, as depicted in Figures 2 and 3. The transmitter beam has an adjustable output diameter
between 2.0 mm and 8.0 mm with an average beam divergence of 0.29 mrad (resulting in the diameter
increasing to approximately 29 cm at a range of 1.0 km). The average beam diameter-dependent
power density ranges from 10–160 mW·mm−2 at the source, with the density decreasing as a function
of range.

4.2. Receiver Design

The receiving aperture for the instrument is a 203-mm diameter, 2032-mm equivalent focal length,
Schmidt-Cassegrain catadioptric telescope (model LX200-ACF 203 mm f/10) from Meade Instruments
(Irvine, CA, USA). As depicted in Figure 3, a custom-built, multi-channel, optical receiver relay is
mounted to the rear of the telescope. The receiver was designed to gather, collimate, split, and focus
the light from the telescope into two separate channels. On the primary channel (LAS channel),
backscattered light is filtered (to isolate the on-line and off-line wavelengths and to reduce diffuse
sunlight saturation), focused, and fiber-coupled into the SOLAS instrument. The optical signal is
further divided through a multimode fiber optic coupler. Ten percent of the split light is directed
into a 400 MHz bandwidth, variable gain Thorlabs APD430A silicon avalanche photodetector (APD)
via a beam collimator and focuser. The remaining 90% of the light is coupled into the BPD via a
3 dB 2 × 2 fiber optic coupler. The signal is de-chirped (i.e., mixed with the LO signal) and the beat
frequency is measured directly. On the secondary channel (hyperspectral channel), the light remains
unfiltered and is focused and fiber-coupled into a high-resolution spectroradiometer instrument (ASD
FieldSpec 4 Hi-Res). The spectral resolution of the secondary channel is 3nm in the VNIR range
(350–1000 nm) and 8 nm in the SWIR range (1000–2500 nm). The sampling interval is 1.4 nm and
1.1 nm in the VNIR and SWIR ranges, respectively. The angular field of view (FOV) for the LAS channel
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is 0.27 mrad and the FOV for the hyperspectral channel is 0.32 mrad (VNIR range) and 0.61 mrad
(SWIR range). Due to space limitations in this manuscript, the optical receiver is described in more
detail in a separate publication.

Figure 3. Annotated photograph of the (a) front, and (b) rear, of the receiver (scale for reference).

4.3. Data Acquisition and Control Design

Data acquisition and component control for the SOLAS are achieved via a computer that is
mounted in a compact, module-based National Instruments (Austin, TX, USA) PXIe chassis (PXIe-8135
computer, PXIe-1082 chassis) via LabVIEW software in a Windows environment. Within the chassis
are (1) a high frequency RF signal generator module (PXIe-5652), (2) a wide instantaneous bandwidth
vector signal analyzer (PXIe-5663E) comprised of three parallel modules (PXIe-5601, PXIe-5622,
PXIe-5652), and (3) a multifunction input/output module (PXI-6238). The LabVIEW software is
used to generate the chirp signal (100 MHz to 500 MHz linear ramping signal with a chirp rate of
6 MHz/μs) that is amplified and directed into the MZM. The software is also used to (1) collect
and interpret the de-chirped frequency from the BPD (to determine the range to the target), and to
(2) collect and interpret data from the APD (to detect atmospheric water vapor en route to the target).
The ASD RS3 software is used to collect the reflectance spectra from the spectroradiometer and the
ASD ViewSpecTM Pro software is used to export the raw data for further processing. A flow diagram
outlining the data acquisition and processing chain is presented in Figure 4.

4.4. Field Ruggedization

The majority of the components that were previously presented in Figure 2 are mounted within
a hermetically sealed, nitrogen-purged box. The ECDL heads and MZM are mounted directly to
the 12 mm thick aluminum floor of the box with thermal paste to enable the floor to act as a heat
sink. The remaining power-emitting components (e.g., Thorlabs TPA830P10-SP amplifier) are actively
regulated via thermoelectric cooling or are self-regulating (e.g., New Focus 1607-AC-FC and Thorlabs
APD430A photodetectors). The floor of the box also acts as an optical bench for the bulk-optical
components associated with the free space lasers. The transmitting and receiving fiber optic cables, RF
signal cables, and component power cables are fed through one wall of the box via sealed cable glands.
A plan view of the box interior is presented in Figure 5 and a photograph of the SOLAS instrument
annotated with major assemblies is presented as Figure 6.
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Figure 4. Data acquisition and processing chain for the soil observation laser absorption spectrometer
(SOLAS) instrument (note: simulated data). Key: DIAL = Differential Absorption Lidar; LAS = Laser
Absorption Spectrometry; LO = Local Oscillator.

Figure 5. Annotated plan view of the hermetically sealed box depicting the major components
of the transmitter and the primary laser absorption spectrometer (LAS) receiver channel. Key:
ECDL = External Cavity Diode Laser; ISO = Optical Isolator; M = Dielectric Mirror; S = Shutter;
BS = Beam Sampler; IS = Integrating Sphere; KEM = Knife-Edge Mirror; FCS = Fiber-Coupling Stage;
BSC = Beamsplitter Cube; MZM = Mach-Zehnder Modulator; TSOA = Tapered Semiconductor Optical
Amplifier; APD = Avalanche Photodetector; BPD = Balanced Photodetector.
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Figure 6. Annotated photograph of the soil observation laser absorption spectrometer (SOLAS)
instrument with major assemblies (transmitter, receiver, data acquisition and control).

5. Discussion

The SOLAS instrument was designed to transmit on-line and off-line wavelengths of
823.20 nm and 847.00 nm, respectively. The difference between these wavelengths combined with
continuous-wave transmission, necessitated the use of two separate seed lasers (whereas some
dedicated DIAL instruments have achieved on- and off-line wavelength transmission with a single,
widely tunable, pulsed laser source). The two lasers were aligned into a common transmitter system
using readily-available, free-space bulk optics to ease customization, calibration, and implementation.
Therefore, the efficiency of the laser delivery system may be improved using an all-fiber-based design
in future iterations.

The collection of measurements in the field introduces additional complexity, primarily due to
(1) viewing geometry (i.e., incidence and viewing angles), (2) the sensitivity of the hyperspectral
measurements to changes in light conditions (solar irradiation intensity), and (3) environmental
interferences (dust, water droplets, vegetative cover). To address these issues, the instrument
observation location must be carefully selected and the spectroradiometer should be calibrated using a
diffuse white reference panel (e.g., Spectralon®; Labsphere Inc., North Sutton, NH, USA) positioned
at approximately the same incidence angle as the intended measurements. The manufacturer of
the spectroradiometer recommends frequent recalibration (referencing of the diffuse reflector panel)
when collecting typical proximal (<1 m distance) measurements in the laboratory or in the field. However,
it would be possible to collect remote (up to 1 km distance, or greater) measurements for an extended period
of time, without frequent recalibration, if careful considerations are made. The spectroradiometer, as
well as other components (e.g., laser sources, data acquisition system, and telescope), should be allowed
a warm-up period (to minimize instrument noise and temperature-induced drift). Furthermore, after
initial calibration of the spectroradiometer, any changes in light conditions (e.g., temporary cloud
cover over target) should be observed and, if necessary, the measurements should be repeated.

The data collected by the three receivers (spectroradiometer and two LAS channel detectors) must
be synthesized for meaningful interpretation of a measurement. Reflectance spectra are compiled,
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averaged, and compared with spectral libraries for different soil types. The measurements require
post-processing (empirical calibration and statistical analysis) to extract the soil properties of interest.
While reflectance data is collected using the ASD software (native to the spectroradiometer), future
development of the SOLAS instrument software will enable custom data collection and near real-time
data interpretation. The reflectance measurements are susceptible to attenuation, due to atmospheric
water vapor, especially at longer ranges or in conditions with higher relative humidity. To correct for
the additional atmospheric absorption en route to the soil surface, the differential laser absorption
measurements are used. The coherent signals also provide sub-meter range to target identification.
Preliminary hyperspectral measurements have been collected for ranges greater than 100 m (laboratory
setting) and 500 m field setting). Based on design calculations, measurements are possible for ranges
of up to a kilometer or more (depending on atmospheric conditions), with spatial resolutions of 6 cm,
30 cm, and 60 cm (nadir) for ranges of 100 m, 500 m, and 1.0 km, respectively.

6. Conclusions

The development of a field-deployable, ground-based, remote sensing instrument for obtaining
physical and hydro-mechanical soil properties was described herein. The soil observation laser
absorption spectrometer (SOLAS) was designed to collect range-resolved hyperspectral backscatter
data from bare soil surfaces across the visible to shortwave infrared spectral ranges (350–2500 nm).
The SOLAS instrument transmits two near-infrared wavelength lasers (823.20 nm and 847.00 nm) to
measure atmospheric water vapor by differential absorption along the transmitter path. Self-chirped,
coherent detection of the same lasers provides target range measurements. The backscattered light
is received through a 203-mm diameter telescope. The combination of high-resolution reflectance
spectroradiometry and lidar (ranging and differential absorption) techniques has introduced a new
ground-based approach to remote sensing of the natural environment. Envisioned applications for the
instrument include rapid classification of soils on unstable slopes, mine tailings, or in wildfire-affected
areas. Future improvements will enable long-range measurements, increased portability (lighter
instrument components), or semi-autonomous measurements as part of a long-term monitoring
installation (e.g., wildfire basin or mining operation).
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Abbreviations

The following abbreviations are used in this manuscript:

dB Decibel
AM Amplitude Modulation
APD Avalanche Photodetector
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ASD Analytical Spectral Devices Inc. (a Malvern Panalytical Company, Longmont, CO, USA)
B Signal Bandwidth
BPD Balanced Photodetector
BRX Bandwidth of the Receiver
BSC Beamsplitter Cube
c Speed of Light
CW Continuous-Wave
CWL Center Wavelength
CF Clay Fraction
Δt Roundtrip Time Delay for Atmospheric Propagation
D Diameter of Primary Mirror (Telescope)
DIAL Differential Absorption Lidar
DRIFT Diffuse Reflectance Infrared Fourier Transform
es Saturation Vapor Pressure
es0 Saturation Vapor Pressure at T0 = 273 K
E" Lower State Energy
ECDL External Cavity Diode Laser
FM Frequency Modulated
FMCW Frequency-Modulated Continuous-Wave
FOV Field of View (Angular)
f Focal Length
f 2 − f 1 Chirp Bandwidth
f R Beat Frequency
h Planck Constant
HITRAN High-Resolution Transmission Molecular Absorption Database
θv Volumetric Water Content
InGaAs Indium Gallium Arsenide
kB Boltzmann Constant
K Chirp Waveform-Dependent Constant
λ Wavelength
Λ Voigt Function
L Latent Heat of Vaporization
LAS Laser Absorption Spectrometry
LAST Laser Analysis of Soil Tension
LIDAR Light Detection and Ranging (commonly Lidar)
LL Liquid Limit
LO Local Oscillator
MH2O Molecular Weight of Water
MWIR Mid-Wave-Infrared
MZM Mach-Zehnder Modulator
N F-Number
NA Avogadro’s Constant
NIR Near-Infrared
ρυ Water Vapor Density
PL Plastic Limit
PPE Pressure Plate Extractor
Pn-RX Receiver Power Noise
Poff Received Off-Line Backscatter Signal
Pon Received On-Line Backscatter Signal
Pr Received Signal Power
Psig Detected Signal Power
PXIe PCI (Peripheral Component Interconnect) Extensions for Instrumentation Express
q Electron Charge
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� Photodetector Responsivity
R Range to Target
RF Radio Frequencies
RH Relative Humidity
Rυ Water Vapor Gas Constant
σoff Off-Line Water Vapor Absorption Cross-section
σon On-Line Water Vapor Absorption Cross-section
σR Range Accuracy
S Temperature-Dependent Absorption Line Strength
S0 Absorption Line Strength under Standard Conditions
SMC Soil Moisture Content
SNR Signal-to-Noise Ratio
SNRcoh Signal to Noise Ratio for Shot-Noise-Dominant Coherent Detection
SOLAS Soil Observation Laser Absorption Spectrometer
SSURGO Soil Survey Geographic Database
STATSGO State Soil Geographic Survey
SWCC Soil Water Characteristic Curve
SWIR Shortwave Infrared
τ Chirp Duration
T Temperature
T0 Absorption Temperature under Standard Conditions
TEC Thermoelectric-Cooled
TSOA Tapered Semiconductor Optical Amplifier
UHTC Ultra-High Transmission Coating (Meade Instruments Corporation, Irvine, CA, USA)
VNIR Visible Near-Infrared
ψm Soil Water Matric Potential (Soil Suction)
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Abstract: Soil moisture is one of the essential variables of the water cycle, and plays a vital role in
agriculture, water management, and land (drought) and vegetation cover change as well as climate
change studies. The spatial distribution of soil moisture with high-resolution images in Mongolia
has long been one of the essential issues in the remote sensing and agricultural community. In
this research, we focused on the distribution of soil moisture and compared the monthly precipi-
tation/temperature and crop yield from 2010 to 2020. In the present study, Soil Moisture Active
Passive (SMAP) and Moderate Resolution Imaging Spectroradiometer (MODIS) data were used,
including the MOD13A2 Normalized Difference Vegetation Index (NDVI), MOD11A2 Land Surface
Temperature (LST), and precipitation/temperature monthly data from the Climate Research Unit
(CRU) from 2010 to 2020 over Mongolia. Multiple linear regression methods have previously been
used for soil moisture estimation, and in this study, the Autoregressive Integrated Moving Arima
(ARIMA) model was used for soil moisture forecasting. The results show that the correlation was
statistically significant between SM-MOD and soil moisture content (SMC) from the meteorological
stations at different depths (p < 0.0001 at 0–20 cm and p < 0.005 at 0–50 cm). The correlation between
SM-MOD and temperature, as represented by the correlation coefficient (r), was 0.80 and considered
statistically significant (p < 0.0001). However, when SM-MOD was compared with the crop yield
for each year (2010–2019), the correlation coefficient (r) was 0.84. The ARIMA (12, 1, 12) model
was selected for the soil moisture time series analysis when predicting soil moisture from 2020 to
2025. The forecasting results are shown for the 95 percent confidence interval. The soil moisture
estimation approach and model in our study can serve as a valuable tool for confident and convenient
observations of agricultural drought for decision-makers and farmers in Mongolia.

Keywords: soil moisture; time series; remote sensing; Mongolia

1. Introduction

Soil moisture (SM) plays an important role in the terrestrial water cycle and has
been assessed in many field studies, e.g., in water management, agricultural irrigation
management, crop production, vegetation cover, drought, and global climate change [1–4].
In addition, soil moisture indicates groundwater conditions and links the exchange of
water and energy between the atmosphere and land surface. There are many ways to
estimate soil moisture, including direct and indirect methods. The most accurate method is
direct measurement in the field (gravimetric method) to estimate soil moisture by point
measurement [5], but this is costly [6]. Therefore, remote sensing techniques have become
popular for estimating soil moisture at a regional scale due to the sensing ability of the
regional SM with low-resolution images. Microwave remote sensing methods have been
used at the global and regional scale to establish models [7,8]. To date, some highly
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advanced SM products have been developed, e.g., soil moisture active passive (SMAP)
from the National Aeronautics and Space Administration (NASA), soil moisture ocean
salinity (SMOS), and climate change initiative (CCI) from European Space Agency (ESA).
In optical and thermal remote sensing, many researchers have established methods based
on the relationships between SM and soil reflection/soil temperature and vegetation
cover [9–11]. Using a combined microwave and optical remote sensing data can give more
precise information on soil moisture rather than estimation based only on data from one
type of remote sensing.

Remote sensing technology is a powerful method for soil moisture monitoring at the
regional level. Many studies have established that SMAP products generate accurate in situ
measurements and can be used in various fields of study, such as agriculture, environmental
monitoring, and hydrology [12]. They have also been intensively validated by several
studies over the past few years [13–15]. For instance, Zeng et al. [16] approved a SMAP
product for the preliminary evaluation of soil moisture compared to in situ measurements
from the three networks that cover different climatic and land surface conditions; moreover,
the results show that the SMAP product is in good agreement with in situ measurements.
However, it has limited application to agricultural studies because SMAP products only
provide 3, 9, or 36 km spatial resolution data at the global or regional scale. In this
paper, we used SMAP products at a spatial resolution of 9 km for the development of
a soil moisture model by combining SMAP and optical/thermal satellite images. The
combination of optical/thermal and microwave remote sensing potentially expands the
application possibilities [7].

In previous studies, various researchers have investigated and developed methods
based on LST/NDVI, in view of vegetation types and topography and climate parameters,
among other factors [9,17–20]. These approaches have mainly used reflectance to estimate
SM in visible/thermal infrared sensors. Chelsea et al. [21] used LST/NDVI data to obtain an
enhanced spatial resolution of soil moisture from SMAP at 9 km down to 1 km. Natsagdorj
et al. [5] developed a model for soil moisture using multiple regression analysis, and the
model showed that the type of soil moisture index from the satellite measurements depends
on the LST, NDVI, elevation, slope, and aspect. The results indicate a good correlation
between the developed model and ground truth measurements in the subprovinces of
Mongolia. The lack of field measurements for SM makes it challenging to validate remote
sensing SM estimates in Mongolia because the territory is so widespread (1565 million km2).

Due to the characteristics of the Mongolian climate, agricultural production is strongly
limited by a short growing season (generally 80 to 100 days, but varies from 70 to 130 days
depending on the altitude and location), low precipitation, and high evaporation [22].
Mongolian steppe ecosystems are crucial for relieving regional and even global climate
variation through their interaction with the atmosphere [23]. Many studies have shown
that in Mongolia, due to the harsh continental climate and the distance from the sea,
the processes of soil drying, desertification, and degradation are intensifying due to the
loss of vegetation and changes in soil moisture due to global warming. Therefore, to
study the impacts of climate change, there is an urgent need to consider soil moisture as
one of its indicators. Few studies of soil moisture have been conducted with point-scale
measurements [24,25]. In Mongolia, SM distribution data with a higher resolution are
needed for practical applications such as agricultural management, water management, and
flood and drought monitoring. Therefore, time series analysis of long-term soil moisture
was conducted using the autoregressive integrated moving average (ARIMA) model [26].

Few previous studies have examined soil moisture and river flow forecasting [27];
on the other hand, various reviews have addressed drought monitoring [28–31]. The
SM forecast data support farmers in organizing their resources for crop production. The
ARIMA model is commonly used in time series models. There are many methods and
criteria for ranking and selecting the autoregressive (AR), moving average (MA), or ARIMA
models for a given purpose. These models are suitable for limited data values and short-
term forecasting [27]. However, the main advantages of ARIMA model forecasting is that
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it only requires time series data [28]. In this study, we use the ARIMA model to investigate
the time series analysis of soil moisture dynamics between 2010 and 2020 based on SMAP
and MODIS satellite images. Remarkably, this research focused on that to have a higher
spatial resolution (1 km) soil moisture map than SMAP (9 km) provide us then the SMAP
data periods 2015–2020 was used in order to build a model. From the model, spatially
distributed monthly soil moisture data will contribute return back into time (2010–2020),
and it is towards the future by ARIMA model.

The main objectives of this research are to estimate a monthly soil moisture distribution
map and to build appropriate models to forecast future trends. Because of the stochastic
nature of monthly soil moisture, we used time series analysis for monthly soil moisture
forecasting. A process is considered stationary if its statistical properties, such as the
average and variance, do not change over time. The monthly soil moisture map was
estimated from remote sensing data in Mongolia. The modeling and prediction of soil
moisture were done through statistical methods based on ARIMA. In this paper, soil
moisture modeling and forecasting was performed by means of the conventional method,
the Box-Jenkins time series model. The monthly soil moisture distribution map has not yet
been considered in previous studies in Mongolia and is expected to be useful for agriculture,
hydrology, and climate science.

2. Study Area and Data Preprocessing

2.1. Study Area

Mongolia is a landlocked country situated in Central Asia, bordered by Russia and
China and located between the latitudes of 41◦35′ N and 52◦09′ N and the longitudes
of 87◦44′ E and 119◦56′ E, with a total area of 1565 million km2 (Figure 1). Mongolia is
covered by 73% agricultural land, 0.5% villages, and other settlements, with 0.35% land
representing roads and networks, 9.2% forest and forest resources, 0.4% water and water
resources, and 16.1% land for special needs (protected, historical and monumental natural
beauty) [32].

Figure 1. Locations of soil moisture meteorological stations and six vegetation zones.
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The Mongolian climate is highly continental, with arid and semi-arid conditions [33],
and has four distinct seasons, high temperature fluctuations, and little precipitation. About
85% of the total precipitation falls from April to September, of which about 50–60% falls
during July and August [34]. The mean annual temperature is −8 ◦C in the northern areas
and 6 ◦C in southern regions [34]. The total soil moisture decreases, going from the north
to the south of Mongolia [35] due to the different regions of Mongolian vegetation [36].
The annual precipitation is 300–400 mm in the taiga, high mountain, and forest steppe
zones: 150–250 mm in the steppe, 100–150 mm in the desert steppe, and 50–100 mm in
the desert (Gobi) region. Most of the cropland is located in the north of Mongolia, which
encompasses the forest steppe and steppe zones.

2.2. Remote Sensing Data
2.2.1. SMAP

On 31 January 2015, NASA launched SMAP, which has an initial L-band with both
radar and radiometer to assess soil moisture [37]. The daily coverage started on 31 March
2015 at a spatial resolution of 3–36 km. The average monthly SMAP data were obtained
using daily SMAP with 9 km resolution. We downloaded daily SMAP L3 Radiometer
Global Daily 9 km EASE-Grid Soil moisture data (SPL3SMP_E.003) through the Application
for Extracting and Exploring Analysis Ready Samples (AppEEARS) between 2015 and
2020 [38]. AppEEARS is a useful tool for time series analysis in specific regions and
at certain scales. It provides data by enabling users to download only the information
(geospatial datasets using spatial, temporal, and band/layer parameters) needed from
several federal archives (https://lpdaacsvc.cr.usgs.gov/appeears/). The downloaded
images were preprocessed with the ENVI 5.3 and ArcGIS 10.3 software to obtain the
monthly soil moisture data.

2.2.2. MODIS

We used MODIS products over a 10-year period (2010–2020) to observe the dynamic
range of the NDVI and LST. Zhang et al. [39] used a similar approach to detect anomalies
using MODIS land products via time series analysis. Accordingly, monthly composites
of 1 km spatial resolution MOD13A3 [40] and MOD11A2 [41] data from MODIS and
the National Aeronautics and Space Administration (NASA) Earth Observing system
(https://lpdaac.usgs.gov/product_search/) data were used. The MODIS vegetation in-
dices (MOD13A3) version 6 data are provided monthly at 1 km spatial resolution in the
sinusoidal projection [40]. The MOD11A2 version 6 product provides an average eight-
day-per-pixel Land Surface Temperature and Emissivity (LST&E) with a 1 km spatial
resolution [41]. We calculated eight-day LST as monthly averages using product version
6 (MOD11A1). The Application for Extracting and Exploring Analysis Ready Samples
(AppEEARS) tool offers vegetation and LST products of MODIS for long-term data [42].

2.3. CRU Data and Meteorological Data

CRU TS (Climatic Research Unit gridded Time Series) data are broadly used in climate
studies and are available at 0.5 × 0.5 degrees over the whole surface of the Earth. It provides
a monthly land-based gridded high-resolution dataset from 1901. The CRU dataset is
derived by the interpolation of monthly weather station observations of extensive networks.
The database is updated annually [43]. The CRU TS global data freely downloadable and
accessible online (https://crudata.uea.ac.uk/cru/data/). We applied CRU TS v4 to this
research for available temperature and precipitation data between 2010 and 2019.

The meteorological station data were provided by the Information and Research
Institute of Meteorology, Hydrology and Environment (IRIMHE) of Mongolia website
(http://tsag-agaar.gov.mn/). There were limited stations for soil moisture measurement
in croplands over Mongolia. Soil moisture content was acquired at depths of 0–20 cm and
0–50 cm at monthly intervals (the 7th, 17th, and 27th days of each month) from April to
September due to seasonal conditions [44]. Soil moisture content was averaged over the
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monthly intervals from May to August (2015–2020). The selected meteorological stations
are shown in Figure 1, and the locations of the stations have been categorized into two
vegetation zones (Table 1).

Table 1. Location of the agricultural meteorological stations of soil moisture.

Aimag Name Station Name Vegetation Zones Latitude (◦ N) Longitude (◦ E) Elevation (m)

Arkhangai Tuvshruulekh Forest steppe 47◦23′12.9” N 101◦54′30.9” E 1619
Khuvsgul Tarialan Forest steppe 49◦36′32.98” N 101◦59′4.52” E 1218
Selenge Tsagaannuur Forest steppe 50◦6′37.83” N 105◦27′7.28” E 786
Selenge Eruu Forest steppe 49◦44′56.52” N 106◦39′40.48” E 673
Selenge Baruunkharaa Forest steppe 48◦54′47.21” N 106◦5′23.11” E 811
Selenge Orkhon Steppe 49◦8′37.57” N 105◦24′8.44” E 756
Selenge Orkhontuul Steppe 48◦50′7.6” N 104◦48′23.09” E 831
Selenge Zuunkharaa Forest steppe 48◦51′37.86” N 106◦26′35.31” E 883
Bulgan Ingettolgoi Forest steppe 49◦27′33.8” N 103◦59′5.20” E 763
Bulgan Bulgan Forest steppe 48◦49′5.39” N 103◦31′8.18” E 1221
Dornod Onon Steppe 49◦6′51.42” N 112◦39′29.35” E 894
Dornod Choibalsan Steppe 48◦4′53.16” N 114◦32′16.21” E 747
Dornod Khalkhgol Steppe 47◦37′48.86” N 118◦37′20.21” E 987

Uvs Baruunturuun Steppe 49◦39′31.10” N 94◦24′14.62” E 1232
Uvurkhangai Kharkhorin Forest steppe 47◦11′40.99” N 102◦49′47.78” E 1480

Tuv Erdenesant Steppe 47◦20′0.35” N 104◦29′34.13” E 1364
Tuv Ugtaal Steppe 48◦15′29.19” N 105◦24′19.01” E 1161
Tuv Jargalant Forest steppe 48◦31′35.61” N 105◦52′50.67” E 1015
Tuv Bayanchandmani Forest steppe 48◦13′37.57” N 106◦17′2.89” E 1255
Tuv Bornuur Forest steppe 48◦28′7.56” N 106◦15′37.16” E 1023

Khentii Gurvanbayan Steppe 48◦11′4.95” N 110◦19′22.03” E 1207
Khentii Undurkhaan Steppe 47◦18′29.62” N 110◦37′28.29” E 1035

Sukhbaatar Baruun-Urt Steppe 46◦40′21.92” N 113◦16′57.07” E 981

2.4. Crop Yield Statistical Data

Soil moisture is one of the most important factors in the agricultural sectors of Mongo-
lia. The National Statistical Organization (NSO) website (http://nso.mn/) of Mongolia
provides information on crop yields every year in the subprovinces. The NSO has been
accumulating data on croplands and harvests collected from agricultural enterprises and
local farmers through the statistical departments and offices of each province. Crop yield
information was applied for the validation of soil moisture distribution in Mongolia from
2010 to 2019. The total harvest includes the amount of potatoes, fodder crops, cereals, fruits,
vegetables, etc. (in thousands of tons), and the crop yield information is averaged every
year. Crop yield is shown as the amount of agricultural production per unit area (from
1 hectare). The crop yield per hectare is estimated as the ratio of total harvest to total sown
area [45].

3. Methodology

In this study, the structure of the spatial distribution of the soil moisture and time
series analysis based on SMAP and MODIS products is given in the flowchart in Figure 2.
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Figure 2. Flowchart of the soil moisture distribution of Mongolia based on satellite images.

The first involved downloading the data and processing it, e.g., by the SMAP satel-
lite, NDVI, and LST from the MODIS satellite. After data processing, a multiple linear
regression model was developed. Prepared monthly soil moisture content from the station,
temperature/precipitation of CRU data, and yearly crop yield information from the NSO
were applied for validation of the estimated soil moisture over Mongolia. Finally, time
series analysis and forecasting model were used for the prediction of estimated monthly
soil moisture.

3.1. Multiple Linear Regression—SM-MOD

Multiple linear regression models have often been used in natural resource studies,
and these involve calculating the dependent variable Y by applying a linear combina-
tion of independent variables Xi. The linear regression form is shown in the following
equation [46]:

Yi = β0 +
n

∑
m=0

βm ∗ Xm,i (1)

where β0, βm (m > 0) are constant terms corresponding to the connection, the regression
coefficients, and the model error, Xm,i, respectively. The input variables (Xi) describe the
output variable (Yi) according to the results of the multiple regression model. Therefore,
each input variable has different information that means all input variables should not be
collinear. We used p-value statistics to estimate the significance of each variable for input
variable selection [46]. The variance inflation factor (VIF) is applied to detect collinearity
(also called multicollinearity) among predictors in regression models [47,48]. The VIF
values are between 1 and 10, which means that there is no multicollinearity for the re-
gression model. After these analyses, a combination of p-value and VIF measures was
used. Additionally, the independent variables are normally distributed for the assumptions
of the linear regression model. Table 2 shows the statistical variables computed from
satellite images.
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Table 2. Statistical variables of inputs, minimum (Min), maximum (Max), mean, and standard
deviation (SD).

Variable Unit Min Max Mean SD

SMAP (dependent) m3/m3 0.037 0.157 0.090 0.024
LST (independent) Celsius −19.065 39.902 15.680 18.469

NDVI (independent) 0.024 0.381 0.186 0.097

3.2. ARIMA Model

The Box-Jenkins time series models are named after the statisticians George Box
and Gwilym Jenkins [49]. These models generate forecast values based on the statistical
parameters of observed time series data and are used in many fields. The Box-Jenkins
Autoregressive Integrated Moving Average (ARIMA) model is a combination of the Au-
toregressive (AR), Integrated (I), and Moving Average (MA) terms. The Box-Jenkins model
describes a wide class of models forecasting univariate time series that can be made sta-
tionary by applying transformations such as differencing of nonstationary series one or
more times to achieve stationarity [50,51].

A seasonal ARIMA model is denoted by ARIMA (p, d, q), where p is the number
of autoregressive terms, q is the number of moving average terms, and d represents the
number of differences applied to the series [52].

The AR (p) model is defined as

Xt = c + ϕ1Xt−1 + ϕ2Xt−2 + . . . + ϕpXt−p + ut = c +
p

∑
i=1

ϕiXt−i + ut (2)

where ϕ1, ϕ2, . . . , ϕn are the autoregressive coefficients, c is a constant, and ut is white
noise. In the autoregressive model of order p, the value of the time series at t, Xt depends
upon its previous p-values and a random disturbance (the stochastic part).

The MA (p) model is defined as

ut = θ1zt−1 + θ2zt−2 + . . . + θqzt−q = zt +
q

∑
i=1

θizt−i (3)

where θ1, θ2, . . . , θq are the moving average coefficients and {zt} is a white noise process
with mean 0 and variance σ2. Combing autoregressive and moving average models, we
get Equation (4):

xt = c + ϕ1Xt−1 + ϕ2Xt−2 + . . . + ϕpXt−p − θ1zt−1 − θ2zt−2 − . . . − zt−q (4)

where xt denotes the dth difference of Xt.
This defines the autoregressive moving average (ARIMA) process of p and q order

and difference d, or ARIMA (p, q) [26].
There are many methods and criteria for selecting the order of an AR, MA, or ARIMA

model. One of them is based on the so-called information criteria and computes the
values of Akaike’s information criterion (AIC) and the Bayesian information criterion
(BIC) or Schwarz criterion, with smaller values of AIC and BIC preferred [53,54]. The
most commonly used approach for checking the model’s adequacy is to examine the
residuals by using the autocorrelation function (ACF) and partial autocorrelation function
(PACF) graphs. If the selected model is appropriate, the residual graphs of both correlation
functions should be white noise, indicating no remaining correlation.

3.3. Model Validation

The model was implemented to evaluate the next step. Pearson’s correlation (r) [55]
values were applied for the comparison for estimated soil moisture and observed soil
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moisture and crop yield values. The coefficients of the Pearson’s correlation (r) are given in
Equation (5):

r =
∑n

i=1
(
Xi − X

)(
Yi − Y

)
√

∑n
i
(
Xi − X

)2
√

∑n
i
(
Yi − Y

)2
(5)

where Xi and Yi are the individual derivations and measurements of variables X and Y,
respectively. X and Y are the means of X and Y, respectively. The correlation coefficient (r)
ranges between −1 and 1. If r is equal to zero, this means that there is no linear association
between the variables. If r is equal to 1, there is a perfect positive linear relationship between
the variables, and all individuals sampled would be exactly on the same straight line with
a positive slope. If 0 < r < 1, this means a positive linear trend, but sampled individuals
would be scattered around this common trend line; the smaller the absolute r value, the less
well the data can be characterized by a single linear relationship. If r is positive and r values
are close to 1, this describes a valuable relationship between variables [56]. Linear Pearson’s
correlation (r) was determined at a monthly timescale [44,55] for the satellite-derived and
meteorological station/NSO data.

4. Results

4.1. SM-MOD—Multiple Linear Regression Model

The linear regression model in Equation (1) was applied to estimate soil moisture in
Mongolia, with 1 km resolution. The multicollinearity tests for all variables (NDVI and
LST) were determined as in Table 3. The VIF values were lower than five, which shows
that there was no multicollinearity for the regression model. Also, histogram normality test
has been checked by the Jarque-Bera test for the linear regression model. In this test, if the
probability of Jarque-Bera greater than 0.05% or 5%, then we accepted the null hypothesis,
which means that the residuals were normally distributed. Table 3 summarizes the multiple
linear regression model coefficients, p-values, standard error, t-statistics, VIF statistics. The
monthly NDVI and LST explained 78% of the variation in soil moisture. The F-statistic was
less than 0.05, which means that this model can be used for soil moisture analysis.

Table 3. Result of the linear regression model.

Variable Coefficient Std. Error t-Statistic Prob.
Collinearity Statistics

Tolerance VIF

Intercept 0.044 0.003721 11.79743 0.0000
NDVI 0.289 0.027357 10.56239 0.0000 0.300 3.336

LST (Celsius) −0.0005 0.000144 −3.499165 0.0009 0.247 4.041

R-squared 0.780878 Adjusted R-squared 0.773322 Mean dependent variable 0.089744
SD dependent variable 0.023754 SE of regression 0.011310 Akaike info. criterion −6.078392

Prob (F-statistic) 0.000000

In this research, we assume that SM is derived from the satellite and depends on the
independent variables NDVI and LST, while SMAP is the dependent variable. From the
assumption, a multiple regression model has been developed. Finally, the MLR model
resulted in Equation (6):

SMMOD = 0.044 + 0.289 ∗ NDVI − 0.0005 ∗ LST (6)

where SMMOD is the modeled soil moisture; constant coefficients were estimated from
Table 3. Figure 3 shows graphs of the actual, fitted, and residual values of the linear
regression. The figure suggests that in most of the studied months, the correlation between
the real-life situation and the model was high.
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Figure 3. Actual, fitted, and residual values of the multiple regression model.

Soil moisture (SM-MOD) was calculated using Equation (6), with values in m3/m3.
The lowest value of 0 indicates dry areas and the highest value of 0.35 m3/m3 indicates wet
areas. Figure 4 represents the spatial distribution of monthly soil moisture over Mongolia.
Monthly SM maps were averaged by month between 2010 and 2020. During the years
2010–2020, the winter had the lowest soil moisture (November, December, and January),
and spring also had low soil moisture (February, March, and April). The summer showed
high soil moisture in May, June, and July. However, the autumn showed the highest soil
moisture in August, September, and October (Figure 4). Apparently, increased soil moisture
is observed in the northern part, which is taiga, forest steppe, and steppe zones, while low
soil moisture is restricted to the southern part of Mongolia, which is mostly desert steppe
and desert vegetation.
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Figure 4. Spatial distribution of soil moisture content from the model (SMMOD) (averaged monthly from 2010 to 2020).

4.2. Comparison between MLR Model and SMC from the Meteorological Station

In general, the estimation of soil moisture from the model was reasonably accurate,
as confirmed by applying satellite images. Figure 5a–d describe the correlation between
SMAP and SM-MOD with the SMC from the meteorological station at 0–20 and 0–50 cm
depths. Table 4 shows the correlations of the SMAP and SM-MOD with the SMC from the
meteorological stations at different depths. The correlation coefficients (r) between SMAP
and SMC from meteorological stations were 0.279 (Figure 5a) and 0.181 (Figure 5b) at 0–20
and 0–50 cm depths, respectively. This was statistically significant, with root mean square
error (RMSE) values of 0.094 m3/m3 and 0.098 m3/m3, as shown in Table 4a. Table 4b
indicates that the values of correlation coefficients (r) were 0.191 between SM-MOD and
SMC at 0–20 cm depth from the meteorological station, which was statistically significant,
with an RMSE of 0.090 m3/m3 (p < 0.0001; Figure 5c), and 0.126 between SM-MOD and SMC
at 0–50 cm depth from the meteorological station, which was also statistically significant,
with an RMSE of 0.091 m3/m3 (p < 0.005; Figure 5d). The confidence intervals of 95% were
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between SM-MOD and SMC at 0–20 cm depth from the meteorological station from 0.104
to 0.276, and with SMC at 0–50 cm from the meteorological station from 0.038 to 0.213.

Figure 5. Scatter diagram of SMAP and SM-MOD with SM measurements from the meteorological
stations for different depths from May to August of 2015–2020 over the study area: (a) SMAP and
SMC from the meteorological stations at 0–20 cm depth; (b) SMAP and SMC from the meteorological
stations at 0–50 cm depth; (c) SM-MOD and SMC from the meteorological stations at 0–20 cm depth;
(d) SM-MOD and SMC from the meteorological stations at 0–50 cm depth.

Table 4. Correlation between (a) SMAP and (b) SM-MOD with the SMC from the meteorological
stations at the different depths from May to August of 2015–2020.

(a)

SMAP (m3/m3) SMC/0–20 cm/(m3/m3) SMC/0–50 cm/(m3/m3)

p-values (Pearson) <0.0001 0.005
Coefficients of determination (Pearson) 0.078 0.087

Correlation (Pearson) 0.279 ** 0.181 **
RMSE 0.094 0.098
Bias 0.0016 0.0021

Confidence intervals (95%) (0.194, 0.359) (0.094, 0.266)

(b)

SM-MOD (m3/m3) SMC/0–20 cm/(m3/m3) SMC/0–50 cm/(m3/m3)

p-values (Pearson) <0.0001 0.005
Coefficients of determination (Pearson) 0.037 0.016

Correlation (Pearson) 0.191 ** 0.126 **
RMSE 0.090 0.091
Bias 0.0016 0.0020

Confidence intervals (95%) (0.104, 0.276) (0.038, 0.213)
** Correlation is significant at the 0.01 level (2-tailed).
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4.3. Comparison between SM-MOD and CRU Data

We also examined the trends of monthly precipitation and temperature from the
CRU data. Figure 6 displays the time series of monthly precipitation, temperature, and
SM-MOD from 2010 to 2020 in Mongolia. The highest precipitation was observed in July
2018, and the highest SM-MOD value was in August 2018. From the comparison, when the
precipitation was high, then the following month’s soil moisture was high, which means
that in Mongolia, the soil moisture directly depends on precipitation.

Figure 6. Comparison between monthly precipitation (mm), temperature (◦C), and SM-MOD (m3/m3) from January 2010
to December 2019 in Mongolia.

Figure 7a–c describes the correlation between SM-MOD and the temperature and
precipitation. Table 5 shows the correlations of the SM-MOD with the temperature and
precipitation from the CRU data over Mongolia. It indicates that the values of correlation
coefficients (r) were 0.802 between SM-MOD and temperature, which was statistically
significant (p < 0.0001; Figure 7b), and 0.826 between SM-MOD and precipitation, which
was also statistically significant (p < 0.0001; Figure 7c). The confidence intervals of 95%
were between SM-MOD from the model and monthly temperature from 0.728 to 0.858, and
with monthly precipitation from 0.759 to 0.876 over Mongolia.

Figure 7. Scatter diagram of the monthly SM-MOD (m3/m3), monthly temperature (◦C), and monthly precipitation (mm)
from 2010 to 2020 over the study area: (a) SM-MOD and SM-MOD; (b) SM-MOD and temperature (◦C); (c) SM-MOD and
precipitation (mm).
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Table 5. Correlation among the monthly SM-MOD with the monthly temperature (◦C) and monthly
precipitation (mm) from the CRU data between 2010 and 2020.

Variables
SM-MOD
(m3/m3)

Temperature,
◦C

Precipitation,
mm

Confidence intervals (95%)/lower bound 1 0.728 0.759
Confidence intervals (95%)/upper bound 1 0.858 0.876

Correlation matrix (Pearson) 1 0.802 0.826
p-values (Pearson) 0 <0.0001 <0.0001

Bias 0 0.025 0.026
Values in bold are different from 0, with a significance level alpha = 0.05.

4.4. Comparison between SM-MOD and Crop Yield

We considered the crop yield information for every year to correlate with SM-MOD
from the model. The National Statistical Organization (NSO) provides every province’s
crop yield information since 2010. Figure 8 shows the trends of averaged SM-MOD from
May to September of 2010–2019 and the observed total crop yield data for each year
(2010–2019).
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Figure 8. Comparison of the SM-MOD and crop yield information: (a) yearly crop yield (ton/ha) and averaged SM-MOD
from May to September (2010–2019); (b) scatter diagram of SM-MOD and crop yield information.

To apply the model to the use, we examined the relationship between SM-MOD and
crop yield over Mongolia. The results show that there is a significant trend in the SM-MOD.
It was statistically significantly (p < 0.003) correlated with the crop yield, with r = 0.835
(Table 6).

Table 6. Correlation between the averaged SM-MOD from May to September for 2010–2019 and the
yearly crop yield from NSO for 2010–2019.

Variables SM-MOD (m3/m3) Crop Yield (ton/ha)

Coefficients of determination (Pearson) 1 0.697
Correlation matrix (Pearson) 1 0.835

p-values (Pearson) 0 0.003
Bias 0 −0.005

Values in bold are different from 0, with a significance level alpha = 0.05.

4.5. ARIMA Model of Soil Moisture

We selected the most appropriate model for the time series from the possible models.
We selected our model using these criteria: first, the most significant coefficients; second,
the lowest volatility; third, the highest adjusted R-squared; and last, the lowest Akaike’s
information criterion (AIC)/Schwarz information criterion (SIC). Since the theory behind
ARMA estimation is based on a stationary time series, we first used the transformation
based on a logarithm and considered the first difference of the soil moisture time series.
According to the unit root test, the differenced series is a stationary series, so we applied
the plots of ACF and PACF to identify the structure of the model. The plots and statistical
tests showed that the ARIMA (12, 1, 12) model was suitable for the log time series of soil
moisture. The estimation results and the actual, fitted residual graphs of the model are
shown in Table 7 and Figure 9, respectively. The residual diagnostics tests suggest that the
estimation residuals are white noise. The final results indicate the good performance of the
model, and we can say that about 82% of the variability in the soil moisture was predicted
by the selected model (Table 7).
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Table 7. Results of the time series analysis for soil moisture.

Dependent Variable: DLOG (SM-MOD) Method: Least Squares

Sample: 2010M02–2020M05 Included Observations: 124

Failure to Improve Objective (Nonzero Gradients) after 90 Iterations

Coefficient Covariance Computed Using Outer Product of Gradients

Variable Coefficient Std. Error t-Statistic Prob.

Constant (c) 0.000560 0.116782 0.004795 0.9962
AR (12) 0.999321 0.000118 8501.412 0.0000
AR (1) 0.000625 0.000160 3.899161 0.0002

MA (12) −0.950003 0.020568 −46.18744 0.0000
SIGMASQ 0.003390 0.000392 8.655254 0.0000
R-squared 0.822436 Mean dependent variable 0.002194

Adjusted R-squared 0.816468 SD dependent variable 0.138724
SE of regression 0.059430 Akaike info. criterion −2.485006

Sum squared residuals 0.420300 Schwarz criterion −2.371285
Log likelihood 159.0703 Hannan-Quinn criterion −2.438809

F-statistic 137.7955
Durbin-Watson statistic 2.030050Prob (F-statistic) 0.000000

Figure 9. Correlogram of residuals squared of the autocorrelation function (ACF) and partial auto-
correlation function (PACF).

The selected model is written as follows:

d(Xt) = 0.0006 + 0.9993Xt−12 + 0.0006Xt−1 − 0.95zt−12 (7)

or, equivalently, as

Xt = 0.0006 + 0.9993Xt−12 + 0.0006Xt−1 − 0.95zt−12. (8)
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where Xt is the log values of soil moisture at time t and zt is the error term at time t.
The above model shows that the soil moisture at time t depends on the value of soil

moisture of previous months and also on the error terms of 12 months ago.
Partial autocorrelation (PAC) measures the correlation between observations that are

p periods apart after controlling for correlations at intermediate lags (i.e., lags less than
p). The correlogram of the residuals is flat, which indicates that all information has been
captured (Figure 9). A flat correlogram of the residuals is ideal. Therefore, the forecast will
be based on this model.

One of the main purposes of the ARMA and ARIMA models is to provide short-term
forecasts. Hence, we have predicted the values of soil moisture from 2020 to 2025 using the
selected model. Figure 10 shows the forecasting results for soil moisture from 2020 to 2025
with a 95% confidence interval, which is the range within which the actual dependent value
should fall a given percentage of the time (the level of confidence). For forecasting, the
root mean squared error was 0.002, and the bias proportion was 0.044. Figure 11 compares
the actual soil moisture and soil moisture forecasting (in m3/m3) from January to May
2020. The prediction from February and April is almost the same as the actual soil moisture
and there were slight deviations when predicting March and May. Overall, the model
demonstrated accurate forecasting of soil moisture.

Figure 10. Soil moisture forecasting from the ARIMA model (m3/m3).

Figure 11. Comparison graph of the real soil moisture and soil moisture forecasting.
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The essence of an appropriate ARIMA model is to forecast the future trends of series.
Hence, we used the past information of the soil moisture series itself. The forecast was
based on the final selected model, ARIMA (12, 1, 12).

The forecasting values of soil moisture are given in Figure 12, with the kernel density
of the values on the y axis.

Figure 12. Predicting soil moisture trend until December 2025.

5. Discussion

In the present study, we used a linear regression model to estimte the spatial distribu-
tion of soil moisture over Mongolia by considering satellite images (SMAP and MODIS).
We estimated the monthly (January–December) soil moisture during the period 2010–2020
in Mongolia. The SM model performance was validated by comparison with SMC from the
agricultural meteorological stations, with data on precipitation, temperature, crop yield, etc.
The correlation has shown that the model (SM-MOD) gives accurate information on the soil
moisture for each month. Moreover, the present model has the advantage of recognizing
soil moisture spatial distribution with a high spatial resolution (1 km); this is the first time
such information has been gathered for Mongolia. Therefore, we established the ARIMA
model for soil moisture forecasting based on estimated soil moisture between 2010 and 2020.
The results provide the monthly spatial distribution of soil moisture, which is valuable data
for use in numerous contexts, including agricultural management, drought monitoring,
assessment of climate change, flooding, determining pasture and land degradation. Land
degradation in central Mongolia is mostly caused by overgrazing; however, changes in
summertime precipitation have also occurred [57]. Mongolian grassland is decreasing,
and drought is increasing [58]. Our research on time series analysis for monthly SM-MOD
forecasting is vital for the monitoring of land degradation and drought.

The results of correlation coefficients are low because of limited data availability at the
agricultural meteorological station. However, the correlation was statistically significant at
p < 0.0001 (0–20 cm) and p < 0.005 (0–50 cm), respectively, between SM-MOD and SMC from
the meteorological stations at different depths. From Figure 6, we see that the previous
month’s precipitation directly impacted the soil moisture during the growing season
(June–September). The correlation between SM-MOD and temperature had correlation
coefficients (r) of 0.80 (statistically significant at p < 0.0001) and 0.83 (statistically significant
at p < 0.0001). However, SM-MOD compared with the crop yield for each year (2010–2019)
had a correlation coefficient (r) of 0.84.

Therefore, the time series analysis for monthly soil moisture forecasting was developed
over Mongolia based on the established ARIMA model. From the study, we selected the
ARIMA (12, 1, 12) model, which was most suitable for the SM-MOD time series, for
prediction, in which the values of soil moisture (SM-MOD) were predicted from 2020
to 2025 using the selected model. Forecasting results are shown with a 95% confidence
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interval. Time series SM-MOD data will provide valuable information for decision-makers
and researchers. SM-MOD time series and forecasting data are good sources of data for long-
term agricultural management, planning, and climate change and drought monitoring.

In terms of applications, this multiple linear regression model is a practical tool for
the reliable and timely monitoring of droughts; thus, the advantage of this research lies
in providing valuable information for decision-makers and farmers. In further studies,
we will investigate seasonal soil moisture in different vegetation zones using this method
along with field measurements.

6. Conclusions

Soil moisture is an important factor for the agricultural land in Mongolia. The model
used in this paper is suitable for use in agricultural areas and has useful applications for
agricultural management (irrigation, pasture, and hayfield yield) and drought monitoring
in Mongolia. Time series analysis is one of the main tools for analyzing and predicting
future trends of soil moisture. Most previous studies have examined soil moisture by
comparing it with climate factors that were analyzed based on correlation analysis and
multilinear regression [7,59,60]. The LST/NDVI combination method may prove to be a
robust method for estimating SM; this combination is easy to operate and has a strong
physical basis [7].

In general, the model’s performance in determining soil moisture was practically
assessed using satellite images. This study took Mongolia as the study area, divided into
six vegetation zones. The linear regression method was applied in soil moisture estimation
using SMAP and MODIS satellite images. From the model, the spatial distribution of soil
moisture was developed monthly from 2010 to 2020. The soil moisture was high in the
north, while low soil moisture was observed in southern Mongolia, especially during the
warm season. Then output maps were compared with the soil moisture content from the
agricultural meteorological stations and precipitation/temperature from the CRU data.
The results show that the estimated soil moisture was statistically significantly correlated
with the actual soil moisture content reported by the station. Moreover, the estimated
soil moisture (SM-MOD), when compared with the crop yield, showed a high correlation,
though there is a need for more accurate, detailed ground-measured data. Finally, we
performed a time series analysis of soil moisture from 2010 to 2020 and predicted soil
moisture until 2025 in this study area. Overall, the developed SM model and time series
method can both be used to investigate the changes in soil moisture in Mongolia, so it is
reasonable to use them in agriculture, hydrology, and climate science. However, this linear
regression model should be elaborated to suit each vegetation zone or eco-climate regions
in the applied study area.

Author Contributions: E.N. analyzed all data with ArcGIS 10.3 & ENVI 4.7 and computed the
statistical analysis with E-view 9.0 and XLSTAT2020 software. Also, E.N. wrote the first draft. T.R.
and P.D.M. provided useful advice and revised the manuscript. B.D. helped the statistical analysis
and time series methods. All authors contributed to the final manuscript. All authors have read and
agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Acknowledgments: The first author is very grateful to the European Union ERASMUS-IMPAKT-
2016 program scholarship, allowing her to pursue her study at the Ghent University, Belgium.
Also, very thankful to the Department of Geography for research supports and very thankful
to the co-authors, besides special thanks to Frieke Vancoillie of the Ghent University given the
specific comments. We are grateful to the Information and Research Institute and Research Institute
of Meteorology, Hydrology and Environment (IRIMHE) and National Statistical Office (NSO) of
Mongolia for providing us soil moisture measurements and crop yield growth data used in this

332



Remote Sens. 2021, 13, 347

research. We acknowledge the anonymous reviewers for their valuable comments, which remarkably
improved our paper.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Gao, X.; Wu, P.; Zhao, X.; Wang, J.; Shi, Y. Effects of land use on soil moisture variations in a semi-arid catchment: Implications for
land and agricultural water management. Land Degrad. Dev. 2014, 25, 163–172. [CrossRef]

2. Deryng, D.; Sacks, W.J.; Barford, C.C.; Ramankutty, N. Simulating the effects of climate and agricultural management practices on
global crop yield. Glob. Biogeochem. Cycles 2011, 25. [CrossRef]

3. Wang, X.; Wang, B.; Xu, X.; Liu, T.; Duan, Y.; Zhao, Y. Spatial and temporal variations in surface soil moisture and vegetation
cover in the Loess Plateau from 2000 to 2015. Ecol. Indic. 2018, 95, 320–330. [CrossRef]

4. Park, S.; Im, J.; Park, S.; Rhee, J. Drought monitoring using high resolution soil moisture through multi-sensor satellite data fusion
over the Korean peninsula. Agric. Forest Meteorol. 2017, 237, 257–269. [CrossRef]

5. Natsagdorj, E.; Tsolmon, R.; Martin, K.; Batchuluun, T.; Chimgee, D.; Oyunbileg., T.; Ulam-Orgikh, D. An integrated methodology
for soil moisture analysis using multispectral data in Mongolia. Geo-Spat. Inf. Sci. 2017, 20, 46–55. [CrossRef]

6. Rahimzadeh-Bajgiran, P.; Berg, A. Soil moisture retrievals using optical/TIR methods. In Satellite Soil Moisture Retrieval: Techniques
and Applications; Elsevier Inc.: Amsterdam, The Netherlands, 2016; pp. 47–72.

7. Zhang, D.; Zhou, G. Estimation of Soil Moisture from Optical and Thermal Remote Sensing: A Review. Sensors 2016, 16, 1308.
[CrossRef] [PubMed]

8. Peng, J.; Loew, A. Recent Advances in Soil Moisture Estimation from Remote Sensing. Water 2017, 9, 530. [CrossRef]
9. Jung, C.; Lee, Y.; Cho, Y.; Kim, S. A Study of Spatial Soil Moisture Estimation Using a Multiple Linear Regression Model and

MODIS Land Surface Temperature Data Corrected by Conditional Merging. Remote Sens. 2017, 9, 870. [CrossRef]
10. Vani, V.; Pavan Kumar, K.; Ravibabu, M.V. Temperature and vegetation indices based surface soil moisture estimation: A remote

sensing data approach. In Springer Series in Geomechanics and Geoengineering; Springer: Berlin/Heidelberg, Germany, 2019;
pp. 281–289.

11. Hong, Z.; Zhang, W.; Yu, C.; Zhang, D.; Li, L.; Meng, L. SWCTI: Surface Water Content Temperature Index for Assessment of
Surface Soil Moisture Status. Sensors 2018, 18, 2875. [CrossRef]

12. Brocca, L.; Crow, W.T.; Ciabatta, L.; Massari, C.; Rosnay, P.D.; Enenkel, M.; Hahn, S.; Amarnath, G.; Camici, S.; Tarpanelli, A.; et al.
A Review of the Applications of ASCAT Soil Moisture Products. IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2017, 10, 2285–2306.
[CrossRef]

13. Chan, S.K.; Bindlish, R.; Njoku, E.; Jackson, T.; Colliander, A.; Chen, F.; Burgin, M.; Dunbar, S.; Piepmeier, J.; Yueh, S.; et al.
Assessment of the SMAP Passive Soil Moisture Product. IEEE Trans. Geosci. Remote Sens. 2016, 54, 4994–5007. [CrossRef]

14. Zhang, X.; Zhang, T.; Zhou, P.; Shao, Y.; Gao, S. Validation Analysis of SMAP and AMSR2 Soil Moisture Products over the United
States Using Ground-Based Measurements. Remote Sens. 2017, 9, 104. [CrossRef]

15. Chen, F.; Crow, W.T.; Colliander, A.; Cosh, M.H.; Jackson, T.J.; Bindlish, R.; Reichle, R.H.; Chan, S.K.; Bosch, D.D.; Starks, P.J.; et al.
Application of Triple Collocation in Ground-Based Validation of Soil Moisture Active/Passive (SMAP) Level 2 Data Products.
IEEE J. Sel. Top. Appl. Earth Obs. Remote Sens. 2017, 10, 489–502. [CrossRef]

16. Zeng, J.; Chen, K.S.; Bi, H.; Chen, Q. A Preliminary Evaluation of the SMAP Radiometer Soil Moisture Product over United States
and Europe Using Ground-Based Measurements. IEEE Trans. Geosci. Remote Sens. 2016, 54, 4929–4940. [CrossRef]

17. Nemani, R.; Running, S. Land cover characterization using multitemporal Red, Near-Ir, and Thermal-Ir data from NOAA/AVHRR.
Ecol. Appl. 1997, 7, 79–90. [CrossRef]

18. Lambin, E.F.; Ehrlich, D. The surface temperature-vegetation index space for land cover and land-cover change analysis. Int. J.
Remote Sens. 1996, 17, 463–487. [CrossRef]

19. Chae, S.-H.; Park, S.-H.; Lee, M.-J. A Study on the Observation of Soil Moisture Conditions and its Applied Possibility in
Agriculture Using Land Surface Temperature and NDVI from Landsat-8 OLI/TIRS Satellite Image. Korean J. Remote Sens. 2017,
33, 931–946. [CrossRef]

20. Saha, A.; Patil, M.; Goyal, V.C.; Rathore, D.S. Assessment and Impact of Soil Moisture Index in Agricultural Drought Estimation
Using Remote Sensing and GIS Techniques. Proceedings 2018, 7, 2. [CrossRef]

21. Dandridge, C.; Fang, B.; Lakshmi, V. Downscaling of SMAP Soil Moisture in the Lower Mekong River Basin. Water 2019, 12, 56.
[CrossRef]

22. Leary, N. Climate Change and Vulnerability and Adaptation: Two Volume Set; Routledge: Abingdon, UK, 2008.
23. Yatagai, A.; Yasunari, T. Interannual Variations of Summer Precipitation in the Arid/semi-arid Regions in China and Mongolia:

Their Regionality and Relation to the Asian Summer Monsoon. J. Meteorol. Soc. Jpn. Ser. II 1995, 73, 909–923. [CrossRef]
24. Nandintsetseg, B.; Shinoda, M. Seasonal change of soil moisture in Mongolia: Its climatology and modelling. Int. J. Clim. 2011, 31,

1143–1152. [CrossRef]
25. Shinoda, M.; Nandintsetseg, B. Soil moisture and vegetation memories in a cold, arid climate. Glob. Planet. Chang. 2011, 79,

110–117. [CrossRef]
26. Box, G.E.P.; Jenkins, G.M.; Reinsel, G.C. Time Series Analysis Forecasting and Gontrol; John Willey & Sons Inc.: Hoboken, NJ,

USA, 2016.

333



Remote Sens. 2021, 13, 347

27. Singh, S.; Kaur, S.; Kumar, P. Forecasting Soil Moisture Based on Evaluation of Time Series Analysis. Lect. Notes Electr. Eng. 2020,
609, 145–156. [CrossRef]

28. Tian, M.; Wang, P.; Khan, J. Drought Forecasting with Vegetation Temperature Condition Index Using ARIMA Models in the
Guanzhong Plain. Remote Sens. 2016, 8, 690. [CrossRef]

29. Karthika, M.; Thirunavukkarasu, V. Forecasting of meteorological drought using ARIMA model. Indian J. Agric. Res. 2017, 51,
103–111. [CrossRef]

30. Han, P.; Wang, P.X.; Zhang, S.Y.; Zhu, D.H. Drought forecasting based on the remote sensing data using ARIMA models. Math.
Comput. Model. 2010, 51, 1398–1403. [CrossRef]

31. Mishra, A.K.; Desai, V.R. Drought forecasting using stochastic models. Stoch. Environ. Res. Risk Assess. 2005, 19, 326–339.
[CrossRef]

32. Otgonbayar, M.; Atzberger, C.; Chambers, J.; Amarsaikhan, D.; Böck, S.; Tsogtbayar, J. Land Suitability Evaluation for Agricultural
Cropland in Mongolia Using the Spatial MCDM Method and AHP Based GIS. J. Geosci. Environ. Prot. 2017, 5, 238–263. [CrossRef]

33. Nandintsetseg, B.; Greene, J.S.; Goulden, C.E. Trends in extreme daily precipitation and temperature near lake Hövsgöl, Mongolia.
Int. J. Clim. 2007, 27, 341–347. [CrossRef]

34. Batima, P.; Natsagdorj, L.; Gombluudev, P.; Erdenetsetseg, B. Observed climate change in Mongolia. Assess. Imp. Adapt. Clim.
Chang. Work Pap. 2005, 12, 1–26.

35. Natsagdorj, E.; Renchin, T. Determination of moisture in Mongolia using remotely sensned data. In Proceedings of the Asian
Conference on Remote Sensing, Hanoi, Vietnam, 1–5 November 2010; p. 921.

36. Yunatov, A.A. Vegetation Map of the Mongolian Peoples’ Republic 1:1,500,000. Akad. Nauk SSSR Ai MNP 1979.
37. Entekhabi, D.; Njoku, E.G.; O’Neil, P.E.; Kellogg, K.H.; Crow, W.T.; Edelstein, W.N.; Entin, J.K.; Goodman, S.D.; Jackson, T.J.;

Johnson, J.; et al. The soil moisture active passive (SMAP) mission. Proc. IEEE 2010, 98, 704–716. [CrossRef]
38. O’Neill, J.C.; Chan, S.; Njoku, E.G.; Jackson, T.; Bindlish, R.; NASA National Snow and Ice Data Center Distributed Active

Archive Center. SMAP Enhanced L3 Radiometer Global Daily 9 km EASE-Grid Soil Moisture, Version 3. 2019. Available online:
https://nsidc.org/data/SPL3SMP_E/versions/3 (accessed on 7 September 2020).

39. Zhang, J.; Roy, D.; Devadiga, S.; Zheng, M. Anomaly detection in MODIS land products via time series analysis. Geo-Spat. Inf. Sci.
2007, 10, 44–50. [CrossRef]

40. Didan, K.; NASA EOSDIS Land Processes DAAC. MOD13A3 MODIS/Terra Vegetation Indices Monthly L3 Global 1 km SIN
Grid V006. 2015. Available online: https://lpdaac.usgs.gov/products/mod13a3v006/ (accessed on 8 June 2020).

41. Hulley, G.; Wan, Z.; Hook, S.; NASA EOSDIS Land Processes DAAC. MOD11A2 MODIS/Terra Land Surface Tempera-
ture/Emissivity 8-Day L3 Global 1km SIN Grid V006. 2015. Available online: https://lpdaac.usgs.gov/products/mod11a2v006/
(accessed on 30 May 2020).

42. AppEEARS Team; NASA EOSDIS Land Processes Distributed Active Archive Center (LP DAAC); USGS/Earth Resources
Observation and Science (EROS) Center. Application for Extracting and Exploring Analysis Ready Samples (AppEEARS). 2020.
Available online: https://lpdaacsvc.cr.usgs.gov/appeears/ (accessed on 1 June 2020).

43. Harris, I.; Osborn, T.J.; Jones, P.; Lister, D. Version 4 of the CRU TS monthly high-resolution gridded multivariate climate dataset.
Sci. Data 2020, 7, 1–18. [CrossRef]

44. Natsagdorj, E.; Renchin, T.; de Maeyer, P.; Dari, C.; Tseveen, B. Long-term soil moisture content estimation using satellite and
climate data in agricultural area of Mongolia. Geocarto Int. 2019, 34, 722–734. [CrossRef]

45. NSO. Agriculture. 2020. Available online: http://www.1212.mn/Stat.aspx?LIST_ID=976_L10_2&type=tables (accessed on
7 September 2020).

46. Weisberg, S. Applied Linear Regression; John Wiley & Sons, Inc.: Hoboken, NJ, USA, 2005.
47. Murray, L.; Nguyen, H.; Lee, Y.F.; Remmenga, M.D.; Smith, D.W. Models with variance inflation factors in regression models with

dummy variables. In Proceedings of the Conference on Applied Statistics in Agriculture Kansas State University, Manhattan, KS,
USA, 29–30 April 2012; pp. 161–177. [CrossRef]

48. Harrell, F.E. Multivariable modeling strategies. In Regression Modeling Strategies; Springer: Cham, Switzerland, 2001; pp. 53–85.
49. Box, G.E.P.; Jenkins, G.M. Time Series Analysis: Forecasting and Control.; Holden-Day: San Francisco, CA, USA, 1970.
50. Box, G.E.P.; Pierce, D.A. Distribution of residual autocorrelations in autoregressive-integrated moving average time series models.

J. Am. Stat. Assoc. 1970, 65, 1509–1526. [CrossRef]
51. Box, G.E.P.; Jenkins, G.M.; MacGregor, J.F. Some Recent Advances in Forecasting and Control. Appl. Stat. 1974, 23, 158. [CrossRef]
52. Rahman, A.; Hasan, M.M. Modeling and Forecasting of Carbon Dioxide Emissions in Bangladesh Using Autoregressive Integrated

Moving Average (ARIMA) Models. Open J. Stat. 2017, 7, 560–566. [CrossRef]
53. Adnan, R.M.; Yuan, X.; Kisi, O.; Curtef, V. Application of Time Series Models for Streamflow Forecasting. Civ. Environ. Res. 2017,

9, 56–63.
54. Hyndman, R.J.; Koehler, A.B. Another look at measures of forecast accuracy. Int. J. Forecast. 2006, 22, 679–688. [CrossRef]
55. Sedgwick, P. Pearson’s correlation coefficient. BMJ 2012, 345, e4483. [CrossRef]
56. Puth, M.T.; Neuhäuser, M.; Ruxton, G.D. Effective use of Pearson’s product-moment correlation coefficient. Anim. Behav. 2014, 93,

183–189. [CrossRef]
57. Hilker, T.; Natsagdorj, E.; Waring, R.H.; Lyapustin, A.; Wang, Y. Satellite observed widespread decline in Mongolian grasslands

largely due to overgrazing. Glob. Chang. Biol. 2014, 20, 418–428. [CrossRef] [PubMed]

334



Remote Sens. 2021, 13, 347

58. Sternberg, T. Investigating the presumed causal links between drought and dzud in Mongolia. Nat. Hazards 2018, 92, 27–43.
[CrossRef]

59. Xia, L.; Song, X.; Leng, P.; Wang, Y.; Hao, Y.; Wang, Y. A comparison of two methods for estimating surface soil moisture based on
the triangle model using optical/thermal infrared remote sensing over the source area of the Yellow River. Int. J. Remote Sens.
2019, 40, 2120–2137. [CrossRef]

60. Wang, Y.; Yang, J.; Chen, Y.; Wang, A.; de Maeyer, P. The Spatiotemporal Response of Soil Moisture to Precipitation and
Temperature Changes in an Arid Region, China. Remote Sens. 2018, 10, 468. [CrossRef]

335





remote sensing 

Article

Improving Soil Moisture Estimation by Identification of NDVI
Thresholds Optimization: An Application to the Chinese
Loess Plateau

Lina Yuan 1, Long Li 1,2, Ting Zhang 1, Longqian Chen 1,*, Jianlin Zhao 3, Weiqiang Liu 4, Liang Cheng 1,5, Sai Hu 6,

Longhua Yang 7 and Mingxin Wen 1

Citation: Yuan, L.; Li, L.; Zhang, T.;

Chen, L.; Zhao, J.; Liu, W.; Cheng, L.;

Hu, S.; Yang, L.; Wen, M. Improving

Soil Moisture Estimation by

Identification of NDVI Thresholds

Optimization: An Application to the

Chinese Loess Plateau. Remote Sens.

2021, 13, 589. https://doi.org/

10.3390/rs13040589

Academic Editor: Marion Pause

Received: 26 December 2020

Accepted: 4 February 2021

Published: 7 February 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 School of Public Policy and Management, China University of Mining and Technology, Daxue Road 1,
Xuzhou 221116, China; lnyuan@cumt.edu.cn (L.Y.); long.li@cumt.edu.cn or long.li@vub.be (L.L.);
tingzhang@cumt.edu.cn (T.Z.); liang.cheng@cumt.edu.cn (L.C.); mingxin.wen@cumt.edu.cn (M.W.)

2 Department of Geography & Earth System Science, Vrije Universiteit Brussel, Pleinlaan 2,
1050 Brussels, Belgium

3 Department of Geology Engineering and Geomatics, Chang’an University, Yanta Road 120, Xi’an 710054,
China; jianlin.zhao@chd.edu.cn

4 School of Environment and Spatial Informatics, China University of Mining and Technology, Daxue Road 1,
Xuzhou 221116, China; weiqiang.liu@cumt.edu.cn

5 Henry Fok College of Biology and Agriculture, Shaoguan University, Daxue Road 26, Shaoguan 512005, China
6 School of Humanities and Law, Jiangsu Ocean University, Cangwu Road 59, Lianyungang 222005, China;

saihu@jou.edu.cn
7 Department of Research and Development, Shanghai Gongjing Environmental Protection Co., Ltd.,

Yuanjiang Road 525, Shanghai 201100, China; yanglh3@163.com
* Correspondence: chenlq@cumt.edu.cn; Tel.: +86-516-8359-1327

Abstract: Accuracy soil moisture estimation at a relevant spatiotemporal scale is scarce but beneficial
for understanding ecohydrological processes and improving weather forecasting and climate models,
particularly in arid and semi-arid regions like the Chinese Loess Plateau (CLP). This study proposed
Criterion 2, a new method to improve relative soil moisture (RSM) estimation by identification of
normalized difference vegetation index (NDVI) thresholds optimization based on our previously
proposed iteration procedure of Criterion 1. Apparent thermal inertia (ATI) and temperature veg-
etation dryness index (TVDI) were applied to subregional RSM retrieval for the CLP throughout
2017. Three optimal NDVI thresholds (NDVI0 was used for computing TVDI, and both NDVIATI

and NDVITVDI for dividing the entire CLP) were firstly identified with the best validation results
(R) of subregions for 8-day periods. Then, we compared the selected optimal NDVI thresholds and
estimated RSM with each criterion. Results show that NDVI thresholds were optimized to robust
RSM estimation with Criterion 2, which characterized RSM variability better. The estimated RSM
with Criterion 2 showed increased accuracy (maximum R of 0.82 ± 0.007 for Criterion 2 and of
0.75 ± 0.008 for Criterion 1) and spatiotemporal coverage (45 and 38 periods (8-day) of RSM maps
and the total RSM area of 939.52 × 104 km2 and 667.44 × 104 km2 with Criterion 2 and Criterion 1,
respectively) than with Criterion 1. Moreover, the additional NDVI thresholds we applied was
another strategy to acquire wider coverage of RSM estimation. The improved RSM estimation with
Criterion 2 could provide a basis for forecasting drought and precision irrigation management.

Keywords: MODIS; relative soil moisture; Chinese Loess Plateau; ATI; TVDI

1. Introduction

Accurate and timely soil moisture (SM) information has essential applications in
different fields, such as flood/drought forecasting, climate and weather modeling, water re-
sources, and agriculture management [1]. Proper water resource management is crucial in
declining vulnerability to drought and other extreme events that may occur with increasing
frequency because of climate change. This has been widely recognized in the arid and
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semi-arid regions of the Chinese Loess Plateau (CLP), which is particularly susceptible to
soil erosion and water shortage due to intensive rainstorms, fractured and steep terrain,
low vegetation cover, highly erodible loess soil, and a semiarid to arid climate [2–4].

Microwave sensors have been used for SM retrieval due to the direct relationship
between microwave radiation and soil dielectric, though providing a coarse spatial res-
olution [5]. As for indirect approaches, SM estimation from visible and infrared data is
based on land surface reflectance at much higher spatial resolutions [6]. To evaluate SM
estimation, there are many studies on the comparison of SM products and modeled SM
on different scales [7–12]. In order to explore the potential of optical and thermal remote
sensing imagery for SM estimation, different indices (e.g., VCI—vegetation condition index,
TVDI—temperature vegetation dryness index, TCI—temperature condition index, ATI—
apparent thermal inertia) [13–17] and models (SVAT—soil vegetation atmosphere transfer,
EF—evaporative fraction model) [18,19] have been applied to different climate conditions.
The majority of previous studies derived SM from optical and infrared remote sensing
imagery concentrating on vegetation-growing seasons [20–22]. In addition, existing SM
estimation algorithms are not applicable to steep regions [23]. The continuous evaluation
of SM throughout the year at a moderate 1-km resolution (compared with coarse resolution
of a few tens of kilometers and fine resolution of the tens of meters [5,24,25]) over the
CLP at a regional scale of 640,000 km2 (local ≤ 104 km2, 104 km2 < regional < 107 km2,
and global≥107 km2 [26]) is, however, scarce.

Because geology and soil composition change only over a long period, short-term changes
in thermal inertia (TI) can be associated with variations in SM [27]. Originally proposed by
Price [28], ATI is a simplified calculation for TI and has been routinely used to estimate SM
in bare soil and sparsely vegetated land [15,29,30]. For a densely vegetated surface, the tri-
angular or trapezoidal NDVI (normalized difference vegetation index)—LST (land surface
temperature) space, interpreted as TVDI, is widely used for SM estimation [31,32]. Moreover,
a viable method for time series SM monitoring could overcome the limitations of a single
method (PDI—perpendicular drought index or TVDI) [33], and the ATI and TVDI models
were applied to retrieval the relative soil moisture (RSM) in Guangxi, south China [34].

RSM represents the percentage of SM that accounts for the moisture storage capacity
and describes the SM levels in the present study. A detailed explanation regarding RSM is
presented in Section 3.1.2. Yuan et al. [35] applied the MODIS-derived ATI and TVDI mod-
els to subregional RSM estimation for the CLP. They highlighted the identification of three
optimal NDVI thresholds (NDVI0 was for computing TVDI, both NDVIATI and NDVITVDI
were used for dividing the whole CLP) and concluded that the ATI/TVDI joint models
were more applicable (accounting for 36/38 8-day periods) and accurate (R: 0.75 ± 0.008
on DOY—day of the year (hereafter referred to as DOY), 313) than the ATI-based and TVDI-
based models. Here, the limiting condition (NDVI0 ≤ NDVIATI ≤ NDVITVDI) when select-
ing optimal NDVI thresholds, as proposed by Yuan et al. [35], is regarded as Criterion 1.
It failed to select the highest R in certain subregions, resulting in no corresponding sub-
regional RSM maps being produced, thereby causing incomplete RSM maps for 8-day
periods. To produce more complete RSM maps, additional criteria (Criterion 2) for de-
termining optimal NDVI thresholds should be tested. Importantly, because the NDVI0
and NDVIATI thresholds with Criterion 2 do not influence each other, highest R for an
individual subregion could have more opportunities to be selected. In this case, we could
obtain more subregional RSM maps to produce more complete RSM maps.

The main objective of this study is to improve RSM estimation by applying Criterion 2
(NDVIATI < NDVITVDI) for optimizing the identification of NDVI thresholds. Three optimal
NDVI thresholds were firstly identified with Criterion 2 for each 8-day period and 8-day
RSM maps were generated using selected optimal NDVI thresholds. Then, in order to
evaluate the accuracy and coverage of RSM estimation, we compared the selected optimal
NDVI thresholds and estimated RSM with each criterion. Monthly, seasonal, and yearly
RSM maps of the CLP in 2017 were produced via the 8-day RSM maps and examined lastly.
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2. Study Area and Data

2.1. Study Area

The CLP (Chinese Loess Plateau) is located at 100◦54′–114◦33′E and 33◦43′–41◦16′N
and has a total area of 64,000 km2 covering seven northern Chinese provinces (Figure 1a).
The study area has an arid to semi-arid temperate climate with a wet monsoon season.
Mean annual precipitation is 420 mm and ranges from 200 mm in the northeast to 750 mm
in the southeast, around 55–78% of which concentrates in the wet season from July to
September [36,37]. It is considered one of the most seriously eroded landscapes in the
world owing to its loose and erodible soil [4,38]. With various land cover types though,
this region is mostly covered by grasslands and croplands (Figure 1b). There are 213
Chinese automatic soil moisture observation stations (CASMOSs) over the CLP except in
Ningxia (Figure 1b).

Figure 1. Study area: (a) Location of the Chinese Loess Plateau (CLP) in China; (b) spatial distribution of 213 automatic
soil moisture observation stations used in the study. The background image shows the MODIS (MCD12Q1 Type2—the
University of Maryland (UMD) land cover classification scheme) land cover product over the CLP. There are 16 different
land cover types in the UMD land cover classification scheme and only 15 land cover types except the land cover of
evergreen broadleaf forest over the CLP.

2.2. Satellite Data and Image Pre-Processing

The MODIS data used in this study are composed of MODIS/Terra 500-m resolution
8-day surface reflectance (MOD09A1), and MODIS/Terra 1-km resolution 8-day LST prod-
ucts (MOD11A2) in 2017 for calculating ATI, NDVI, and TVDI. Moreover, the MOD09GA
500-m daily products were used to extract the acquisition time, serving for collecting the
corresponding time of in situ RSM observations. We also used the 1 km for 2017 MCD12Q1.
Type2 land cover product from the University of Maryland (UMD) land cover classification
scheme (15 different land cover types over the CLP in Figure 1b) masked water bodies.
Here, the mask of water bodies we used covered the water bodies’ extent derived from
the normalized difference water index (NDWI) for each 8-day period. The NDWI was
first proposed by McFeeters in 1996 to monitor changes related to water content in water
bodies [39]. To cover the CLP, five granules of MODIS data were mosaicked, re-projected,
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and re-sampled at the resolution of 1/224◦ (~500 m) using the MODIS Reprojection Tool
and were clipped in ArcGIS 10.2 (ESRI Inc., Redlands, CA, USA).

2.3. In Situ Observation Data

Hourly RSM—relative soil moisture (%) of the 20-cm soil layer provided by the 213
automatic soil moisture observation stations were used in this study. The number of in situ
observations used for each 8-day period in this study is given in Section 4.1. To narrow
the temporal gaps between the in situ observation data and the 8-day composite products,
the 8-day average in situ RSM value at each station was calculated by averaging the
corresponding daily RSM. In detail, the daily granule acquisition time of the MOD09GA
products (from the beginning to ending date-time) were collected first to serve as the
reference for selecting corresponding in situ RSM observations. Precipitation (in mm/h)
and elevation data of these stations were provided by the China Meteorological Data
Service Center (http://data.cma.cn/en).

3. Principles and Methods

3.1. Subregional RSM Estimation

Subregional RSM estimation was applied with the two criteria. Here, we took Cri-
terion 2 as an example (Figure 2) and a detailed comparison of the two criteria is shown
in Section 3.2.2. During the early stages of crop growth, the monitoring accuracy of ATI—
apparent thermal inertia (defined in Section 3.1.1) is better than that of TVDI—temperature
vegetation dryness index (defined in Section 3.1.2). However, as crop growth progresses,
the advantages of TVDI become evident. The average of the ATI and TVDI value, rang-
ing from 0 to 1, was calculated, where NDVI varied from NDVIATI and NDVITVDI in the
ATI/TVDI subregion. The idea of averaging ATI and TVDI as an assigned value in the
ATI/TVDI subregion was inspired by previous studies [33,34]. A model-level integrated
approach was used to effectively retrieve regional-scale daily SM. The average value of SM
from the ATI-based model and the TVDI-based model was regarded as the SM when NDVI
ranged from 0.10 to 0.18 [40]. Similarly, SM was obtained by averaging the PDI-based
model and TVDI-based model [33].

To estimate RSM, the whole CLP was divided into three subregions (the ATI subregion,
the TVDI subregion, and the ATI/TVDI subregion) according to the NDVI of individual
pixels. While the ATI-based models (ATI) were merely applied to the ATI subregion
(NDVI ≤ NDVIATI), the TVDI-based models (TVDI) were merely applied to the TVDI
subregion (NDVI > NDVITVDI). Then, the ATI-based models and the TVDI-based models
together (the ATI/TVDI joint models—the average of ATI and TVDI) were applied to the
ATI/TVDI subregion (NDVIATI < NDVI ≤ NDVITVDI). Here, as mentioned before, the ATI-
based model is routinely used to estimate the RSM of bare soil and sparsely vegetated areas
with low NDVI and the TVDI-based model is more suitable for dense vegetation coverage
with high NDVI. Thus, the case of NDVIATI greater than NDVITVDI is not considered in an
individual subregion.

The RSM estimation using the ATI-based, the TVDI-based, and the ATI/TVDI joint
models should contain two key procedures. One is the iteration procedure applying
three NDVI thresholds to calculate R. The other is the identification of optimal NDVI
thresholds for subregional RSM estimation. In this study, we proposed a new method
to select optimal NDVI thresholds for improving RSM estimation involving increased
accuracy and spatiotemporal coverage, which was defined as Criterion 2. Both Criterion 1
and Criterion 2 shared similar iteration procedures (with different maximum iterations) to
obtain R.
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Figure 2. Flowchart of relative soil moisture (RSM) estimation by the apparent thermal inertia (ATI)-based models,
the ATI/TVDI—temperature vegetation dryness index joint models, and the TVDI-based models with Criterion 2 (adapted
from [35]). NDVI0 was used for computing TVDI, and both NDVIATI and NDVITVDI were applied for dividing the entire
Chinese Loess Plateau (CLP). The three subregions, namely the ATI subregion (NDVI ≤ NDVIATI), the ATI/TVDI subregion
(NDVIATI < NDVI ≤ NDVITVDI), and the TVDI subregion (NDVI > NDVITVDI), were assigned by calculated ATI, the average
of ATI and TVDI, and TVDI, respectively.

In addition, the NDVI threshold (NDVI0), the lower limit of NDVI, below which the
data are excluded when we derive dry/wet edges, would be used for generating TVDI [35].
To obtain optimal NDVI thresholds, NDVI0 and NDVIATI, both ranging from 0 to 0.5,
and NDVITVDI, ranging from 0 to 0.7 with an interval of 0.01, were successively tested in the
iterative process (Figure 2). We carried out NDVI ranges of the iteration in the programing
design used for loops statement and it was easy to run programming using the fixed large
range for each 8-day period in 2017. For one iteration, linear relation analysis between an
assigned value (e.g., ATI) and the corresponding in situ RSM observations was performed
through the 10-fold cross-calibration in the calibration process. Detailed calibration and
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validation processes are presented in Section 3.2.2. After the completion of all iterations,
three groups of optimal NDVI thresholds with a maximum R in validation were selected
with Criterion 2 for one 8-day period rather than one group with Criterion 1. The overall
8-day RSM map was ultimately produced with the generated subregional RSM by applying
the selected optimal thresholds. The comparison between the two criteria was conducted
as follows.

3.1.1. Apparent Thermal Inertia (ATI)

Soil TI—thermal inertia is a thermal property of soil and describes the resistance of soil
to temperature variations. TI proportionally increases as SM increases because moist soil
has higher water thermal conductivity and heat capacity, thereby exhibiting a lower diurnal
temperature fluctuation [27,29]. ATI—apparent thermal inertia is a simplified calculation
for TI [28,41]. As one of the SM estimation methods, ATI can be easily calculated by
measuring surface albedo and the diurnal temperature range as follows:

ATI =
1 − A
ΔLST

(1)

where ATI is the apparent thermal inertia [K−1], A is the broadband surface albedo, and
ΔLST corresponds to the diurnal temperature range between day and night [K]. Theoreti-
cally, the MODIS-derived ATI was computed as the ratio of the daily surface albedo and
the diurnal temperature range [42]. However, the availability of the MODIS-derived ATI
on some days was mainly limited by the availability of satellite LST observations because
LST was often absent due to the presence of cloud during the satellite overpass times. Thus,
it was difficult to obtain a continuous time series of ATI. In detail, the merged Terra 8-day
surface reflectance and temperature products (MOD09A1/MOD11A2) are distributed on
8-day synthesis periods of clear sky data accumulation and each 8-day composite pixel
contains the best possible observation according to specified criteria [43]. In addition,
previous studies applied MOD11A2 LST products and MOD09A1 surface reflectance data
(time resolution of 8 days) to Equation (1) [15,34,44]. In this case, our study was also
carried out for an 8-day temporal resolution to calculate ATI. ATI varies between 0 and 1.
The broadband albedo can be computed in shortwave spectral ranges from Terra MODIS
surface reflectance [45]:

A = 0.16b1 + 0.291b2 + 0.243b3 + 0.11b4 + 0.112b5 + 0.081b7 − 0.0015 (2)

where b1–b5 and b7 are the reflectance of bands 1, 2, 3, 4, 5, and 7 of MODIS, respec-
tively [15,42,46,47]. MODIS’s six bands are excellent in making the broadband albedo
conversions under the general atmospheric conditions [45].

3.1.2. Temperature Vegetation Dryness Index (TVDI)

As the scatter plot of NDVI against LST forms a triangle or trapezium (hereinafter
called triangle), Sandholt et al. [48] proposed the concept of TVDI, which can represent
RSM, which is formulated as follows:

TVDI =
LST − LSTmin

LSTmax − LSTmin
(3)

LSTmax = adry × NDVI + bdry (4)

LSTmin = awet × NDVI + bwet (5)

where LST represents the MODIS-derived LST in each of the pixels, LSTmin and LSTmax
refer to the minimum/maximum LST in the triangle space defining the wet/dry edge at
a given NDVI, respectively. awet, adry, bwet, and bdry are the linear regression parameters
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(slope and intercept) of dry/wet edges, respectively. Based on TVDI, RSM can be related to
LSTmin and LSTmax with the following equation [49,50]:

RSMw − RSM
RSMw − RSMd

=
LST − LSTmin

LSTmax − LSTmin
(6)

From Equation (6) RSM can be found as:

RSM = RSMw − LST − LSTmin

LSTmax − LSTmin
(RSMw − RSMd) (7)

RSM = RSMw − TVDI(RSMw − RSMd) (8)

where RSM is the relative soil moisture at any given pixel, RSMw is the maximum RSM ac-
cording to wet edge, and RSMd is the minimum RSM corresponding to dry edge. The trend
line of LSTmax gives the dry edge and that of the LSTmin represents the wet edge. The NDVI-
LST triangle space defining the dry/wet edges on DOY—day of the year 113 over the CLP
is shown in Figure 3.
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Figure 3. The NDVI-LST triangle space defining the dry/wet edges on DOY—day of the year 113
over the CLP (adapted from [35,48,51]). Theoretically, in the triangular figure (pink region area),
the base edge of the triangle with maximum evapotranspiration pixels, and the top edge of the
triangle with zero evapotranspiration pixels are displayed. As the NDVI increases, the maximum
LST decreases and can be fitted to a negative slope using the least square method, which is defined
as the dry edge in red color lines (LSTmax). The base line of the triangle represents the wet edge in
blue color lines (LSTmin), which is calculated by averaging a group of points in the lower limits of
the scatterplot. The TVDI increases from 0 to 1 (a black arrow going from TVDI = 0 to TVDI = 1),
indicating a land surface change from extreme wetness to extreme drought. Linear equations were
generated when NDVI0 equals 0, 0.1, and 0.2, respectively. The linear regression coefficients (slopes,
intercepts, and R2) of dry/wet edges varied with different NDVI0.

Generally, the TVDI value of the dry edge, referring to the driest region of the study
area, equals 1, while that of the wet edge (being the most humid region) is close to 0 [52].
LST linearly changes with NDVI in the conditions of the same RSM. Between two edges
(dry/wet edges), all intermediate conditions can occur, and all RSM conditions can conse-
quently be represented within the NDVI-LST triangle space [31,53]. However, the maxi-
mum and minimum LST at lower NDVI in the scatterplot (two red circles in Figure 3) do
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not seem to contribute to the formation of the dry/wet edges, which has been noted by
previous studies [54–56]. Thus, in our study, the NDVI0 is the low limit of NDVI, below
which the data are excluded when we derive dry/wet edges. The TVDI (NDVI < NDVI0)
with Criterion 2 was calculated using the linear regression parameters of derived dry/wet
edges, and the TVDI (NDVI < NDVI0) was not computed because of setting NDVI0 smaller
than NDVIATI for Criterion 1. In other words, TVDI would only be used both in the
ATI/TVDI subregion and the TVDI subregion, where NDVI was higher than NDVIATI,
not to mention NDVI0.

3.1.3. RSM Estimation with Criterion 2

The overall RSM was produced with three groups of selected optimal NDVI thresholds
(Criterion 2) using MODIS-derived ATI, TVDI, and the mean of ATI and TVDI against in
situ RSM observations for one 8-day period. The equations were used as follows:

RSMoverall =

⎧⎪⎨
⎪⎩

RSMATI = aATI × ATI + bATI NDVI ∈ [0, NDVIATI]

RSMATI/TVDI = aATI/TVDI × ATI+TVDI
2 + bATI/TVDI NDVI ∈ (NDVIATI, NDVITVDI]

RSMTVDI = aTVDI × TVDI + bTVDI NDVI ∈ (NDVITVDI, 1]

(9)

where RSMoverall represents the overall RSM and it is combined by three subregional
RSM (RSMATI, RSMATI/TVDI, and RSMTVDI). RSMATI and RSMTVDI are the RSM estimated
by the ATI-based and TVDI-based models, respectively, and RSMATI/TVDI is the RSM
estimated by the ATI/TVDI joint model. aATI and bATI are coefficients from fitting the ATI
values and in situ RSM observations in the ATI subregion. aTVDI and bTVDI are coefficients
from fitting the TVDI values and in situ RSM observations in the TVDI subregion. aATI/TVDI
and bATI/TVDI are coefficients from fitting the average value of ATI and TVDI and in situ
RSM observations in the ATI/TVDI subregion. NDVIATI and NDVITVDI are the selected
optimal thresholds for generating subregions.

3.2. Comparison of the Two Criteria
3.2.1. Calibration and Validation Processes for the Two Criteria

The two criteria differ in how the optimal NDVI thresholds are identified, namely
NDVI0 ≤ NDVIATI ≤ NDVITVDI for Criterion 1 and NDVIATI < NDVITVDI for Criterion
2. In other words, the limit condition of Criterion 1 was stricter than Criterion 2 and the
value of NDVI0 might be greater/lower than NDVIATI for Criterion 2. As we mentioned
in Section 3.1.2., dry/wet edges were calculated when NDVI was greater than NDVI0.
In this case, the value of TVDI (NDVI < NDVI0) was calculated based on the dry/wet
edge derived from NDVI greater than NDVI0. The size relationship between NDVI0 and
NDVIATI is the main difference of the two criteria, which directly lead to a different assigned
value in the ATI/TVDI subregion, thereby affecting the calibration process when using the
ATI/TVDI joint models. The detailed differences between subregional RSM estimation
with each criterion are represented in Figures 4 and 5. For Criterion 2, the average of
ATI and TVDI was assigned to the pixels in the ATI/TVDI subregion, in which TVDI
includes two intervals (NDVIATI < NDVI < NDVI0 and NDVI0 ≤ NDVI ≤ NDVITVDI)
with Criterion 2 (Figure 5). TVDI with Criterion 1 is from only one interval, namely
NDVIATI < NDVI ≤ NDVITVDI in the ATI/TVDI subregion from Figure 4.

Importantly, because optimal NDVI thresholds were identified based on the R values
in the validation, both criteria performed the iteration procedure (calibration and vali-
dation processes) in three subregions (the ATI subregion, the TVDI subregion, and the
ATI/TVDI subregion) to calculate R for 8-day periods (procedures with a purple back-
ground in Figure 2). In order to not limit the size of NDVI0 and NDVIATI in the iteration
procedure, more iterations would be implemented with Criterion 2 (maximum of 97,546
iterations) than that of Criterion 1 (maximum of 48,620 iterations) [35]. The number of
iterations was calculated by all combinations of the three thresholds.
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Figure 4. Schematic diagram of the calibration and validation processes with Criterion 1 (NDVI0 ≤
NDVIATI ≤ NDVITVDI). NDVIATI and NDVITVDI were applied to divide the whole CLP. NDVI0 was
lower than NDVIATI and merely used for calculating TVDI (not shown in the figure). ATI, the average
of ATI and TVDI, and TVDI were assigned to the ATI subregion (NDVI ≤ NDVIATI), the ATI/TVDI
subregion (NDVIATI < NDVI ≤ NDVITVDI), and the TVDI subregion (NDVI > NDVITVDI), respec-
tively. RSMATI and RSMTVDI were the RSM estimated by the ATI-based and TVDI-based models,
respectively, and RSMATI/TVDI was the RSM estimated by the ATI/TVDI joint model. aATI, bATI,
aTVDI, and bTVDI in the equations were coefficients from fitting the ATI values and TVDI values
with in situ RSM observations in the ATI subregion and the TVDI subregion, respectively. aATI/TVDI

and bATI/TVDI were coefficients from fitting the average value of ATI and TVDI and in situ RSM
observations in the ATI/TVDI subregion. After 10 rounds 10-fold cross-calibration, RATI, RATI/TVDI,
and RTVDI in validation were calculated by averaging RATI, RATI/TVDI, and RTVDI, respectively.

RATI

RATI/TVDI

RTVDI

ATI TVDIR

ATIR

TVDIR
 

Figure 5. Schematic diagram of the calibration and validation processes with Criterion 2 (NDVIATI

< NDVITVDI). NDVIATI and NDVITVDI were applied to divide the whole CLP. NDVI0 might be
lower/greater than NDVIATI and appeared when NDVI0 was greater than NDVIATI, indicating the
calculated TVDI from two NDVI intervals (blue and light orange color regions) in the ATI/TVDI
subregion. The value of TVDI with Criterion 2 in the blue color regions (NDVI < NDVI0) was
calculated based on the dry/wet edge derived from NDVI greater than NDVI0. The computed
TVDI with Criterion 2 in the light orange color regions (NDVI ≥ NDVI0) was the same as that of
Criterion 1 (orange color regions in Figure 4). For the meaning of the other parameters (RSMATI,
RSMTVDI, RSMATI/TVDI, RATI, RATI/TVDI, RTVDI, RATI, RATI/TVDI, and RTVDI), please refer to the
caption of Figure 4.
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For each subregion, to decrease the variability of the calibration, the linear fit be-
tween the assigned value (ATI, the average of ATI and TVDI, and TVDI, respectively)
and observed RSM was performed using 10 rounds of 10-fold cross-calibration. To be
more specific, after the random splitting of the paired assigned values and in situ RSM
observations (when the number of available RSM observation stations was greater than 20)
into 10 subsamples with nine as training data and one as testing data, acquired regression
parameters (slopes and intercepts) in training data were applied to testing data. Then,
one group of estimated RSM and in situ RSM observations was generated. After the 10th
fold was accomplished, the validation data of 10 groups of estimated RSM and in situ RSM
observations were computed, including R, as well as the p-value for a significance test
(p-value < 0.05), which was just called “one-round”. After 10 rounds of iterations, we aver-
aged the R (R) from the 10 rounds of validation as the reference to identify corresponding
optimal NDVI thresholds.

3.2.2. Evaluation of Estimated RSM for the Two Criteria

The threshold qualification when identifying optimal NDVI thresholds for the two
criteria was different, but both were based on the averaged validation results (R), which di-
rectly represents the accuracy of RSM estimation. For an individual subregion, only the
maximum R greater than 0.23 for Criterion 2 and slightly lower (0.17) for Criterion 1
should be selected; otherwise, no optimal NDVI thresholds were chosen for that subregion.
For Criterion 1, the NDVI thresholds corresponding to maximum R among the three subre-
gions were chosen as the optimal thresholds when the NDVI0, NDVIATI, and NDVITVDI
thresholds existed simultaneously for one 8-day period [35]. In this way, they could not
guarantee that maximum R would be reached for all the three subregions and the generated
three subregions according to NDVIATI and NDVITVDI always excluding each other. Thus,
only one group of optimal NDVI thresholds were chosen for subregional RSM estimation
and then the overall RSM with Criterion 1 was combined by subregional RSM for each
8-day period [35].

However, for Criterion 2, more selected processes for optimal NDVI thresholds
were carried out. The NDVI thresholds corresponding to maximum R in each subregion,
namely the highest RATI, RATI/TVDI, and RTVDI, were chosen as the optimal thresholds.
The optimal NDVI thresholds of the three subregions were not influenced by each other.
Thus, three groups of optimal NDVI thresholds regarding three subregions were selected
for subregional RSM estimation and then the overall RSM with Criterion 2 was combined
by that subregional RSM for each 8-day period. In this case, the three subregions for one
8-day period might be overlapped due to the three groups of optimal NDVI thresholds
individually selected instead of always excluding each other for Criterion 1. Based on the
relationships of the selected optimal NDVI thresholds of the subregions, we list all cases in
terms of different combinations of models used to produce an overall RSM map for one
8-day period (Table 1). Overlaps might exist when combining different models for RSM
estimation for one 8-day period (see cases 4, 5, 6, and 7 in Table 1).

We combined the subregional RSM generated using the corresponding models with
the selected optimal NDVI thresholds to obtain an overall RSM map for one 8-day pe-
riod. Then, we evaluated and compared the selected optimal NDVI thresholds with each
criterion in terms of the validation outcomes (Figure 6). Furthermore, the performance
of the selected optimal NDVI thresholds for RSM retrieval, involving accuracy and spa-
tiotemporal coverage using the two criteria, was compared. Monthly, seasonal, and yearly
RSM maps were generated by combining 8-day RSM maps under Criterion 2 and were
eventually examined.
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Table 1. Cases of the model used with the relationships of selected optimal NDVI thresholds with Criterion 2.

Cases Model Used 1 Subregions Optimal NDVI Thresholds 2 Relationships 3 If Overlaps

1 ATI ATI NDVIATI - No

2 ATI/TVDI ATI/TVDI NDVI0/NDVIATI/NDVITVDI NDVIATI < NDVITVDI No

3 TVDI TVDI NDVI0/NDVITVDI - No

4
ATI ATI NDVIATI NDVIATI < NDVITVDI No

TVDI TVDI NDVI0/NDVITVDI NDVIATI ≥ NDVITVDI Yes

5
ATI ATI NDVIATI_a NDVIATI_a <NDVIATI_j No

ATI/TVDI ATI/TVDI NDVI0/NDVIATI_j/NDVITVDI NDVIATI_a ≥ NDVIATI_j Yes

6
ATI/TVDI ATI/TVDI NDVI0_j/NDVIATI/NDVITVDI_j NDVITVDI_j < NDVITVDI_t No

TVDI TVDI NDVI0_t/NDVITVDI_t NDVITVDI_j ≥ NDVITVDI_t Yes

7
ATI

ATI/TVDI
TVDI

ATI
ATI/TVDI

TVDI

NDVIATI_a

NDVI0_j/NDVIATI_j/NDVITVDI_j

NDVI0_t/NDVITVDI_t

NDVIATI_a <

NDVIATI_j&NDVITVDI_j <

NDVITVDI_t

No

NDVITVDI_t ≥ NDVIATI_a ≥
NDVIATI_j Yes

NDVITVDI_j ≥ NDVITVDI_t ≥
NDVIATI_a Yes

NDVIATI_a ≥ NDVITVDI_t Yes
1 One type model is considered to be used once in one case. 2 The subscripts a in the NDVIATI_a and j in the NDVIATI_j represent the selected
optimal NDVIATI thresholds in the ATI subregion and the ATI/TVDI subregion, respectively. The subscripts j in NDVI0_j and t in NDVI0_t
mean the selected optimal NDVI0 in the ATI/TVDI subregion and the TVDI subregion, respectively. The subscripts j in NDVITVDI_j and
t in NDVITVDI_t refer to the selected optimal NDVITVDI in the ATI/TVDI subregion and the TVDI subregion, respectively. 3 NDVIATI <
NDVITVDI for an individual subregion because the ATI-based model was suitable for regions with low NVDI and the TVDI-based model
was applicable for regions with high NDVI [15,57].

ATIR ATI TVDIR TVDIRATIR ATI TVDIR TVDIR

 

Figure 6. Flowchart for comparison of the two criteria.

4. Results and Discussion

4.1. Evaluation of the Optimal NDVI Thresholds
4.1.1. Comparison of Validation Results

The measure R in validation reflects the accuracy of the estimated RSM compared to
the observed RSM. Lower R represents poorer estimated RSM. Optimal NDVI thresholds
were identified corresponding to the highest R in subregions. Then, RSM maps could be
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generated using the selected optimal NDVI thresholds for each 8-day period. Eventually,
we selected 45 8-day periods (out of 46 except for DOY 73 in 2017) with Criterion 2
and only 38 8-day periods with Criterion 1 (Figure 7) [35]. Thus, 45 8-day periods of
estimated RSM maps (improved 7 8-day periods compared to with Criterion 1) would be
generated with Criterion 2. The R values with Criterion 2 were slightly higher than those
with Criterion 1 but roughly showed a similar trend throughout the year. These values
fluctuated irregularly with peak values (0.82 ± 0.007 with Criterion 2 and 0.75 ± 0.008 with
Criterion 1, respectively) in winter [35]. In this case, the accuracy of RSM estimation with
Criterion 2 was improved.

Figure 7. Comparison of R in validation with Criteria 1 and 2. The standard deviation of R for each
8-day period is displayed as error bars (one standard deviation). Maximum R in validation less
than 0.17 and 0.23 for an individual subregion was not selected with Criterion 1 and Criterion 2,
respectively. No optimal NDVI thresholds were selected with Criterion 1 on DOYs 1, 9, 33, 65, 73,
201, 225, and 241, resulting in no estimated RSM maps (missed pink bars). Only the 8-day period of
DOY 73 with Criterion 2 could not satisfy the minimum standard (0.23).

The applied models corresponding to the highest R varied with the 8-day periods.
Table 2 displays the validation results as well as the models used for each 8-day period
with Criterion 2. The seven rows in blue (DOYs 1, 9, 33, 65, 201, 225, and 241) indicate
the new validation results with Criterion 2 for RSM retrieval compared to Criterion 1.
The ATI/TVDI joint models were used in almost all 8-day periods (34/45 8-day periods),
which was well in line with Criterion 1 [35]. The highest R (0.82 ± 0.007 on DOY 361) with
Criterion 2 was higher than that of Criterion 1 (0.75 ± 0.008 on DOY 313). The validation
score of R was better than previous results in the study area [35].

For DOYs 145 and 305, the ATI/TVDI joint models were applied twice in the two com-
plementary ATI/TVDI subregions with different NDVI ranges (0.00 < NDVI ≤ 0.20 with R
of 0.61 ± 0.044 and 0.25 < NVDI ≤ 0.27 with R of 0.63±0.017 on DOY 145, and 0.13 < NDVI
≤ 0.17 with R of 0.47 ± 0.021 and 0.30 < NDVI ≤ 0.34 with R of 0.44 ± 0.020 on DOY
305, respectively). In the ATI/TVDI subregions, different NDVI thresholds (NDVIATI and
NDVITVDI) means the generated RSM maps with these NDVI intervals. Here, higher R,
not merely the highest R, could be selected as well and their corresponding thresholds
were regarded as additional thresholds for RSM retrieval. In this context, the two comple-
mentary ATI/TVDI subregional RSM could be merged to produce the overall RSM map.
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Thus, the more additional thresholds we selected, the more completed the obtained RSM
map would be. The additional NDVI thresholds we applied, here, was another improved
strategy to acquire wider coverage of RSM estimation. The number of stations used with
each criterion was the same for each 8-day period.

Table 2. Validation results for selecting optimal NDVI thresholds with Criterion 2 (blue color rows represent new 8-day
periods of validation results compared to Criterion 1).

DOY Month/Season
No. of

Stations
Models R ± Std

Optimal
NDVI0

Optimal
NDVIATI

Optimal
NDVITVDI

1 Jan/Winter 72 ATI/TVDI 0.50 ± 0.015 0.01 0.19 0.45
9 Jan/Winter 69 ATI/TVDI 0.78 ± 0.009 0.05 0.19 0.54

17 Jan/Winter 75
ATI/TVDI 0.62 ± 0.017 0.34 0.22 0.55

TVDI 0.56 ± 0.010 0.00 0.12
25 Jan/Winter 74 ATI/TVDI 0.60 ± 0.012 0.09 0.15 0.44

33 Feb/Winter 75
TVDI 0.49 ± 0.015 0.08 0.14
ATI 0.40 ± 0.021 0.16

ATI/TVDI 0.78 ± 0.009 0.05 0.19 0.54
41 Feb/Winter 86 ATI/TVDI 0.57 ± 0.012 0.10 0.20 0.35

49 Feb/Winter 101
ATI/TVDI 0.51 ± 0.022 0.03 0.18 0.24

TVDI 0.43 ± 0.026 0.13 0.19

57 Mar/Spring 157
ATI/TVDI 0.45 ± 0.019 0.00 0.19 0.27

TVDI 0.44 ± 0.012 0.07 0.17
65 Mar/Spring 196 ATI/TVDI 0.43 ± 0.021 0.14 0.13 0.15
81 Mar/Spring 209 ATI/TVDI 0.44 ± 0.022 0.44 0.29 0.68
89 Apr/Spring 209 ATI/TVDI 0.55 ± 0.021 0.03 0.29 0.56
97 Apr/Spring 210 ATI/TVDI 0.38 ± 0.028 0.04 0.11 0.14

105 Apr/Spring 210 ATI/TVDI 0.31 ± 0.034 0.50 0.47 0.63
113 Apr/Spring 210 ATI/TVDI 0.30 ± 0.058 0.00 0.08 0.14
121 May/Spring 210 ATI/TVDI 0.35 ± 0.049 0.29 0.30 0.39
129 May/Spring 211 ATI/TVDI 0.25 ± 0.040 0.15 0.22 0.25
137 May/Spring 211 ATI/TVDI 0.40 ± 0.025 0.12 0.02 0.19

145 May/Spring 211
ATI/TVDI 0.63 ± 0.017 0.15 0.25 0.27
ATI/TVDI 0.61 ± 0.044 0.19 0.00 0.20

153 Jun/Summer 211 ATI/TVDI 0.51 ± 0.028 0.05 0.00 0.24
161 Jun/Summer 208 ATI 0.60 ± 0.010 0.28
169 Jun/Summer 211 ATI/TVDI 0.33 ± 0.019 0.10 0.22 0.34

177 Jun/Summer 211
ATI/TVDI 0.48 ± 0.028 0.01 0.07 0.24

TVDI 0.50 ± 0.026 0.01 0.57
185 Jul/Summer 213 ATI/TVDI 0.48 ± 0.014 0.12 0.21 0.32
193 Jul/Summer 212 ATI 0.23 ± 0.036 0.27
201 Jul/Summer 212 ATI/TVDI 0.53 ± 0.020 0.17 0.50 0.59
209 Aug/Summer 212 ATI/TVDI 0.51 ± 0.019 0.03 0.26 0.32
217 Aug/Summer 213 ATI/TVDI 0.50 ± 0.037 0.25 0.29 0.33
225 Aug/Summer 213 ATI/TVDI 0.43 ± 0.021 0.29 0.32 0.38
233 Aug/Summer 213 TVDI 0.57 ± 0.017 0.43 0.55
241 Sep/Autumn 213 TVDI 0.42 ± 0.024 0.01 0.52
249 Sep/Autumn 213 ATI/TVDI 0.63 ± 0.010 0.29 0.22 0.32

257 Sep/Autumn 213
ATI/TVDI 0.52 ± 0.020 0.16 0.14 0.28

ATI 0.54 ± 0.033 0.26
TVDI 0.51 ± 0.017 0.47 0.54

265 Sep/Autumn 212
ATI/TVDI 0.49 ± 0.017 0.16 0.35 0.41

TVDI 0.52 ± 0.020 0.10 0.52
273 Oct/Autumn 212 ATI/TVDI 0.32 ± 0.028 0.38 0.38 0.48
281 Oct/Autumn 212 ATI/TVDI 0.34 ± 0.038 0.00 0.33 0.39
289 Oct/Autumn 212 ATI/TVDI 0.36 ± 0.027 0.01 0.20 0.23
297 Oct/Autumn 212 ATI/TVDI 0.47 ± 0.015 0.05 0.21 0.25

305 Nov/Autumn 212
ATI/TVDI 0.47 ± 0.021 0.06 0.13 0.17
ATI/TVDI 0.44 ± 0.020 0.10 0.30 0.34

313 Nov/Autumn 213 ATI/TVDI 0.47 ± 0.022 0.05 0.15 0.18
321 Nov/Autumn 189 TVDI 0.33 ± 0.007 0.10 0.10

329 Nov/Autumn 185
ATI/TVDI 0.71 ± 0.008 0.02 0.18 0.20

TVDI 0.59 ± 0.003 0.00 0.12

337 Dec/Winter 185
ATI/TVDI 0.74 ± 0.009 0.20 0.24 0.31

TVDI 0.56 ± 0.005 0.01 0.11

345 Dec/Winter 185
ATI/TVDI 0.66 ± 0.012 0.03 0.24 0.34

TVDI 0.58 ± 0.003 0.01 0.09

353 Dec/Winter 185
ATI/TVDI 0.71 ± 0.010 0.30 0.23 0.38

TVDI 0.72 ± 0.009 0.23 0.23

361 Dec/Winter 182
ATI/TVDI 0.82 ± 0.007 0.12 0.19 0.24

TVDI 0.76 ± 0.007 0.19 0.19
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4.1.2. The Optimal NDVI Thresholds

The thresholds NDVIATI and NDVITVDI were used to divide the entire study area
into three subregions for subregional RSM estimation. In terms of the fixed ranges of
NDVI0, NDVIATI, and NDVITVDI we used during iteration, to cover more combinations of
NDVI thresholds, the variation of NDVI for all seasons was taken into consideration and
maximum possible ranges were selected throughout the year. Indeed, the NDVI ranges we
used were a little bit wide compared to other studies, to some extent, resulting in many
redundant iterations [33,40]. There was no significant trend in these optimal thresholds
throughout the year. It would be explained by taking into account seasonal change (or
phenological variation) effects on prediction. To better explain the variation of the NDVI
threshold, the construction of seasonal models should be considered over long periods
for further studies. Moreover, the NDVI threshold could improve the application of other
phenology-based RSM estimation methods meant basically for the growing season [58–60].

The selected minimum and maximum NDVIATI (0.00 and 0.50) and NDVITVDI (0.09
and 0.68) are shown in Table 2. The obvious difference between the two criteria was the
identification of NDVI0, which not only determines the value of TVDI but also affects
the value of pixels in the ATI/TVDI subregion. The pixels with NDVIATI < NDVI ≤
NDVITVDI were assigned the average of ATI and TVDI in the ATI/TVDI subregion for two
criteria, but some of the TVDI (NDVIATI < NDVI < NDVI0) were calculated by the wet/dry
edges produced from those NDVI higher than NDVI0 for Criterion 2. The identification
of NDVIATI was not affected by the other two thresholds with Criterion 2 and the biggest
NDVIATI was 0.50 solely using the ATI-based models on DOY 201. The selected NDVITVDI
with Criterion 2 was up to 0.68, approaching the upper limited value (0.70) on DOY 81
using the ATI/TVDI joint models.

In terms of NDVI0 for the NDVI–LST scatter plots, the value of selected NDVI0 with
Criterion 2 fluctuated over 8-day periods but remained relatively low and stable in winter
(DOYs 1–49 and 337–361). Most of R2

dry were higher than R2
wet, particularly in summer

(DOYs 153–233), and R2
wet peaked in spring and autumn (Figure 8b). The slopes (adry and

awet) and intercepts (bdry and bwet) of the regression equations changed symmetrically
(Figure 8a) and showed similar trends regardless of the criterion [35].

Figure 8. The parameters of the dry and wet edges for 8-day periods in 2017: (a) Slopes and intercepts corresponding to
selected NDVI0: adry, awet, bdry, and bwet; (b) correlation coefficients with selected NDVI0: R2

dry and R2
wet.

4.2. Comparison of Estimated RSM
4.2.1. Evaluation of Estimated RSM at the Regional Scale

The estimated RSM area and average RSM obtained with each of the two criteria
varied throughout the year (Figure 9). There were 45 8-day periods of the RSM maps
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produced in 2017 with Criterion 2, compared to 38 with Criterion 1 [35]. This clearly shows
that using Criterion 2 improved the temporal coverage of RSM estimation.

In terms of spatial coverage, the two criteria also led to different RSM estimation
results. The total area of estimated RSM with Criterion 2 was 939.52 × 104 km2 in 2017,
which was 40.76% higher than with Criterion 1 (667.44 × 104 km2). Among the 45 8-day
periods, there were 24 8-day periods for which Criterion 2 produced a larger geographical
area of estimated RSM than Criterion 1. The increased area of estimated RSM ranged from
0.30 × 104 km2 on DOY 81 to 52.58 × 104 km2 on DOY 321 and the average increased area
was 19.77 × 104 km2 [35]. Therefore, RSM estimation with Criterion 2 also improved the
spatial coverage compared with Criterion 1.

Despite such differences in spatiotemporal coverage, estimated RSM with each cri-
terion also shared some similarities. Both average RSM were highest (~22%) in autumn
(DOYs 241–329), which agrees with the study by Jiao et al. (2016) that reported autumn
had higher average SM than other seasons in 1998–2000 over the CLP [61]. In addition,
we also found that spring (DOYs 57–145) had higher RSM than winter (DOYs 1–49 and
337–361) and summer (DOYs 153–233) (Figure 9).

It should be noted that the area produced by Criterion 1 could occasionally be greater
than that of Criterion 2 (e.g., DOYs 49, 105, 153, 161, 249, and 289). The used optimal
NDVIATI, NDVITVDI, R in validation, and estimated RSM area with each criterion for
these 8-day periods are shown in Table 3. Models performed better with Criterion 2
(higher R in validation) despite a greater estimated RSM area with Criterion 1. Thus,
we could not conclude that Criterion 1 was better than Criterion 2 by merely considering
the spatial coverage. In addition, as we mentioned in Section 4.1.1, to acquire wider
coverage of RSM estimation, we could choose the additional NDVI thresholds to estimate
RSM, which corresponds to higher R rather than the highest R. Therefore, we might test
more additional NDVI thresholds in subregions to combine the overall RSM map with the
desired accuracy for further study.

Figure 9. Comparison of the estimated RSM area and of the average RSM with each criterion. The standard deviation of
RSM of all pixels for each 8-day period is shown as error bars (one standard deviation).
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Table 3. Comparison selected optimal NDVIATI, NDVITVDI, R , and estimated RSM area of two criteria (area produced by
Criterion 1 was greater than that of Criterion 2). Models that performed better for 8-day periods are in bold.

Periods (DOY) Criterion Model NDVIATI NDVITVDI R ± Std Area (104 km2)

49
1 ATI/TVDI 0.14 0.64 0.38 ± 0.023 45.14

2
ATI/TVDI 0.18 0.24 0.51 ± 0.022

28.58TVDI 0.19 0.43 ± 0.026

105
1 ATI/TVDI 0.21 0.35 0.25 ± 0.028 18.59
2 ATI/TVDI 0.47 0.63 0.31 ± 0.034 3.70

153 1
ATI

0.34 0.41
0.35 ± 0.016

32.93ATI/TVDI 0.50 ± 0.020
2 ATI/TVDI 0.00 0.24 0.51 ± 0.028 15.43

161 1
ATI

0.49 0.69
0.54 ± 0.008

61.17ATI/TVDI 0.23 ± 0.044
TVDI 0.34 ± 0.044

2 ATI 0.28 0.60 ± 0.010 20.38

249 1
ATI

0.36 0.50
0.46 ± 0.049

27.78ATI/TVDI 0.37 ± 0.040
2 ATI/TVDI 0.22 0.32 0.63 ± 0.010 6.77

289
1 ATI/TVDI 0.26 0.38 0.32 ± 0.018 15.51
2 ATI/TVDI 0.20 0.23 0.36 ± 0.027 4.37

4.2.2. Evaluation of Estimated RSM at the Station Scale

At the station scale, in order to reflect the overall result, stations should be uniformly
distributed as much as possible with diverse geographical characterization (e.g., precipita-
tion, elevation, and land cover). In addition, stations with more than 23 8-day periods (half
of the 46 8-day periods) of estimated RSM could be considered to better reveal the variation
of the estimated RSM and the observed RSM. In this case, six stations (station 53,553, sta-
tion 53,771, station 53,845, station 53,857, station 57,031, and station 57,048) were selected
from those stations as samples. The estimated RSM with each criterion and observed
RSM with the total 8-day precipitation of six stations (described in Table 4) are presented
in Figure 10. A detailed comparison reveals that despite missing some of the estimated
RSM, especially for Criterion 1, the values of estimated and observed RSM have the same
tendency. Importantly, the estimated RSM (closer to the observation) with Criterion 2 kept
a better trend with the observed RSM at the station scale. Moreover, more estimated RSM
with Criterion 2 was observed than with Criterion 1 throughout the period among six
stations (the blue lines look more consistent than the red lines in Figure 10). The maximum
estimated RSM values (near DOY 281) were observed in autumn among the six stations,
consistent with heavy rainfall at that time.

Table 4. Descriptions of the six automatic RSM observation stations.

Station
Longitude

(◦N)
Latitude

(◦E)
Elevation

(m)
Land cover

Total Precipitation in
2017 (mm)

53,553 111.22 39.85 1221.40 Grassland 410
53,771 112.05 37.41 750.00 Cropland 616
53,845 109.50 36.60 1180.50 Urban area 750.8
53,857 110.18 36.06 110.18 Cropland 549
57,031 108.55 34.83 1012.70 Cropland 662
57,048 108.72 34.40 472.80 Cropland 708
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Figure 10. Comparison of estimated and observed RSM with precipitation at six observation stations in 2017.

With increased precipitation, RSM increased at station 53,553 on DOYs 185, 233,
and 281; at station 53,771 on DOYs 169, 209, and 233; at station 53,845 on DOYs 233 and 281;
at station 53,857 on DOYs 49 and 241; at station 57,031 on DOYs 97 and 225; and at station
57,048 on DOYs 105 and 265 (Figure 10). In addition, the lag-effect impact of precipitation
on RSM reflected at station 53,771 from DOYs 153 to 161 and from DOYs 233 to 241 (less
precipitation but higher RSM on DOYs 161 and 241 compared with DOYs 153 and 233,
respectively), at station 53,845 from DOYs 233 to 241, at station 57,031 from DOYs 201 to
209, and at station 57,048 from DOYs 201 to 209. The impact of precipitation’s lag-effect on
the estimated RSM has been studied [62] and RSM might be increased dramatically after
rainfall due to a delayed response of RSM changes to rainfall [13]. Moreover, high estimated
RSM was observed in the periods when there were records of rainfall events. Meanwhile,
one limitation of this study was that there were some temporal differences between in situ
observations and the remote sensing imagery used.

4.3. Evaluation of Estimated RSM with Criterion 2
4.3.1. Estimated Monthly RSM

The maps of monthly estimated RSM via Criterion 2 are demonstrated in Figure 11.
The change of color from orange, red, green, and blue represents the gradual increase
of RSM. RSM was higher in the southern part of the CLP in winter (December, January,
and February), and in the western area in spring (March, April, and May) based on the
clustering of the blue color. The soil in autumn (September, October, and November)
was generally wetter than other seasons because most of the area was covered by green.
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The wetter soil might be mainly due to concentrated precipitation in autumn. Obviously,
the estimated RSM maps in winter were more complete. Some researchers applied other
dryness indices (e.g., PDI) or modified TVDI to estimate RSM [16,33,63,64]. To obtain more
complete (monthly) RSM maps, ATI and TVDI could be replaced by other dryness indices
to estimate RSM with Criterion 2 in our future research.

Figure 11. Spatiotemporal pattern of monthly RSM over the CLP in 2017. The location of available RSM observation stations
for validation is displayed on each RSM map. White color over the CLP for each monthly RSM map means no value of RSM
calculated with Criterion 2.

Importantly, the number of RSM stations for RSM verification varied among months.
The available RSM stations are related not only to observation throughout the month but
also to estimation in that month. In this case, there are fewer RSM stations for validation in
January and February because of no RSM observations in the frozen soil and in April and
October because of relatively incomplete RSM maps, respectively. The maximum station
for validation was 180 in November and the minimum station was 59 in January and April
(Figure 12). There is a rule of thumb for interpreting the size of the correlation coefficient
using the absolute value of the Pearson’s r: 0.00–0.30, very weak; 0.30–0.50, weak; 0.50–0.70,
moderate; 0.70–0.90, strong; and 0.90–1.00, very strong [65,66]. Estimated RSM had a weak
correlation with the observed RSM in most months and the highest Pearson’s r was 0.68
in January. The root mean square error (RMSE) varied from 3.77% in April to 6.10% in
October. The highest mean absolute error (MAE) also appeared in October (4.97%) and the
lowest MAE was 3.02% in March.
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Figure 12. Scatter plots of the observed and estimated RSM at the monthly time scale (linear fitting shown by blue lines with
95% confidence interval and 95% prediction interval shaded in pink and orange, respectively). Scores (Pearson’s correlation
coefficient (Pearson’s r), adjusted R2, root mean square error (RMSE), and mean absolute error (MAE)) were computed
using data included in the corresponding subplot boundary. N represents the number of available RSM observation station
samples for each month. The associated p-values (p in the subplots) with the correlation coefficients are <0.001.

The estimated monthly RSM and their area is illustrated in Figure 13. The average
RSM varied from 8.64% in February to 16.42% in August and the highest and lowest
maximum RSM (60.96% and 20.93%) appeared in September and January, respectively.
The minimum RSM value was 0.00% for most months. However, there were two peaks in
spring and the average RSM was clustered in the peak valley (11.42% in March, 14.18%
in April, and 10.50% in May, respectively). The total area of the generated RSM area in
February was the greatest (62.39 × 104 km2). The area of generated RSM in April, July,
and October was quite small (less than half the area of the CLP). Through comparison of the
area distribution of the estimated RSM to the frequency of the observed RSM at available
stations, similar tendencies were demonstrated for most months except in January and
February. This might be attributed to the scarce RSM observations at that time, thus failing
to reflect the spatial distribution of the whole CLP.
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Figure 13. The plots of monthly RSM with its area and frequency of the observed RSM (station-based) in 2017. The average
RSM (MeanRSM), standard deviation (StdRSM) of RSM, minimum RSM (MinRSM), maximum RSM (MaxRSM) of all pixels,
and the area of the generated RSM were computed monthly.

4.3.2. Estimated Seasonal and Yearly RSM

The seasonal and yearly RSM maps with the statistics of RSM are shown in Figure 14.
Although estimated RSM had a weak correlation with the observed RSM among seasons
(Pearson’s r ranges from 0.53 in spring to 0.67 in winter and autumn), there was a moderate
correlation (0.73) for annual RSM. RMSE varied from 3.74% in winter to 4.41% in autumn.
The highest MAE also appeared in autumn (3.64%) and the lowest MAE was 3.00% for an-
nual RSM. We found that autumn had the greatest error among the four seasons, which was
highly related to the corresponding months (September, October, and November) with the
higher error of RSM estimation (Figure 12). In addition, the generated RSM area of these
months in autumn was small and the merged seasonal RSM map would also have a larger
error because the seasonal RSM of a certain pixel might be computed by the estimated
RSM of a specific month instead of all months in autumn.

The available RSM stations for validation were 49 in the year 2017, which means
only 49 observation stations have continuous RSM observations throughout the year.
Meanwhile, the scarce RSM observations in winter and 2017 could not reflect the spatial
distribution of the estimated RSM for the whole CLP (Figure 14(a3,e3)). The seasonal
difference of RSM over the CLP is distinct in 1998–2000 and 2008–2010 [61], which agrees
with our results especially for summer (dryer in the southeastern area and wetter in
the remaining regions). The southeastern regions were affected by drought and extreme
drought after analyzing the drought variation trends in different subregions of the CLP over
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four decades [67]. However, mean RSM was highest in autumn and lowest in spring [61],
which is slightly different from our results (highest (13.91%) in autumn but lowest (9.08%)
in winter). The reason for such a difference might be that they just compared SM in three
seasons (spring, summer, and autumn) while we evaluated all four seasons [61].

   

Figure 14. Seasonal and yearly RSM: (a1–e1) Scatter plots of the observed and estimated RSM at a seasonal and yearly
time scale (linear fitting shown by blue lines with 95% confidence interval and 95% prediction interval shaded in pink and
orange, respectively). Scores (Pearson’s r, Adjusted R2, RMSE, and MAE) were computed using observed and estimated
RSM. N represents the number of available RSM observation station samples for each period. The associated p-values
with the correlation coefficients are <0.001; (a2–e2) spatiotemporal pattern of seasonal and yearly RSM over the CLP in
2017. The location of available RSM observation stations for validation is displayed on each RSM map. The white color of
seasonal and yearly maps over the CLP means no value of RSM calculated with Criterion 2; (a3–e3) the plots of seasonal
and yearly RSM with its area and frequency of the observed RSM (station-based) in 2017. The average RSM (MeanRSM),
standard deviation (StdRSM) of RSM, minimum RSM (MinRSM), and maximum RSM (MaxRSM) of all pixels and the area of
the generated RSM were computed.
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5. Conclusions

This study aimed to improve the relative soil moisture (RSM) estimation that is based
on the apparent thermal inertia (ATI) and temperature vegetation dryness index (TVDI).
By optimizing the identification of NDVI thresholds, Criterion 2 (NDVIATI<NDVITVDI)
improved both the accuracy and spatiotemporal coverage of estimation compared with
Criterion 1 (NDVI0 ≤ NDVIATI ≤ NDVITVDI). In addition, monthly, seasonal, and yearly
RSM maps of the Chinese Loess Plateau (CLP) in 2017 were produced via the 8-day RSM
maps and then examined. From our results, we conclude that:

• The ATI/TVDI joint models not only have higher applicability than the ATI-based and
TVDI-based models for all 8-day periods but also for simultaneous use within different
NDVI ranges in the ATI/TVDI subregions for one 8-day period. Thus, in addition to
the optimal NDVI thresholds, the additional NDVI thresholds we applied was another
improved strategy to acquire wider spatial coverage of RSM estimation.

• NDVI thresholds were optimized for robust RSM estimation with Criterion 2 for each
8-day period over the CLP and the selected optimal thresholds constantly changed
throughout the study period. The applicability of Criterion 2, involving spatiotem-
poral coverage (45 and 38 8-day periods of RSM maps and the total RSM area of
939.52 × 104 km2 and 667.44 × 104 km2 with Criterion 2 and Criterion 1, respectively)
and the accuracy (maximum R of 0.82 ± 0.007 for Criterion 2 and of 0.75 ± 0.008 for
Criterion 1) of estimated RSM, was better than that of Criterion 1.

• The estimated RSM (closer to the observation) with Criterion 2 kept a better trend
with the observed RSM at the station scale. Moreover, more estimated RSM with
Criterion 2 was observed than with Criterion 1 throughout the period.

• High estimated RSM was observed in the periods when there were records of rainfall
events, especially in autumn (mean RSM of 13.91 ± 2.65%)—wetter than other seasons.
With a mean annual RSM of 10.16 ± 2.21%, the annual RSM map shows dryer areas in
the southeastern part of the CLP.

This study focused on improving RSM estimation from MODIS imagery with Crite-
rion 2, and such effort is still fundamental to the general research of SM remote sensing.
We improved the mapping of RSM using Criterion 2. The next steps following this research
would extend the retrieval to other sensors like Landsat and Sentinel satellites, to perform
reliable estimates of SM at a high spatiotemporal resolution.
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Abstract: ESA CCI SM products have provided remotely-sensed surface soil moisture (SSM) content
with the best spatial and temporal coverage thus far, although its output spatial resolution of 25 km is
too coarse for many regional and local applications. The downscaling methodology presented in this
paper improves ESA CCI SM spatial resolution to 1 km using two-step approach. The first step is
used as a data engineering tool and its output is used as an input for the Random forest model in the
second step. In addition to improvements in terms of spatial resolution, the approach also considers
the problem of data gaps. The filling of these gaps is the initial step of the procedure, which in the
end produces a continuous product in both temporal and spatial domains. The methodology uses
combined active and passive ESA CCI SM products in addition to in situ soil moisture observations
and the set of auxiliary downscaling predictors. The research tested several variants of Random forest
models to determine the best combination of ESA CCI SM products. The conclusion is that synergic
use of all ESA CCI SM products together with the auxiliary datasets in the downscaling procedure
provides better results than using just one type of ESA CCI SM product alone. The methodology was
applied for obtaining SSM maps for the area of California, USA during 2016. The accuracy of tested
models was validated using five-fold cross-validation against in situ data and the best variation of
model achieved RMSE, R2 and MAE of 0.0518 m3/m3, 0.7312 and 0.0374 m3/m3, respectively. The
methodology proved to be useful for generating high-resolution SSM products, although additional
improvements are necessary.

Keywords: soil moisture; downscaling; random forest; ESA CCI SM

1. Introduction

Soil moisture is a crucial component in Earths’ system with great impact on interactions between
the land surface and the atmosphere [1]. Consequently, using soil moisture information is critical
to many applications such as hydrogeological monitoring [2,3], meteorology [4] and water resource
management [5,6]. Soil moisture also plays an important role in evapotranspiration process [7], which
subsequently influences precipitation occurrences [8]. Soil moisture also indirectly affects environment
where its relationship with forest fires has been recognized [9]. Importance of soil moisture has also
been recognized institutionally as it is listed as one of the 50 Essential Climate Variables within the
Global Climate Observing System (GCOS) [10,11].

Soil moisture can be defined as a mass or volume of water stored between the earth particles
in the upper unsaturated soil layer. It is usually distinguished as the surface soil moisture (SSM),
which represents the topsoil water content (0–5 cm depth), and the root zone soil moisture (RSM),
which accounts for water available to the plants’ root system (<2 m depth) [12,13]. Soil moisture
content is traditionally measured using ground instruments and techniques based on: (1) sampling and
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drying; (2) electrical resistance; (3) neutron scattering; (4) gamma-ray absorption; or (5) time-domain
reflectometry [12]. This way, both SSM and RSM can be obtained in a form of point measurements and
their spatiotemporal characteristics over the wider area have to be modeled, usually using geostatistical
methods [14–16]. With the advancements of the satellite remote sensing, an alternative method for the
retrieval of the soil moisture came to attention. Satellite observations provided a way of obtaining soil
moisture content over the regional and global scales with the temporal resolution in a matter of days.
Based on the part of the electromagnetic spectrum being used, the following satellite sensors proved to
be useful for soil moisture mapping: (1) microwave (active and passive); (2) optical; and (3) thermal [1].
Unfortunately, due to the penetration depth of the electromagnetic waves through the soil, only SSM
can be obtained from the satellite remote sensing [17], while RSM has to be obtained through vertical
extrapolation [18]. Very comprehensive and recent reviews on possibilities of generating SSM from the
satellite remote sensing data were done by Sabaghy et al. [19] and Peng et al. [20].

Numerous microwave remote sensing sensors have been developed and used for mapping soil
moisture content. These include the Advanced Microwave Scanning Radiometer—Earth Observing
System (AMSR-E) [21], Soil Moisture and Ocean Salinity (SMOS) satellite [22], Soil Moisture Active
Passive (SMAP) mission [23], the Advanced Scatterometer (ASCAT) [24], ESA Sentinel-1 satellites [25]
and many more. To achieve the optimal temporal and spatial coverage and to produce the long
time series of soil moisture data, all these sources need to be synchronized and merged in the data
assimilation process. During this procedure, the differences in operational, spatial, temporal and
retrieval algorithm aspects of the used sources must be taken into account. The European Space
Agency (ESA) produces such merged microwave soil moisture products as part of the Climate Change
Initiative (CCI)—ESA CCI SM [26]. Although the ESA CCI SM product provides very good spatial
coverage, there are still data gaps in some places. Another disadvantage is that the product has coarse
spatial resolution of 0.25◦ (≈25 km), which is insufficient for many regional and local applications.

Several studies have aimed at improving the spatial resolution and filling the data gaps of coarse
resolution SSM products [27–29]. Machine learning (ML) techniques proved to be a very useful tool for
such purpose [30,31]. Studies have shown that Random Forest (RF) is one of the many available ML
techniques that yields very good results in downscaling and filling data gaps thanks to its flexibility
through randomization and ensemble approach [32]. This study successfully implemented a two-step
approach to produce SSM product without missing data and with high spatial resolution (1 km).
The first step is used as a data engineering tool and its output is used as the input for the second step.
Bilinear interpolation and random forest model are considered as data engineering tools in the first
step, and, in the second step, additional random forest regression is used. The methodology was tested
over the study area of California, USA for the year 2016. ESA CCI SM products, together with the
auxiliary products (Normalized Difference Vegetation Index (NDVI), Land Surface Temperature (LST),
NWS Precipitation, and Köppen–Geiger climate classification map), were used within the prediction
model. The approach described in this paper is novel in a method that considers the synergic use of
multiple ESA CCI SM products instead of a single one in order to obtain high resolution SSM maps.

2. Materials

2.1. Study Area

The study area covers 423,967 km2—the complete state of California, USA (Figure 1). The area’s
relief is dominated by the Central Valley, which runs 725 km through the state between the Coast
Ranges to the west and the Sierra Nevada to the east and bounded by the Cascades in the north and
Tehachapi Mountains to the south. California’s land cover is diverse, where forests cover almost half
of the state’s area and with barren plains in the northern and desert area in the east-central parts.
Climate conditions in California vary from polar to subtropical. The biggest part of the state has a
Mediterranean climate and in the northeastern part the temperate climate is present. The climate
also changes rapidly with elevation, where the alpine climate can be found in the higher mountains.

364



Remote Sens. 2020, 12, 1119

Different parts of the state receive various amount of precipitation, which ranges from more than
4300 mm in the northwest to small traces in the southeastern desert. Coastal areas are different too,
where moderate temperatures and moderate rainfall prevail.

Figure 1. The study area—the state of California, USA.

The state is a major agriculture contributor accounting for over 13% of the USA’s total agricultural
value in 2018. It produces more than 400 commodities, with more than a third of the country’s vegetables
and two-thirds of the country’s fruits and nuts being grown in California [33]. Such extensive agriculture
production requires careful and smart water management, which can benefit significantly from high
quality soil moisture maps.

2.2. European Space Agency Soil Moisture Products - ESA CCI SM

ESA CCI SM products are generated using soil moisture observations from active (ERS1-2 SCAT
and MetOp ASCAT A-B) and passive (SMMR, SSM/I, TMI, AMSR-E, WindSat, AMSR2 and SMOS)
microwave satellite sensors. Three groups of soil moisture products are generated in the assimilation
process: active (ESA CCI SM A), passive (ESA CCI SM P) and combined (ESA CCI SM C). The active
soil moisture products are generated from the C-band scatterometers using the change detection
algorithm. The passive products are handled using the Land Parameter Retrieval Model (LPRM), which
successfully translates the microwave observed land surface brightness temperature (Tb) to the soil
moisture content. The combined product is obtained through the assimilation process of the previous
two, with the appropriate weights assigned to each source [26]. All products provide daily global
coverage with the spatial resolution of 0.25◦ (≈25 km). Active soil moisture products are expressed in
the percentage of saturation (%), whereas passive and combined soil moisture products are expressed in
volumetric units (m3/m3). In the latest version of ESA CCI SM products (04.5), the temporal range has
been extended and covers 1978–2018. In this research, all three types of products (passive, active and
combined) for 2016 were obtained from the ESA data archive (https://www.esa-soilmoisture-cci.org/).

2.3. PBO_H2O in Situ Soil Moisture Observations

PBO_H2O, a project that was operational from 2004 to 2017, implemented GPS interferometric
reflectometry for the measurement of SSM. The observations represent volumetric soil moisture
content in the topsoil layer (0–5 cm) with spatial scale of ~1 km2 and accuracy of 0.04 m3/m3 [34].
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PBO_H2O data can be obtained from the International Soil Moisture Network (ISMN) data archive
(https://ismn.geo.tuwien.ac.at/en/), as it was done for the whole 2016. The complete dataset consists of
159 stations with hourly measurements. For each station, the observations were firstly aggregated to
obtain the mean daily value. In the next step, the locations with the multiple sensors (same latitude
and longitude) were averaged. fifty-six were stations left after cropping locations to the study area
(Figure 2a), with a total of 18,307 daily surface soil moisture observations (Figure 2b).

 
(a) 

 
(b) 

Figure 2. (a) Spatial distribution of the PBO_H2O soil moisture stations in the study area; and (b) soil
moisture observations per station during the 2016.

2.4. Auxiliary Data

2.4.1. Normalized Difference Vegetation Index (NDVI) and Land Surface Temperature (LST)

The connection between land water content and NDVI and LST has been widely used for
downscaling coarse resolution remotely-sensed soil moisture [35–38]. The main advantage of using
such data for downscaling is their fine spatial resolution, good temporal coverage and the many
available satellite missions that collect them. However, the cloud contamination is a big problem for all
optical sensors, making these products unavailable in certain places [1]. Moderate Resolution Imaging
Spectroradiometer (MODIS) is one of the most commonly used sources for such products and therefore
it was chosen as the provider of NDVI and LST.

NDVI was taken from MODIS Vegetation Indices 16-day Level 3 Global 1 km Version 6 products,
from both Terra (MOD13A2) and Aqua (MYD13A2) satellites. The temporal coverage of NDVI included
2016 and 2017 with 46 Terra and 46 Aqua products. Each product was generated in WGS84 coordinate
reference system. The data coverage was extended to include 2017 because it was necessary for
generating and later improving daily NDVI products.

The LST data were induced from MODIS Land Surface Temperature/Emissivity Daily L3 Global
1km Version 6 products from both Terra (MOD11A1) and Aqua (MYD11A1) satellites. LSTDAY and
LSTNIGHT land surface temperature maps in the form of rasters in WGS84 coordinate reference system
were generated for each satellite and for each date of 2016 (ideally, four rasters for each date). In the
next preprocessing step, for each date, Terra and Aqua products were merged by taking average of
corresponding pixels, so that, in the end, single LSTDAY and LSTNIGHT rasters were produced for each
date of 2016. Since the data for Terra products DOY 50-58 were missing, only the Aqua products were
used for producing LSTDAY and LSTNIGHT rasters during these days.
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2.4.2. NWS Precipitation Data

As a part of the natural water cycle, atmospheric water is transferred to the land through
precipitation. The correlation between precipitation and soil moisture spatial and temporal patterns
has been observed by many studies [2,8]. Since precipitation datasets are of higher spatial resolution,
it has been used in the process of downscaling coarse resolution soil moisture [32,39].

National Weather Service (NWS) produces daily precipitation estimate maps for the whole USA
from the combined sensor inputs: radar and rain gauge. The data represent 24-h accumulation and
they are disseminated in the Hydrologic Rainfall Analysis Project (HRAP) grid coordinate system.
Although the spatial resolution of the data is considered roughly ≈4 km over continental USA, the
spatial resolution of the product over the study area is closer to ≈5 km due to the characteristics of
the HRAP grid. After obtaining the data for 2016 (https://water.weather.gov/precip/), each file was
preprocessed to ≈0.05◦ (≈5 km) in WGS84 coordinate reference system. Each HRAP grid point was
assigned to the closest WGS84 pixel during the preprocessing.

2.4.3. Köppen–Geiger Climate Classification Map

Climate types are defined using average weather conditions over a long time. The certain
climate type is directly or indirectly related to the precipitation amount, the dominant vegetation
density/types and the land surface temperature [2]. Therefore, it can be expected that it can be useful
for the downscaling procedure. To the authors’ knowledge, no other studies used climate data for
downscaling soil moisture.

Köppen–Geiger climate classification map is the most frequently used climate classification map
created by Wladimir Köppen and it was presented in its latest version in 1961 by Rudolf Geiger.
In this research, the updated and re-analyzed Köppen–Geiger map produced by Climate Change &
Infectious Diseases was used [40]. The spatial resolution of the map is 5’ and it can be obtained from the
group’s website (http://koeppen-geiger.vu-wien.ac.at/). The climate classification map was additionally
reclassified to first level of classification scheme with five different climate groups: A (Tropical),
B (Arid), C (Temperate), D (Continental) and E (Polar).

3. Methods

3.1. Bilinear Interpolation

Bilinear interpolation is a widely popular two-dimensional interpolation method that uses the
values of four closest points in order to estimate an output value [41]. The interpolation function that
is used to fit a bilinear surface through these four points is given by the equation:

z = f (x, y) = a0 + a1x + a2y + a3xy. (1)

When applied to a raster image, this interpolation method considers the known values of the four
nearest pixels located in diagonal directions from the position of a new pixel. A new pixel value is
calculated as a weighted average of these four pixel values from the original image. This resampling
method can be used both as an aggregation or disaggregation raster tool. In this research, it was
considered as a disaggregation tool used for downscaling remote sensing products from coarse to
finer spatial resolution. Due to its vast popularity, the bilinear interpolation was taken for comparison
purposes, that is, to compare its results with the results of the methods that are more sophisticated.

3.2. Random Forest Regression

Random forest is an ensemble approach machine learning technique which can be applied for
both regression and classification problems. The technique proposed by Breiman [42] uses multiple
decision trees built during the training phase from which mean prediction is taken as an output of the
model. Each tree is built from the bootstrap sample created from some portion of the input training
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data, while the remaining data are used for the performance evaluation of each tree. This feature (also
known as bootstrap aggregation) provides powerful tool for modeling nonlinear relationships while
reducing the chance of overfitting and improving generalization [42].

In this study, random forest regression implemented in ranger R package was used [43].
The number of trees was set to 200 because a larger number did not produce significant error
improvement, but increased the computation time. The split rule was set to “MaxStat” instead of the
more usual default “Variance” split rule. All other parameters were left to their default values.

4. Methodology

The methodology used in this research consists of several steps (Figure 3). First, the input datasets
were processed to fill gaps in the data in both temporal and spatial domains. Next, the created datasets
were used to downscale coarse resolution ESA CCI SM products to high spatial resolution of 1 km
(Data engineering). Since downscaled products still have large bias against the in situ soil moisture
observations, additional processing was necessary. This was covered in the final step (Random forest),
where all previously created downscaled datasets in congregation with in situ data were used to
produce output SSM maps of high spatial resolution. The following sections describe all these steps
in detail.

 

FILLED DAILY 
PRODUCTS 

COARSE (25 km) 
PRODUCTS 

DATA 
ENGINEERING 

1 km ESA CCI SM 
PRODUCTS 

RANDOM 
FOREST 

SSM  
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16-day  
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Figure 3. The flowchart diagram of the data processing steps.
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4.1. Filling Spatial and Temporal Data Gaps

All input raster datasets (except climate classification map) have some spatial gaps. Gaps in
ESA CCI SM products are caused by the lack of microwave soil moisture sources and their spatial
coverage for some specific day; gaps in MODIS datasets are caused by clouds and/or other atmospheric
conditions; and NSW precipitation has some missing data left after the transformation from HRAP grid
to WGS84. To fill all missing data pixels in the study area, universal kriging interpolation technique is
used. Universal kriging showed good performances compared to other commonly used interpolation
techniques, almost as good as kriging with an external drift [44]. The advantage is that universal
kriging does not require additional variables within the interpolation process. This enables that each
of the input datasets can be filled independently of the other datasets.

The sample variogram is generated and used for fitting the spherical variogram model, where each
raster pixel is considered as observation point. For the computational effectiveness, sample variogram
was modeled using the 0.25◦ (≈25 km) spatial resolution, meaning that all datasets that have different
spatial resolution (LST, NDVI and NWS Precipitation) have to be aggregated by the mean value before
the variogram modeling. Using this technique, missing data for each input raster are independently
filled. Additionally, for each NDVI 16-day composite raster, the raster that represents the day of
the year that NDVI pixel corresponds to is generated and its spatial gaps are filled (NDVI_DOY).
NDVI_DOY pixel values are rounded to avoid decimal values.

Figure 4. An example of the fitted cubic smoothing spline for NDVI temporal gap filling for the
period 2016–2017.

Temporal gaps are a big problem for NDVI data, which are 16-day composites. Even with both
satellites used synergically, the NDVI observations are ideally available every 9 days, which is too
sparse for modeling daily SSM. The smoothing methods provide relatively simple, yet effective
way for reconstructing NDVI time-series [45]. No smoothing method can be recommended more
than others. However, spline smoothing provides rather good results and its parameters can be
well tuned through cross-validation [45]. Therefore, temporal gap filling is done using NDVI and
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NDVI_DOY information pixel-wise, by fitting a cubic smoothing spline. Since no ground NDVI dataset
is available for determining the optimal spline parameters through cross-validation, these parameters
were determined empirically by visual inspection of the smoothing curves. The curve is fitted in a way
that the changes of NDVI are gradual, without unusual spikes or drops (Figure 4). This approach leads
to smooth NDVI. Although this can lead to a smooth soil moisture time series, it is expected that such
behavior will be avoided by the use of other daily available predictors. The values for each day are
then generated after the spline fitting.

Correlation between Daily Filled Predictors and in Situ Soil Moisture Observations

Before proceeding to the next step, the relevance and quality of each daily filled predictor is
assessed. This is done by calculating Pearson correlation coefficient between available in situ soil
moisture observations and the daily filled values of the predictors to be used in the prediction model.
As shown in Figure 5, strong positive correlation exists between the in situ soil moisture and all three
types of ESA CCI SM products along with NDVI. Among others predictors, only LSTDAY shows strong
negative correlation, while all others (LSTNIGHT, PREC and Climate) show medium correlation with
the in situ data. Such correlation values indicate that filling data gaps was successful. Since at least the
medium correlation exists, using the chosen set of predictors in the downscaling procedure is justified.

Figure 5. Pearson correlation coefficients between in situ soil moisture observations and each predictor.

4.2. Downscaling ESA CCI SM Products

Downscaling of the ESA CCI SM products is done using the previously generated datasets.
No reprojection is necessary since all data are already in the common coordinate reference system—WGS84.
The downscaling is performed independently using the bilinear interpolation technique (BIL) (Data
engineering) and using the random forest (RF) method. The RF model (Data engineering) is defined as:

ESASM−D = DOY + ESASM−1 + ESASM−2 + NDVI + LSTDAY + LSTNIGHT + PREC + Climate (2)

where ESASM-D is the downscaled ESA CCI SM product, ESASM-1 and ESASM-2 are the remaining
two types of ESA CCI SM products and DOY, PREC and Climate represent day of the year, amount
of precipitation and climate zone, respectively. The RF regression model is trained over the coarse
spatial resolution of 25 km where all NDVI, LSTDAY, LSTNIGHT and PREC rasters are aggregated firstly.
The trained model is then applied for the generation of 1 km ESA CCI SM rasters using two other ESA
CCI SM products, NDVI, LSTDAY, LSTNIGHT, PREC and Climate 1 km predictors. In cases where there
are no 1 km predictors available (ESA CCI SM products, PREC and Climate), they are disaggregated
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from coarser to the desired 1 km spatial resolution. For ESA CCI SM products and PREC raster, this is
done using standard bilinear interpolation. Considering that the climate raster is the categorical raster
map, it is disaggregated to 1 km spatial resolution using the nearest neighbor interpolation.

4.3. Generating Surface Soil Moisture Maps of High Spatial Resolution

4.3.1. Shifting NDVI Values

Figure 4 shows that there are some differences between observed and modeled NDVI values
due to the spline fitting. The SSM has shifted, i.e., a delayed effect on vegetation, with the time lag
of about half a month [35]. It can be expected that spline smoothing further emphasizes the delayed
effect of SSM and NDVI. Therefore, even though it is useful for downscaling ESA CCI SM products,
such NDVI product might not match well with the in situ soil moisture observations. Although the
strong correlation (0.60) already exists between the in situ soil moisture observations and the daily
filled NDVI, the removal of the time shift caused by smooth spline should further increase it.

Using this approach, the best shift value has been determined for each available in situ location.
It is assumed that the best shift is represented by the shift value that corresponds to the highest
correlation value between NDVI and in situ soil moisture observations (Figure 6a) obtained for each
station independently. A range of shifts between −45 and +5 was tested against in situ soil moisture
observations. The final shift value for the whole study area was then determined as a median value
of all individual best shifts (Figure 6b). In some cases, the shift value did not converge to the local
minimum (its value corresponded to the edge shift values). Therefore, these shift values were omitted
from the median calculation. Because the shift is expected to be negative (soil moisture content affects
the vegetation in the future), the NDVI data for both 2016 and 2017 have to be used. It should be noted
that correlation of NDVI and in situ changes monthly, thus it always has to be calculated for the same
time interval, in order to make correlation values comparable over the shifting range. That is why the
calculation is always calculated for 2016, no matter the shifting range being examined.

The final shift value for the study area determined using the previously explained method is
-24 days. This is larger than the reported time shift, probably due to the smoothing effect. This way, the
correlation of the shifted NDVI was increased to 0.65, almost as high as of the ESA CCI SM products.

(a) 

(b) 

Figure 6. (a) An example of the determined best shift value compared to all correlation values from
tested shift range; and (b) boxplot chart with individual best shift values from which the global shift
value has been determined as median value.
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4.3.2. Training Second RF Model

The second RF model uses all previously generated 1 km datasets, in addition to in situ soil
moisture observations. The model (Random forest) is defined as:

SMin situ = DOY + ESASM−down + NDVISHIFT + LSTDAY + LSTNIGHT + PREC + Climate (3)

All combinations of ESA CCI SM products were examined to determine the optimal one. Every
model was trained using all available surface soil moisture observations and corresponding predictors
for each location and each date. Because in situ soil moisture observations and the data for all predictors
have the same scale, it is possible to implement extracting by using the value of the pixel that in
situ location falls within. After successfully training the RF model, it was used to produce 1 km soil
moisture maps for each day of 2016.

4.4. Validation of the Results

The model validation was performed using five-fold cross-validation, where complete fold
locations were left out of the model training set and were only used for the model validation. Five-fold
cross-validation was repeated 10 times and the output predictions were calculated as the mean values.
These were further used to determine the validation metrics. The metrics included root mean square
error (RMSE), coefficient of determination (R2) and mean absolute error (MAE) calculated between the
observed soil moisture and the soil moisture generated from the cross-validation model output.

5. Results

The downscaling RF model (Data engineering) was trained using aggregated 25-km products for
2016. Since the data have no gaps, the 243,024 data entities (pixel stacks) are available for building
the model. Two combinations were tested, one with and one without using other two ESA CCI SM
products in the downscaling models. The version without using other two ESA CCI SM products
was used as a benchmark, to determine the produced effect which these two products bring into the
prediction model. All downscaled ESA CCI SM products were compared to the in situ data, where the
passive product proved to be the best one by all metrics (displayed in Table 1).

Table 1. The validation metrics of downscaled ESA CCI SM 1-km products obtained by using in
situ observations.

Downscaled Using
Standard Bilinear

Interpolation

Downscaled without Using
Other Two ESA CCI SM

Products

Downscaled Using Other
Two ESA CCI SM Products

RMSE
[m3/m3]

R2 MAE
[m3/m3]

RMSE
[m3/m3]

R2 MAE
[m3/m3]

RMSE
[m3/m3]

R2 MAE
[m3/m3]

ESA CCI
SM C

0.0745 0.4930 0.0591 0.0707 0.6095 0.0556 0.0694 0.6273 0.0557

ESA CCI
SM A 1 / 0.4860 / / 0.5816 / / 0.6199 /

ESA CCI
SM P

0.0728 0.5092 0.0543 0.0613 0.6280 0.6280 0.0591 0.6495 0.0434

1 RMSE and MAE cannot be determined because of the different unit system.

The second RF model was trained using all previously created daily 1 km predictors (ESA CCI SM
products, NDVI, LSTDAY, LSTNIGHT, PREC and Climate) and 18,307 surface PBO_H2O soil moisture
observations. All three versions of the downscaled ESA CCI SM products (without mixing them) were
tested to determine the optimal combination. Since the downscaling step also introduces errors (see
Table 1); testing all combinations helps understand the way these errors propagate in the following
steps. The extracted validation metrics from the five-fold cross-validation are presented in Table 2.
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Table 2. Validation metrics for each set of tested predictors (results after applying second RF).

Predictor
Combination 1

Without NDVI Shift Using NDVI Shift

RMSE
[m3/m3]

R2 MAE
[m3/m3]

RMSE
[m3/m3]

R2 MAE
[m3/m3]

D
ow

ns
ca

le
d

us
in

g
bi

lin
ea

r
in

te
rp

ol
at

io
n

C+A+P 0.0528 0.7195 0.0382 0.0528 0.7191 0.0384
C+A 0.0539 0.7101 0.0389 0.0538 0.7110 0.0390
C+P 0.0543 0.7075 0.0391 0.0541 0.7089 0.0391
A+P 0.0522 0.7294 0.0378 0.0521 0.7301 0.0378

C 0.0560 0.6877 0.0403 0.0556 0.6916 0.0401
A 0.0544 0.7058 0.0393 0.0543 0.7068 0.0394
P 0.0546 0.7055 0.0392 0.0543 0.7087 0.0392

D
ow

ns
ca

le
d

us
in

g
R

F1
w

ith
ou

to
th

er
tw

o
ES

A
C

C
IS

M
pr

od
uc

ts C+A+P 0.0569 0.6729 0.0406 0.0561 0.6822 0.0402
C+A 0.0568 0.6760 0.0404 0.0561 0.6843 0.0400
C+P 0.0568 0.6763 0.0404 0.0561 0.6846 0.0400
A+P 0.0566 0.6781 0.0405 0.0561 0.6837 0.0403

C 0.0574 0.6705 0.0407 0.0566 0.6796 0.0403
A 0.0574 0.6710 0.0410 0.0567 0.6779 0.0407
P 0.0573 0.6717 0.0410 0.0567 0.6776 0.0408

D
ow

ns
ca

le
d

us
in

g
R

F1
w

ith
ot

he
r

tw
o

ES
A

C
C

IS
M

pr
od

uc
ts C+A+P 0.0525 0.7217 0.0379 0.0523 0.7238 0.0379

C+A 0.0521 0.7279 0.0375 0.0518 0.7312 0.0374
C+P 0.0521 0.7286 0.0375 0.0519 0.7305 0.0375
A+P 0.0537 0.7104 0.0388 0.0536 0.7115 0.0387

C 0.0524 0.7276 0.0376 0.0520 0.7310 0.0375
A 0.0544 0.7051 0.0392 0.0541 0.7078 0.0390
P 0.0543 0.7068 0.0391 0.0542 0.7068 0.0392

1 C, A and P represent combined, active and passive ESA CCI SM products, respectively.

The improvements after each processing step can be clearly seen in Figure 7. The step with
filling missing data produces continuous product, with both smaller and larger areas of missing data
successfully reconstructed. As expected, the gap filling is less successful over the large missing data
areas, where SSM content does not show reasonable changes. This is successfully covered in the next
steps, where the gaps are hardly noticeable in the downscaled products, while they cannot be identified
at all in the final products. Downscaling by BIL mostly fails to provide new spatial information.
On the contrary, the main improvement of the downscaling process by RF is the spatial richness that
has been obtained. Fine details which were previously hidden behind the coarse resolution can be
differentiated in both the downscaled and the final output products. The local extremes present in the
coarse resolution products are successfully adjusted in the following steps, albeit there are differences in
soil moisture content between the downscaled and the final output products. Visually inspected, both
types of downscaling, and especially bilinear interpolation, reduce extremes and produce smoother
soil moisture products, while the in situ modeled products emphasize abrupt changes. This can be
attributed to the bias that exists between the remotely-sensed soil moisture and in situ observations.
As the ESA CCI SM products proved to be the most correlated predictor, the bias is successfully
adjusted only when in situ observations are included in the model. This is done in the second RF
regression model.
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(a) 

(b) 

(c) 

Figure 7. Output products after each processing step for DOY 81 2016: (a) combined ESA CCI SM input,
daily filled, downscaled by bilinear interpolation (BIL) (Data engineering) and by RF products; (b) active
ESA CCI SM input, daily filled, downscaled by BIL and by RF; and (c) final output SSM product.

6. Discussion

6.1. Determining the Best ESA CCI SM Predictor Combination

The supremacy of downscaling over standard bilinear interpolation as data engineering tool is as
expected. Both types of RF models provided improvements across all validation metrics. However,
there are still large errors present in all three types of spatial improvements. Incorporating ESA CCI
SM products within the model leads to better performances across all metrics. Passive ESA CCI SM
downscaled products outperform the others, but it still cannot be said with certainty which predictors
should be chosen as an input for the second random forest model.

As displayed in Table 2, using RF downscaled products does not always contribute to a better
prediction model. Although downscaling ESA CCI SM products using RF appeared to be a superior
solution compared to the bilinear interpolation, it turns out that this is not always true. The use of
first-step random forest only leads to marginally improved (or even deteriorated) accuracy compared
to the bilinear interpolation method. The use of the RF downscaling procedure that excludes ESA
CCI SM products provides the worst results across all metrics. In this case, there are no significant

374



Remote Sens. 2020, 12, 1119

differences regarding the set of used products in the second RF model. Using bilinear interpolation
method outperforms all variants of RF downscaling procedure that excludes ESA CCI SM products.
Some of the best results from all the tested combinations are provided this way. Out of all model
variants that use bilinearly interpolated products, the variant that uses the combination of active
and passive ESA CCI SM products provides the best accuracy. Such combination provides the third
best of all metrics from variants without NDVI shift and the fourth best from variants that use
NDVI shift. The use of the downscaling through RF outperforms the bilinear interpolation only
when other ESA CCI SM products are incorporated as model predictors. The best results across all
metrics, for all tested combinations, are obtained in the case where combined and active ESA CCI
SM RF downscaled products with incorporating ESA CCI SM products in the first RF model are
used. The combination that uses combined and passive products and the one using just the combined
product follow closely. Additionally, shifting NDVI values to obtain better matching with in situ data
also introduces improvements across all ESA CCI SM combinations. The average improvement after
NDVI shift in RMSE, R2 and MAE is 0.0004 m3/m3, 0.0038 and 0.0001 m3/m3, respectively.

When comparing the downscaling using RF model with other two ESA CCI SM products and the
downscaling using bilinear interpolation, the first one outperforms the other for most combinations.
The differences in validation metrics vary with the combination of used ESA CCI SM predictors.
Differences can be marginally small or as large as 0.0036 m3/m3, 0.0399 and 0.0027 m3/m3 for RMSE, R2

and MAE, respectively. The metrics’ differences are also not largely affected by the NDVI shift. These
results suggest that the main work is done by the second RF model, while the method of downscaling of
ESA CCI SM products in the first step has limited effect. All downscaling methods introduce additional
errors which are not always successfully modeled in the second RF model. This is particularly seen in
the case of the downscaling step without other ESA CCI SM predictors, where it actually deteriorates
the quality of the final output.

In all tested combinations, the use of several ESA CCI SM products yielded better results than
the use of only one product. Although the combined product is generated from active and passive
data, it turns out that some variability between these three is left unaccounted for in the assimilation
process. In congregation with other predictors, such variability can be successfully exploited by the
two-step downscaling procedure. Since the RF downscaling procedure is complex and with significant
requirements for memory and processing power, in some cases, the bilinear interpolation method might
be preferred over it in the data engineering step. This can especially happen over larger areas, where
RF model might become too heavy for standard uses and when simplicity of the bilinear interpolation
is useful.

Considering that the usage of active and combined ESA CCI SM downscaled product (with ESA
CCI SM products in RF model 1) has proved to be the best solution for generating high-resolution
soil moisture maps, all additional validation was done only for that one, instead for all tested
predictor combinations.

6.2. Predictor Importance

The predictor’s relative importance was determined using the percentage of increase in RMSE
that its omittance produces. The predictor being tested is omitted from all processing steps (from both
RF models) and the RMSE is afterwards determined using the same validation technique as before.
All ESA CCI SM products were grouped and treated as a single predictor to generalize interconnections
and dependencies that exist between the two RF models. The NDVI shift was also considered and the
relative importance was determined in both cases—with and without using NDVI shift.

Figure 8 shows that the group of ESA CCI SM products is by far the most important predictor.
If omitted, at least two times bigger RMSE increase is to be expected, compared to the omittance of
other predictors. Day of year (DOY) and NDVI can be classified as medium important predictors with
increase of RMSE between 4% and 5% and the remaining ones are the least important predictors, having
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the increase of less than 1%. The NDVI shift slightly increased NDVI, DOY and LSTDAY importance,
but it also decreased the relative importance of all the other predictors.

Such predictor importance corresponds to the observed correlation coefficient between the in situ
soil moisture observations and the used predictors, except for the LSTDAY predictor. LSTDAY shows
significant negative correlation with the in situ data (−0.55), but its importance is the smallest among
all the predictors. The explanation for this can be that this is the result of the existence of two LST
predictors. This way, the importance of each LST predictor is independently small, yet they have their
share in the performance of the prediction model. On the other hand, the correlation coefficient of the
DOY predictor is minor (−0.20), but it is the one of the top-three predictors by importance. Because
some of the used predictors have delayed effect on the soil moisture content, such behavior can be better
modeled by introducing the time information explicitly through DOY predictor. DOY information
also helps the RF model to capture the yearly weather seasons, which have strong effect on the soil
moisture content.

Figure 8. Relative variable importance based on increase of RMSE.

6.3. Spatial Patterns of the High-Resolution Soil Moisture Maps

The validation metrics have been calculated for every station independently (all metrics are
available in Appendix A, Table A1). The calculated metrics have a wide range of values, with RMSE
ranging 0.0182–0.1102 m3/m3, R2 ranging 0.0000–0.9674 and MAE ranging 0.0141–0.0825 m3/m3 for
results without the NDVI shift. When the NDVI shift is included, the metrics’ upper boundaries
are slightly improved, with RMSE of 0.0186–0.1065 m3/m3, R2 of 0.0000–0.9694 and MAE of
0.0139–0.0795 m3/m3. Individually, if the RMSE threshold is defined as 0.04 m3/m3, only 19 stations
(with and without the NDVI shift) reach this threshold. This is rather low performance, although it
needs to be noted that low RMSE is in a way compensated by high R2. From the stations that fail
to reach the threshold, two thirds of them have R2 higher than 0.7 and almost half of them have R2

values higher than 0.8. No statistical relationship between RMSE and R2 values has been detected.
The number of observations per stations does not affect the metrics either, which suggests that the
reason for such behavior needs to be examined regarding its spatial and climate characteristics.

Spatial patterns are examined by creating the bubble plots of the previously calculated metrics
per station. As shown in Figure 9, the larger values across all metrics are more present in the coastal
regions, while the values are generally smaller in the mainland. The NDVI shift has limited effect on
spatial patterns, where individual values are changed, but the trend along the coast is still present.
Such spatial patterns are attributed to the California’s relief (Figure 1), which in a way creates a “wall”
that limits the influence of the ocean and its effect on the precipitation and other climate conditions.
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The climate zones by Köppen–Geiger are also differentiated by the “mountain wall”. The ocean heavily
impacts areas that are located between the coast and the mountain wall, while the mainland behind the
mountains has its own climate conditions. The proximity of the ocean affects the soil moisture patterns
because it influences precipitation amounts and the precipitation is taken as the main source of the
soil moisture change. Near the coast, the tropical climate is present with larger precipitation amounts.
Since the perception is used as a predictor in the model, the changes of SSM are successfully modeled
near the coast (high R2 values). Nevertheless, the RMSE has larger values because the precipitation
has a spatial resolution of only 5 km and its additional improvements are necessary in order to reduce
the RMSE values. On the contrary, the arid climate in the mainland with lower precipitation amounts
has small variations of SSM content, which are not primarily caused by precipitation. Such variations
are not modeled properly (lower R2 values), but the remaining predictors still model total amount of
SSM reasonably well, which provides lower RMSE values.

 
(a) (b) 

 
(c) (d) 

Figure 9. Cont.
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(e) (f) 

Figure 9. Spatial distribution of the calculated metrics presented by bubble plots without and with
using NDVI shift: (a,b) RMSE; (c,d) R2; and (e,f) MAE.

These assumptions are confirmed by creating the boxplot charts of calculated metrics per climate
type. Since spatial patterns are almost identical for results with and without NDVI shift, the boxplots of
metrics are determined only for the results without NDVI shift. It can be clearly seen in Figure 10 that
Climate Class B (desert and semi-arid climates) that covers most of the mainland has lower values of
all metrics when compared to Climate Class C (tropical/megathermal climates). It can be said that the
model is more accurate in the desert and semi-arid climate. This is more due to the lesser variations in
the soil moisture than the efficiency of the model. For the tropical/megathermal climates, the situation
is reversed, that is, the model is more efficient, but the overall accuracy of the downscaled data is
lower. Although the climate is included in the predictor set as an attempt to differentiate such areas, it
is clear that this approach was not successful. The potential solution might be to use this information
as a way to split up the area of interest into segments and to build independent models for each
segment separately. A similar approach has been done by soil types, and it proved to be useful [32].
In addition, the additional predictors should be checked and included in order to reduce RMSE in
tropical/megathermal climates, but with the preservation of high R2 value.

 
Figure 10. Boxplot of the calculated metrics (without NDVI shift) per stations differentiated by
climate classes.
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The spatial patterns are further examined regarding the land cover type by creating the boxplot
charts per land cover type. For that purpose, the MODIS Land Cover Type Yearly L3 Global 500 m
2016 and its University of Maryland (UMD) classification scheme were used. Unfortunately, only a few
land cover classes are well represented. Grassland, open shrubland and barren or sparsely vegetated
land cover classes are represented with 25, 11 and 10 stations, respectively. All other land cover classes
have three or fewer stations across the study area and therefore have to be left out from the boxplot,
since there are insufficient data for analysis. As shown in Figure 11, the performance of the remaining
three land cover classes varies per class. As expected, the barren or sparsely vegetated class and open
shrubland class have lower RMSE and MAE than stations over grasslands. On the other hand, R2

values over grasslands are very high (above 0.75) while R2 of the other two land cover classes are below
0.5. Such values correspond to the findings of the other researches, where modeling soil moisture
content becomes harder as the amount of vegetation increases [1].

Unfortunately, this highlights the main disadvantage of using PBO_H2O soil moisture network
for modeling soil moisture content. Since it is a GPS based method for determining soil moisture
content, only the land cover classes that provide open-sky conditions necessary for GPS signal can be
used. Consequently, not all land cover classes (especially forests and other dense vegetation) can be
covered. Therefore, since such land cover classes are not used during the training of the RF model, it is
unlikely that the model will be able to provide good performance for these areas.

 
Figure 11. Boxplot of the calculated metrics (without NDVI shift) per stations differentiated by MODIS
land cover classes (UMD classification scheme).

6.4. Temporal Patterns of the High-Resolution Soil Moisture Maps

The temporal line plot for each station is available in Appendix B Figure A1. Only the extreme
ones are discussed in this section. The extreme values of RMSE and R2 for the stations with more than
280 observations in 2016 are presented in Figure 12.

The modeled soil moisture is generally smoother when compared to the in situ values. Small
variations are usually omitted, but most of the larger leaps are still successfully captured by the model.
For most of the stations with larger RMSE values, the modeled soil moisture content is smaller than
the in situ soil moisture content. The differences are larger than 0.2 m3/m3 and they mostly occur after
the change in the soil moisture content (due to the precipitation). This suggests that, even though
the precipitation is included in the predictors set, the model does not exploit that information well
enough. The main advantage of the modeled soil moisture is that there are no missing data, which is a
significant problem for some stations where several months of missing data occur. Although such
results cannot be confirmed, by looking at the plotlines, the change of soil moisture contents in the
time windows with missing in situ data seems to be reasonable, without unusual spikes and downs.
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(a) 

 
(b) 

Figure 12. The temporal line plots of the stations with extreme values of RMSE and R2: (a) the minimum
value of RMSE for Station 30 and the maximum value of RMSE for Station 44; and (b) the minimum
value of R2 for Station 45 and the maximum value of R2 for Station 36.

Temporal patterns of the soil moisture were also evaluated for every month of 2016. The in situ
and the predicted soil moisture content have range of variations, which differ by month, as shown
in Figure 13. The in situ variations are smallest in the June–September period, while they are larger
throughout the rest of the year. Such patterns can also be observed in the predicted soil moisture
content, although those variations are smaller. This corresponds to the smoothing introduced by the
prediction model. Such behavior is especially present in the June–September period.
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Figure 13. The boxplot charts of the in situ soil moisture observations and the five-fold cross-validations
results (without NDVI shift), for every month of 2016.

The temporal monthly patterns were further inspected by calculating monthly validation metrics
(Figure 14). As expected, the model efficiency differs during the year, with June–September RMSE and
MAE being significantly lower than for the rest of the months. R2 is very low for the same months and
with improvements during the rest of the year.
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Figure 14. Validation metrics calculated over each month of 2016: (a) RMSE; (b) R2; and (c) MAE;.

The monthly metrics correspond to the observed monthly variations. The months with smaller
variations in SSM content in June–September period have relatively large measurement uncertainty.
This is due to the reported accuracy of the in situ observations of 0.04 m3/m3. Although no observation
weights are included in the RF model, this uncertainty is successfully characterized by RF model,
producing smooth observations for this period. The predicted smooth lines mostly correspond to
the average of in situ observations for these days. RMSE values under 0.04 m3/m3 for these months
indicate that the smooth averaged predictions of the soil moisture are sufficiently accurate. On the
other hand, the months with larger variations in SSM content show systematic behavior. The prediction
model can capture this behavior successfully, which is proved by the strong correlation. Unfortunately,
only the bigger changes are successfully modeled, while the smaller ones are omitted due to the same
effect that exists in the June–September period. This produces larger RMSE values for these periods.
Additionally, more snow and cloud cover is expected in these months, thus large areas of missing data
might occur. The gap filling step is less effective in these conditions, which could also have an impact
on higher values of RMSE for these months.

381



Remote Sens. 2020, 12, 1119

All these differences in RMSE and R2 over the year imply that the model has limitations regarding
the soil moisture variations that can be successfully captured. These limitations are primarily caused by
the accuracy of the soil moisture observations, which needs to be accounted for in the prediction model.

6.5. Independent Validation of the High-Resolution Soil Moisture Maps

Independent validation of the generated soil moisture maps was performed using the in situ
soil moisture observations available from the SCAN and USCRN soil networks. These datasets were
pulled from the ISMN data archive. Only the top-soil soil moisture observations at 5 cm depth were
taken into the account, which makes 15 SCAN stations and 6 USCRN stations available over the study
area (Figure 15). Each station has daily soil moisture measurements for the whole 2016, resulting in
7686 soil moisture observations being available for the validation. For each station, the same validation
metrics were calculated as in the five-fold cross-validation.

Figure 15. Spatial distribution of the SCAN and USCRN soil moisture stations over the study area used
for the independent validation.

The calculated metrics (Table 3) show rather poor results of the produced high-resolution soil
moisture maps against SCAN and USCRN stations data. Very large RMSE and MAE and low R2 values
over both networks suggest that these two sources are not at all comparable with the high-resolution soil
moisture maps. The reason for this can be attributed to the differences in the soil moisture measurement
depth and the mismatch of data sources regarding their spatial resolution. Both SCAN and USCRN in
situ soil moisture observations provide soil moisture content at certain soil depth (5 cm depth used for
the validation). Since second RF model is modeled using PBO_H2O in situ data that represent top-soil
interval of 0–5 cm, the output high-resolution soil moisture maps also correspond to the 0–5 cm soil
depth interval. Additionally, SCAN and USCRN in situ measurements are point measurements, while
the output soil moisture maps have spatial resolution of 1 km. Point-scale in situ measurements need
to be upscaled to the desired spatial resolution [46,47] before these two datasets can be compared.
Such discrepancy in the spatial resolution is not present while building the second RF model since
PBO_H2O spatial resolution of 1 km matches the spatial resolution of the used predictors. Conversion
from the point-scale in situ measurement at certain depth to the interval measurements of 1 km spatial
resolution is beyond the scope of this research. That is why the authors believe that the poor validation
metrics against SCAN and USCRN stations should not be taken as a true quality assessment of the
created high-resolution soil moisture maps and that the five-fold cross-validation metrics provide more
realistic quality assessment.
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Table 3. Validation metrics of the produced high-resolution soil moisture obtained by using SCAN and
USCRN soil moisture stations data.

Netwok
Stations
Count

Without NDVI Shift Using NDVI Shift

RMSE
[m3/m3]

R2 MAE
[m3/m3]

RMSE
[m3/m3]

R2 MAE
[m3/m3]

SCAN 15 0.0885 0.2584 0.0689 0.0891 0.2631 0.0694
USCRN 6 0.0908 0.5666 0.0757 0.0938 0.5633 0.0776

7. Conclusions

The methodology used in this study proved to be a good solution for creating high resolution
surface soil moisture maps over the area of California, USA. Within the research, downscaled SSM maps
were produced for 2016. The output product spatial resolution was improved to 1 km. The proposed
approach also considered filling data gaps as an initial step of the procedure, which in the end produced
continuous product in both temporal and spatial domains. The filling of the missing data was performed
using the universal kriging in the spatial domain and by applying spline fitting and interpolation
in the temporal domain. The daily datasets without missing data were then used to produce 1 km
soil moisture maps using two-step procedure. The first step was used as a data-engineering tool and
its output was used as the input for the second step. The ESA CCI SM products and PBO_H2O in
situ soil moisture observations were used as a main data input in the congregation with NDVI, LST,
precipitation and climate zones as auxiliary datasets. The validation metrics were calculated for several
tested models to determine the optimal one.

Comparison of the model results and soil moisture observations from SCAN and USCRN soil
networks yielded rather poor results, which suggest that these two sources are not comparable due
to the differences in the soil moisture measurement depth and the spatial resolution. That is why
the model performance was evaluated through five-fold cross-validation. The best prediction model
obtained soil moisture with RMSE of 0.0518 m3/m3 and R2 of 0.7312, which is comparable to the results
made by similar studies [19].

Our study found that both bilinear interpolation and RF downscaling procedure could be used
as a data engineering tool for providing the additional predictors in soil moisture prediction models.
As the calculated validation metrics indicate, the optimal soil moisture prediction model uses RF
downscaled combined and active ESA CCI SM products in congregation with other auxiliary datasets
and in situ soil moisture observations. The models that use bilinear interpolation as a data engineering
tool provided results that are only marginally deteriorated. This is because the RF regression model
in the second step does most of the work. The study showed that, when downscaling one type of
ESA CCI SM product, the remaining two types of ESA CCI SM products in congregation with other
predictors should be used. Although a combined product is generated from active and passive data, it
turns out that, in the assimilation process, some variability between these three is left unaccounted for.
The study also implemented the NDVI shift, due to its delayed effect on the SSM, in order to boost its
correlation with in situ soil moisture observations. This proved to be useful, with the improvements of
all metrics across all model variations.

The study also highlights the pros and cons of using PBO_H2O in situ soil moisture observations
for soil moisture downscaling. Since it is a GPS based method, only the land cover classes that provide
open-sky conditions necessary for GPS signal are available. Consequently, not all land cover classes
(especially forests and other dense vegetation) can be covered. The accuracy of the soil moisture
observations limits the amount of variations that could be successfully modeled in the downscaling
procedure. On the other hand, the observations’ spatial resolution of 1 km matches the commonly
desired SSM output. This way, there is no need for in situ upscaling procedure which can induce
additional prediction errors.
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By analyzing the spatial patterns of the validation metrics, it is concluded that the model
performances vary for different climate zones, even though the climate is included as a model predictor.
The climate information should be further inspected and possibly used as a way to divide the area of
interest into segments. The spatial patterns have also been examined regarding the land cover class.
The model performed best over the barren or sparsely vegetated and open shrubland areas and it had
lower performance over grasslands. Individually per station, higher RMSE value is followed by high
R2 value and vice versa. The model also has temporal variability, with lower RMSE values and low R2

values over the June–September period, and higher RMSE and R2 values for other months.
Unfortunately, PBO_H2O in situ soil moisture observations are no longer available because the

project ended in 2017. Similar projects in the future are encouraged and welcomed, especially with
improved accuracy of the SSM observations. In the meantime, the more common point-scale in situ
observations might be usable, but this requires further testing. If so, the methodology can easily be
transferable to other study sites, as long as some of the in situ soil moisture observations are available.
All other used datasets are globally available, except the precipitation dataset which should be replaced
by some of the alternative dataset.

Some additional sources of the used products (e.g., The Copernicus Global Land Service for NDVI
and LST) should also be considered and incorporated within the gap filling procedure. The gap filling
can be additionally improved by using the kriging with an external drift instead of the universal
kriging. Beside these improvements, new predictors, such as soil characteristics, albedo, topography,
etc., can be added to the model in the future, which could further improve soil moisture predictions.
Additionally, downscaling of the precipitation dataset could also be considered, since its effect on the
SSM variability is significant.
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Appendix A

Table A1. Five-fold cross-validation metrics aggregated over 10 independent splits for each station.

Station
ID

KG
Climate
Class

Land Cover
Class (UMD)

Obs.
Count

Without NDVI Shift Using NDVI Shift

RMSE
[m3/m3]

R2 MAE
[m3/m3]

RMSE
[m3/m3]

R2 MAE
[m3/m3]

1 B 10 239 0.0527 0.6981 0.0390 0.0538 0.7097 0.0399
2 B 7 311 0.0365 0.6583 0.0281 0.0341 0.6468 0.0269
3 B 16 281 0.0538 0.4969 0.0437 0.0546 0.4744 0.0442
4 C 10 325 0.0674 0.6202 0.0539 0.0648 0.6385 0.0516
5 B 16 323 0.0253 0.4741 0.0202 0.0264 0.4875 0.0216
6 B 7 366 0.0341 0.1623 0.0275 0.0308 0.2232 0.0252
7 B 9 364 0.0445 0.7491 0.0341 0.0442 0.7477 0.0340
8 B 13 363 0.0419 0.3098 0.0327 0.0420 0.3086 0.0327
9 C 7 365 0.0490 0.0911 0.0386 0.0508 0.0453 0.0402

10 B 16 366 0.0247 0.4520 0.0209 0.0251 0.4276 0.0211
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Table A1. Cont.

Station
ID

KG
Climate
Class

Land Cover
Class (UMD)

Obs.
Count

Without NDVI Shift Using NDVI Shift

RMSE
[m3/m3]

R2 MAE
[m3/m3]

RMSE
[m3/m3]

R2 MAE
[m3/m3]

11 C 10 364 0.0516 0.6515 0.0373 0.0532 0.6577 0.0386
12 B 16 365 0.0208 0.2470 0.0159 0.0216 0.2399 0.0163
13 C 9 366 0.0568 0.6773 0.0430 0.0563 0.6787 0.0436
14 B 16 330 0.0222 0.3164 0.0177 0.0231 0.2736 0.0187
15 B 16 366 0.0375 0.4366 0.0344 0.0356 0.4890 0.0325
16 C 7 309 0.0334 0.6184 0.0273 0.0314 0.5999 0.0256
17 C 9 305 0.0646 0.5597 0.0507 0.0652 0.5554 0.0511
18 C 10 366 0.0623 0.7811 0.0434 0.0629 0.7564 0.0429
19 C 10 351 0.0701 0.8165 0.0490 0.0660 0.8465 0.0465
20 B 16 365 0.0219 0.4168 0.0148 0.0212 0.4439 0.0139
21 C 10 362 0.0837 0.7437 0.0648 0.0848 0.7546 0.0664
22 C 7 317 0.0598 0.4977 0.0430 0.0595 0.5056 0.0426
23 C 10 277 0.0837 0.8414 0.0600 0.0859 0.8255 0.0615
24 C 10 215 0.0413 0.9163 0.0330 0.0417 0.9163 0.0333
25 B 16 226 0.0818 0.0706 0.0657 0.0809 0.0594 0.0643
26 B 7 366 0.0247 0.7200 0.0214 0.0243 0.7197 0.0211
27 B 7 366 0.0433 0.3089 0.0355 0.0437 0.2903 0.0358
28 B 7 363 0.0369 0.5036 0.0296 0.0380 0.4769 0.0305
29 C 10 358 0.0553 0.9235 0.0416 0.0540 0.9114 0.0405
30 B 16 366 0.0182 0.5556 0.0141 0.0186 0.5470 0.0145
31 C 10 364 0.0428 0.7395 0.0299 0.0456 0.7133 0.0314
32 B 7 366 0.0319 0.1234 0.0248 0.0317 0.1050 0.0249
33 C 10 260 0.0909 0.8956 0.0695 0.0850 0.9015 0.0649
34 C 10 361 0.0544 0.8733 0.0445 0.0547 0.8596 0.0438
35 C 10 363 0.0600 0.8106 0.0426 0.0588 0.8049 0.0419
36 C 10 340 0.0457 0.9328 0.0319 0.0473 0.9270 0.0328
37 B 10 340 0.0344 0.7878 0.0255 0.0335 0.7994 0.0250
38 C 10 319 0.0739 0.9224 0.0590 0.0760 0.9126 0.0597
39 C 10 359 0.0457 0.8704 0.0334 0.0454 0.8801 0.0333
40 C 10 290 0.0732 0.8691 0.0634 0.0720 0.8619 0.0621
41 C 12 361 0.0403 0.9081 0.0327 0.0431 0.8891 0.0353
42 C 12 284 0.0399 0.8071 0.0312 0.0462 0.7651 0.0352
43 C 6 366 0.0660 0.8704 0.0544 0.0646 0.8797 0.0535
44 C 10 285 0.1102 0.8491 0.0825 0.1065 0.8514 0.0795
45 B 7 352 0.0391 0.0000 0.0267 0.0408 0.0000 0.0279
46 C 13 239 0.0485 0.8772 0.0360 0.0502 0.8786 0.0371
47 B 7 366 0.0473 0.4567 0.0381 0.0486 0.4478 0.0398
48 C 10 348 0.0627 0.2619 0.0514 0.0621 0.2670 0.0508
49 C 12 364 0.0433 0.8493 0.0327 0.0425 0.8563 0.0324
50 C 10 152 0.0649 0.9674 0.0506 0.0625 0.9694 0.0496
51 B 16 239 0.0426 0.0886 0.0321 0.0430 0.0779 0.0321
52 C 10 344 0.0363 0.5600 0.0272 0.0375 0.5487 0.0280
53 C 10 343 0.0699 0.7566 0.0538 0.0630 0.8017 0.0489
54 C 8 178 0.0419 0.7131 0.0331 0.0430 0.7241 0.0338
55 C 10 353 0.0373 0.9127 0.0277 0.0366 0.9242 0.0270
56 C 10 365 0.0345 0.7206 0.0255 0.0349 0.7032 0.0260
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Figure A1. Temporal dynamics of modeled soil moisture against in situ values for each station in the
study area.
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Abstract: The daily AMSR-E/NASA (the Advanced Microwave Scanning Radiometer-Earth Observing
System/the National Aeronautics and Space Administration) and JAXA (the Japan Aerospace
Exploration Agency) soil moisture (SM) products from 2002 to 2011 at 25 km resolution were
developed and distributed by the NASA National Snow and Ice Data Center Distributed Active
Archive Center (NSIDC DAAC) and JAXA archives, respectively. This study analyzed and evaluated
the temporal changes and accuracy of the AMSR-E/NASA SM product and compared it with the
AMSR-E/JAXA SM product. The accuracy of both AMSR-E/NASA and JAXA SM was low, with RMSE
(root mean square error) > 0.1 cm3 cm−3 against the in-situ SM measurements, especially the
AMSR-E/NASA SM. Compared with the AMSR-E/JAXA SM, the dynamic range of AMSR-E/NASA
SM is very narrow in many regions and does not reflect the intra- and inter-annual variability of soil
moisture. We evaluated both data products by building a linear relationship between the SM and
the Microwave Polarization Difference Index (MPDI) to simplify the AMSR-E/NASA SM retrieval
algorithm on the basis of the observed relationship between samples extracted from the MPDI
and SM data. We obtained the coefficients of this linear relationship (i.e., A0 and A1) using in-situ
measurements of SM and brightness temperature (TB) data simulated with the same radiative transfer
model applied to develop the AMSR-E/NASA SM algorithm. Finally, the linear relationships between
the SM and MPDI were used to retrieve the SM monthly from AMSR-E TB data, and the estimated SM
was validated using the in-situ SM measurements in the Naqu area on the Tibetan Plateau of China.
We obtained a steeper slope, i.e., A1 = 8, with the in-situ SM measurements against A1 = 1, when using
the NASA SM retrievals. The low A1 value is a measure of the low sensitivity of the NASA SM
retrievals to MPDI and its narrow dynamic range. These results were confirmed by analyzing a data
set collected in Poland. In the case of the Tibetan Plateau, the higher value A1 = 8 gave more accurate
monthly AMSR-E SM retrievals with RMSE = 0.065 cm3 cm−3. The dynamic range of the improved
retrievals was more consistent with the in-situ SM measurements than with both the AMSR-E/NASA
and JAXA SM products in the Naqu area of the Tibetan Plateau in 2011.

Keywords: soil moisture; AMSR-E; the microwave polarization difference index

1. Introduction

Soil moisture is a key variable for energy balance research and climate change analysis. Particularly,
long time series of soil moisture at a global level is very useful to understand the land-atmosphere
exchange of energy and water [1]. We consider that a “long time series” must span a period of at least
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30 years. Since the 1970s, with the development of passive microwave remote sensing, it has been
possible to generate long time series of soil moisture data at a global level. At present, there are many
available long time series of microwave radiometer data, e.g., the SMMR (the Scanning Multichannel
Microwave Radiometer onboard Nimbus-7 satellite), the SSM/I (the Special Sensor Microwave-Image
onboard the Defense Meteorological Satellite Program), the TRMM/TMI (the Tropical Rainfall Measuring
Mission-Microwave Imager), the WindSat mission onboard Coriolis, the AQUA/AMSR-E (the Advanced
Microwave Scanning Radiometer-Earth Observing System), the FY3/MWRI(the Microwave Radiation
Imager onboard the China Feng Yun 3 Satellite), the GCOM-W/AMSR2 (the Advanced Microwave
Scanning Radiometer 2), the SMOS/MIRAS (the Microwave Imaging Radiometer using Aperture
Synthesis onboard the Soil Moisture Ocean Salinity satellite), and the SMAP (the Soil Moisture Active
Passive) (Table 1) [1,2]. By applying multiple SM retrieval methods, such as semi-empirical regression
and a single channel algorithm, the long time series of SM data have been generated (Table 1),
although there are no publicly available SM products generated with the data acquired by the SMMR
and SSM/I sensors. The spatial coverage of the TRMM/TMI sensor is not global, i.e., only from 40 S to
40 N. For the SMAP sensors, there are three kinds of SM products, the active microwave SM product
with 3 km resolution (SM_A), the passive microwave SM product with 36 km resolution (SM_P),
and the active-passive microwave SM product with 9 km resolution (SM_AP). However, the temporal
coverage of the SM_A and SM_AP SM products is short, i.e., only the period from April 2015 to July
2015. Among the microwave sensors, the AMSR-E of the Earth Observing System (EOS) was jointly
developed and launched by the U.S National Aeronautics and Space Administration (NASA) and
the Japan National Space Development Agency [3]. The AMSR-E data are potentially applicable to
retrieve global SM daily [3]. Observations by AMSR-E are widely used to retrieve SM, and a variety
of SM products has been developed by applying, e.g., the land parameter retrieval method (LPRM),
single-channel algorithm (SCA), and the look-up table (LUT) algorithm [4–7] (Table 1).

The AMSR-E/NASA SM is retrieved by applying a simplified radiative transfer model (RTM)
to construct an analytical relationship between changes in the MPDI and changes in SM (Figure 1).
The AMSR-E/JAXA SM is retrieved by using a fully physically based RTM to construct LUT (Figure 1).
These two AMSR-E SM products are widely used in drought monitoring and research on land surface
energy balance [8]. Both the simplified RTM and the fully physically based RTM are based on the same
microwave RTM (Figure 1) [9]. The fully physically based (forward) RTM, applied to generate the
AMSR-E/JAXA SM product, was developed by taking into account both the volume scattering in the
soil using the dense media radiative transfer theory (DMRT) and the surface roughness effect using
the advanced integral equation model (AIEM) [10]. In this forward model, the reflected downward
radiation energy from vegetation and rainfall is neglected because the reflected radiation energy is
much smaller than the emission from the surface [10]. The microwave RTM, applied to generate the
AMSR-E/NASA SM product, was simplified (called simplified RTM) by assuming that the influence of
atmospheric moisture is negligible and that the canopy temperature is equal to the soil temperature [3].
This model also assumes that the heterogeneous mixture of vegetation and soil within an AMSR-E
pixel can be represented by effective or averaged quantities [9].

Some researchers evaluated the AMSR-E/NASA and JAXA SM products by using in-situ soil
moisture measurements, and their findings document the poor sensitivity of the AMSR-E/NASA SM.
Zeng et al., 2015 indicated that AMSR-E/NASA SM does not capture the soil moisture dynamics on
the Tibetan Plateau [11]. Chen et al., 2013 showed that the AMSR-E/NASA algorithm yields a narrow
SM range, which does not reflect the seasonal variation of soil moisture while the JAXA algorithm
does, but with too large an amplitude [12]. These studies showed that the variation range of the
AMSR-E/NASA SM time series is significantly narrower than in-situ measurements and does not reflect
the SM change due to rainfall events. The accuracy of this product was even lower for the Tibetan
Plateau [11,13,14]. Under dry conditions, the NASA SM was overestimated and underestimated under
wet conditions [12,15]. More precisely, these studies showed that the AMSR-E/JAXA SM product
does reflect to some extent the intra- and inter-annual variability of SM, but the SM is seriously
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overestimated for the Qinghai-Tibet Plateau in summer [12,16]. Therefore, it is necessary to deeply
analyze the differences between the two retrieval algorithms and the temporal and spatial variations of
the AMSR-E/NASA SM retrievals to understand the cause of the limited sensitivity of the NASA SM to
the variability of precipitation.

Table 1. Summary of long time series of soil moisture data retrieved from passive microwave radiometer
observations (SR: spatial resolution; IA: incidence angle).

Microwave
Sensors

SM
Products

Period IA (◦) Frequency
(GHz)

SR Unit Spatial Coverage Algorithms

SMMR / 1978–1987 50.2 6.6, 10.7 / / Global /
SSM/I / 1987–2007 53.1 19.35 / / Global /

TRMM/TMI L3 1997–2015 52.8 10.7 25 km cm3/cm3 180W-180E, 50S-50N LPRM (Owe et al., 2008)

AMSR-E

JAXA 2002–2011 55 6.9, 10.7, 36.5 25 km cm3/cm3 Global LUT (Du et al., 2009)

NASA 2002–2011 55 6.9, 10.7, 36.5 25 km cm3/cm3 Global Njoku (Njoku et al.,
2003 and 2006)

IRSA 2002–2011 55 6.9,10.7 25 km cm3/cm3 Global QP (Shi et al.2006)
VUA 2002–2011 55 6.9, 10.7 25 km cm3/cm3 Global LPRM (Owe et al., 2008)

WindSat L3 2003–2012 50.1 6.8, 10.7 25 km cm3/cm3 180W-180E, 64S-83N LPRM (Owe et al., 2008)

AMSR2 L3 2012–present 55 6.93, 7.3, 10.65 25 km cm3/cm3 Global LPRM/LUT (Owe et al.,
2008, Du et al., 2009)

MWRI/FY3 L2 2011–present 53 10.65 25 km cm3/cm3 Global QP (Shi et al.2006)
MIRAS/SMOS CATDS-L3 2010–present 2.5–62.5 1.41 25 km cm3/cm3 Global L-MEB (Kerr et al.,2012)

SMAP L3 2015–present 40 1.41, 1.26 (SAR) 3/9/36 km cm3/cm3 180W-180E, 85S-85N SCA (O’Neill et al.,2016)

 
Figure 1. Overview of the algorithms used to retrieve the AMSR-E/NASA and AMSR-E/JAXA SM.

The AMSR-E/NASA SM product was initially generated using a simplified RTM in combination
with a minimization algorithm to retrieve SM from the microwave brightness temperature observations.
The AMSR-E/NASA SM product is considered a standard soil moisture data set by the National
Snow & Ice Data Center (NSIDC) [17]. The original retrieval method adopted the minimization of the
difference between brightness temperature (TB) observed by the AMSR-E sensor in the C (6.9 GHz)
and X (10.7 GHz) bands and brightness temperature simulated by a simplified RTM. This algorithm
simultaneously retrieves the soil water content, vegetation water content and canopy temperature [4,9].
Due to serious radio-frequency interference in the C band, the SM retrieval algorithm was adapted
and applied to the X band (10.7 GHz) radiance by introducing the MPDI, i.e., the difference between
the vertical and horizontal brightness temperatures at a given frequency divided by their sum [5,17].
Njoku et al., 2003 indicated that MPDI is related to both soil and vegetation emittance and depends on
surface temperature less than brightness temperature, while at higher frequency, the MPDI depends
more on vegetation condition than on soil moisture [3]. To estimate SM, an annual minimum baseline
MPDI for dry soil conditions was applied to retrieve long time series of the AMSR-E/NASA SM [5].
The evidence mentioned above suggests that this calibration might not be applicable to the actual
variability in hydrological and surface conditions on the global land surface and prompted our study
as explained below.
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To compare the NASA and the JAXA AMSR-E SM retrievals, it should be taken into account that
the JAXA retrieval approach is rather different. An improved RTM, i.e., the fully physically based
RTM, is applied to simulate brightness temperature data at multiple frequencies and polarizations,
which are then used to generate an LUT [9]. The LUT establishes a relationship between the brightness
temperature observations and the bio-geophysical variables to be retrieved, i.e., soil moisture and
vegetation water content [9,10,18]. To compare the sensitivity of the JAXA and NASA SM products to
actual variability in hydrological conditions, we have followed the approach summarized here and
described in detail in Section 3, Methodology. This approach led us to a simple yet effective way to
improve the NASA SM product. We first show that the relationship between the SM and MPDI applied
in the NASA algorithm is quasi-linear. The slope of this relationship is a measure of the sensitivity.
When the higher values of the slope are applied to MPDI in the SM retrieval, the agreement with
in-situ SM measurements improves significantly. Finally, this conclusion suggests that the NASA SM
algorithm may be improved by using reliable estimates of the slope to calibrate the parameters in the
relationship between SM and MPDI.

The objectives of this study are then (1) to evaluate the spatiotemporal variability of the
AMSR-E/NASA SM and compare it with the AMSR-E/JAXA SM for the Tibetan Plateau; (2) to evaluate
the accuracy of both the AMSR-E/NASA and AMSR-E/JAXA SM against in-situ SM measurements on
the Tibetan Plateau; (3) to explain the very narrow range of the AMSR-E/NASA SM; (4) to improve the
AMSR-E/NASA SM product by using the slope of the linear regression in the Naqu area on the Tibetan
Plateau of China.

2. Study Area and Data

2.1. Study Area and In-Situ SM Data

In-situ SM data were collected in 2011 at the Naqu site on the Tibetan Plateau, included in the
ISMN (International Soil Moisture Network) (Download link: https://ismn.geo.tuwien.ac.at/en/) [16].
A total of 56 locations within the Naqu site are currently available, and data from 50 locations are used
in this study. In this study, the 50 sub-sites were divided into 12 groups (named Pixel 1, Pixel 2 . . . ,
Pixel 12) according to the pixel boundaries of the AMSR-E/NASA SM product (Figure 2). Within Pixel 1,
the variability of land cover types at the locations of our in-situ SM measurements (Figure 2A) was
similar to the variability of land cover types in the 25 km × 25 km grid of the AMSR-E retrievals
(Figure 2B). Most of our in-situ measurements were located in Pixel 1. We concluded that the in-situ
SM measurements within Pixel 1 provided a reliable reference for our evaluation of the NASA and
JAXA SM products. In Pixel 1 in 2011, there were 14 in-situ SM sites and fewer (i.e., <4) in-situ SM
sites in the other pixels. This allowed us to divide the in-situ SM measurements in Pixel 1 into two
subsets: one subset, including 7 sites, was used to validate the linear model and one sub-set, including
the remaining 7 sites, was combined with sites in other pixels to estimate slope and offset of the linear
relationship, i.e., 43 sites were used in the regression analysis.

The Naqu study area lies on the central Tibetan Plateau and it is hilly and mountainous, but the
slopes are gentle [18–20]. The climate is cold semi-arid and it is affected by the Southeast Asian
monsoon [12,16]. The annual mean temperature varies from −0.9 to −3.3 ◦C. The annual mean relative
humidity ranges from 48% to 51%. The annual precipitation amount is about 400–500 mm [16,18].
The period from November to April is dry and windy [21] with low temperature. From May to
September it is relatively warm, windy and sunny with precipitation accounting for 80% of the yearly
total [16,22]. Therefore, there is an obvious seasonality in the evolution of soil moisture.

The GLOBCOVER 2009 map was released by ESA and the Université Catholique de Louvain
(UCL) in 2010. In this study area, the GLOBCOVER 2009 map was used to show the land cover types on
the Tibetan Plateau. The main land cover type in the Naqu area is low biomass alpine grasslands and
shrubland, and accounts for 90% of the total study area, as seen in Figure 2 [23]. Thus, the attenuation
of the microwave signal by vegetation is rather small [24], and atmospheric attenuation is also small
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due to low air mass and moisture. In addition, the study area is very sparsely populated; thus, radio
frequency interference (RFI) is small [23], making SM retrieval easier. Analyses of soil texture at Naqu
show that the sand and silt contents are relatively high, i.e., 50% and 46%, respectively, while the clay
content is lower, i.e., about 10% on average. The organic carbon content is low, i.e., 3.6% [23].

 

 

Figure 2. Location and land cover types of the study area and in-situ sites in Naqu on the Tibetan
Plateau. A: histogram of land cover types at the locations of in-situ SM measurements in Pixel 1;
B: histogram of land cover types of Pixel 1 with 25 km × 25 km; land cover based on the GLOBCOVER
2009 map at 300 m × 300 m spatial resolution.

2.2. AMSR-E/NASA and JAXA SM Products

Aqua is a NASA Earth Science satellite mission launched on 4 May 2002 that has six
observing instruments on board including the AIRS (the Atmospheric Infrared Sounder), AMSU (the
Advanced Microwave Sounding Unit), CERES (the Clouds and the Earth’s Radiant Energy System),
MODIS (the Moderate Resolution Imaging Spectroradiometer), AMSR-E (the Advanced Microwave
Scanning Radiometer-Earth Observing System), and HSB (the Humidity Sounder for Brazil) [25].
The objective of the NASA Aqua satellite mission is primarily to collect information about Earth’s
water cycle including precipitation, evaporation, water vapor in the atmosphere, ice, snow cover,
and soil moisture. In addition, observations on the vegetation cover, radiative energy fluxes, aerosols,
and temperature can be retrieved from the AMSR-E data collected by Aqua [25]. The AMSR-E sensor
onboard the NASA Aqua satellite is a microwave radiometer with 6 bands (6.92, 10.65, 18.7, 23.8,
36.5 and 89 GHz). The sun-synchronous orbit has equator overpasses at 1:30 AM and 1:30 PM local
time. The AMSR-E sensor has dual polarization, H (horizontal) and V (vertical), and is widely used
in the SM retrieval [8,9,26]. The level-1 (L1) brightness temperature data are generated by JAXA and
then used to develop and generate the level-2 (L2) and level-3 (L3) data products [17]. In our study,
the AMSR-E SM dataset is the L3 product based on brightness temperature observations along both the
ascending and descending passes [27]. There are two data sources for the higher level data products,

399



Remote Sens. 2019, 11, 2748

the NASA National Snow and Ice Data Center Distributed Active Archive Center (NSIDC DAAC,
https://nsidc.org/data/amsre/data_summaries/index.html, AMSR-E/NASA) and the Japan Aerospace
Exploration Agency (JAXA, https://gcom-w1.jaxa.jp/auth.html, AMSR-E/JAXA) [3,6,28,29].

The algorithms applied to retrieve the AMSR-E/NASA and AMSR-E/JAXA SM are different
(Figure 1), although based initially on the same microwave RTM to describe the microwave emission
by the land surface (Figure 1). This RTM includes many parameters describing soil, e.g., soil moisture
and temperature, and vegetation properties, e.g., water content, optical depth, single scattering albedo,
and temperature. The two SM retrieval algorithms differ in how these parameters are taken into
account to retrieve land surface SM (Figure 1). The current AMSR-E/NASA SM is retrieved by applying
a simplified RTM derived from a detailed microwave RTM by assuming: (a) negligible influence
of atmospheric moisture and (b) canopy temperature equal to the soil temperature. This method
uses the MPDI to effectively eliminate or reduce surface temperature effects. The algorithm first
computes a vegetation/roughness parameter using the MPDI at both 10.7 GHz and 18.7 GHz [3].
Soil moisture is then computed using anomalies in the MPDI at 10.7 GHz from a baseline reference
value. The baseline values for MPDI at 10.7 GHz are the observed minimum values at each grid during
an annual cycle [30]. Conversely, the AMSR-E/JAXA SM is retrieved by applying an LUT generated
using a fully physically based RTM, i.e., a forward model derived from the microwave RTM. The latter
is derived by improving the original RTM to take into account volume scattering in the soil and the
effect of surface roughness [10,31]. The LUT is generated for a large number of possible values of
variables, e.g., soil moisture content, soil temperature, vegetation water content. Finally, the LUT is
applied to determine these variables simultaneously, given the observations of brightness temperature
at multiple frequencies and polarizations. Since the AMSR-E sensor malfunctioned in October 2011,
the two SM products are available from 2002 to September 2011 only. Both SM products were resampled
to a 25 km × 25 km grid. Additional information on the daily SM data set from 2002 to 2011 is provided
in Table 1.

3. Methodology

In this study, the evaluation of the AMSR-E/NASA SM data product was done by applying
two procedures. The first procedure was designed to compare the intra- and inter annual variability
of AMSR-E/NASA and JAXA SM on the Tibetan Plateau. We also compared the AMSR-E/NASA
and AMSR-E/JAXA SM data with in-situ SM measurements (Section 3.3). The second procedure
was designed to analyze the possible reasons of the narrow intra- and inter-annual variation of the
AMSR-E/NASA SM by estimating the relationship between the MPDI and SM in different cases,
with and without using the in-situ SM measurements (Sections 3.1 and 3.2).

3.1. The Simplified RTM and the AMSR-E/NASA Algorithm to Retrieve SM

The brightness temperature observed by a space-borne radiometer, TB, includes contributions
from both the land surface (soil and vegetation) and the atmosphere [3], both the upwelling and
down-welling atmospheric emittance [4,32]. The TB can be written as:

TB = Tu + tatm ×
(
Ts f + rs f × Td

)
(1)

where Tsf is the at-surface brightness temperature (K), Tu and Td are the respective upwelling and
downwelling atmospheric emittance, tatm is the atmospheric transmittance, rsf is the surface reflectivity.
Equation (1) is the initial RTM in Figure 1. At 6.9, 10.6 and 18 GHz, liquid cloud water affects the TOA
(top-of-atmosphere) brightness temperature TB by less than 2 K [3]. Thus, the bias in the retrieved SM
due to atmospheric effects is rather small. Neglecting the contribution of atmosphere and assuming
tatm = 1, Tu and Td = 0 [5], TB in Equation (1) is equal to Tsf.
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Assuming that the surface is homogeneous, the at-surface brightness temperature is related to the
contributions from soil and vegetation through a linear mixture model (i.e., the zeroth order radiative
transfer model) as:

Ts f = Ts × tv × (1− rs) + Tv × (1− a) × (1− tv) × (1 + rs × tv) (2)

where Ts and Tv are the temperatures of soil and vegetation canopy, respectively (K), a is the single
scattering albedo of vegetation, tv is the vegetation transmittance, rs is the soil reflectivity.

The vegetation transmittance (tv) can be related to the water content of vegetation (wv) as follows:

tv = exp(−bv ×wv × secθ) (3)

where bv is a coefficient, θ is the incident angle.
The soil reflectivity (rs) can be deduced from the specular reflectivity (rsp) and the surface roughness

parameter (h) as follows:
rs = rsp × exp

(
−h× cos2

θ

)
(4)

where h is a roughness parameter calculated as the surface root mean square height (m), rsp is the
specular reflectivity, equal to either rsp,H or rsp,V:

rsp,H =

∣∣∣∣∣∣∣ cosθ−
√
εs − sinθ2

cosθ+
√
εs − sinθ2

∣∣∣∣∣∣∣
2

(5)

rsp,V =

∣∣∣∣∣∣∣ εs × cosθ−
√
εs − sinθ2

εs × cosθ+
√
εs − sinθ2

∣∣∣∣∣∣∣
2

(6)

where rsp,H and rsp,V are the specular reflectivity for horizontal (H) and vertical (V) polarization,
respectively. Equations (5) and (6) are the Fresnel reflectivity equations. rsp,H and rsp,V are related to
the dielectric constant of soil (i.e., εs). In this study, the Dobson dielectric model was used to simulate
the relationship between the SM and εs [28].

The original AMSR-E/NASA SM algorithm is a multi-frequency-polarization method, where the
coefficients are determined by minimizing the difference between the brightness temperature simulated
with the simplified RTM (Equations (2)–(6)) and the AMSR-E brightness temperature observations [3].
Njoku, et al. 2004 developed a simplified method to retrieve SM from AMSR-E brightness temperature
data [17,28,29]. The updated AMSR-E NASA SM algorithm applies the MPDI values according
to Equations (7)–(9) [17]. In this algorithm, MPDI (Equation (7)) is used to retrieve SM. Using a
baseline MPDI value under a dry condition, i.e., MPDI*, and three empirical coefficients (a0, a1 and a2),
the SM can be calculated using the MPDI value at 10.7 GHz from the AMSR-E brightness temperature
observations (Equation (7)). The value of MPDI* is the minimum value in each grid and each month
and it is calculated by the AMSR-E NASA SM algorithm [5]. The SM can be retrieved as a function
of MPDI:

SMt − SMdry = a0 × g∗ + a1 ×
(
MPDIt

10.7 −MPDIdry
10.7

)
× exp(a2 × g∗) (7)

MPDI10.7 =
(
TB(10.7V) − TB(10.7H)

)
/
(
TB(10.7V) + TB(10.7H)

)
(8)

g∗ = β0 + β1 ×
(
MPDI∗10.7

)
(9)

where t is time in days, SMt is the time varying soil moisture; SMdry is the minimum soil moisture
value, i.e. 0.05 cm3/cm3; MPDIt

10.7 is the MPDI value at 10.7 GHz on day t; MPDIdry
10.7 is the annual

minimum baseline MPDI for dry soil conditions. Here, g* is the so-called baseline parameter to account
for the effects of leaf water content and surface roughness; it is estimated using the MPDI* values and
can be interpreted as an equivalent vegetation water content (kg/m2). V and H indicate respective
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vertical and horizontal polarization; a0, a1, a2, β0 and β1 are empirical coefficients. Equations (7)–(9)
constitute the simplified algorithm to retrieve the AMSR-E/NASA daily SM.

To retrieve the daily SM using Equations (7)–(9), there are five unknown parameters (a0, a1,
a2, β0, and β1). Jackson et al. 2011 determined the values of a0, a1, a2, β0, and β1 by calibration.
The AMSR-E observations were collected over a region of naturally varying vegetation and roughness,
with approximately uniform dry soil, that included portions of Chad, Sudan, and the Central African
Republic [5]. More precisely, AMSR-E observations within these domains for a dry month (i.e., March
2004) with an assumed uniform value of soil moisture of 0.1 cm3/cm3 were used to estimate a0, a1, a2,
β0, and β1 [5,33].

3.2. Evaluation of the AMSR-E/NASA SM Retrieval Algorithm

We rearranged Equation (7) as:

SMt = SMdry + a0 × g∗ − a1 × exp(a2 × g∗) ×MPDIdry
10.7 + a1 × exp(a2 × g∗) ×MPDIt

10.7 (10)

and rewrote it as a linear function of MPDI at 10.7 GHz as:

SMt = A0 + A1 ×MPDIt
10.7, (t = 1, 2, . . . ., 365) (11)

where A0 = SMdry + a0 × g∗ − a1 × exp(a2 × g∗) ×MPDIdry
10.7, A1 = a1 × exp(a2 × g∗), t is the day of

year (DoY).
We explored ex-post the relationship between the observed MPDI and retrieved AMSR-E/NASA

SM by plotting monthly values (Figure 3).

  

Figure 3. Relationships between the monthly AMSR-E/NASA and JAXA SM values and monthly MPDI
in the Naqu area of the Tibetan Plateau in 2011: (a) NASA SM, all pixels; (b) JAXA SM, all pixels.

This shows that especially the monthly averaged SM is a nearly linear function of the
monthly averaged MPDI, i.e., the number of unknown parameters in retrieving soil moisture using
Equations (7)–(9) can be reduced from five to two (A0 and A1 in Equation (12)) as shown below.
Further, the observations show (Figure 3) that a linear relationship applies, notwithstanding the
intra-annual variability in SM. Clearly, the value of A1 applied to the JAXA SM is much higher, i.e.,
more sensitive to MPDI, than the value applied to the NASA SM, at least in our study area (superscript
t represents the month of the year, i.e., MoY):

SMt = A0 + A1 ×MPDIt
10.7, (= 1, 2, . . . , 12) (12)

Here, if the values of the A0 and A1 coefficients can be determined, SMt can be obtained
from Equation (12). According to Equation (12), SMt is related only to the A0 and A1 ×MPDIt

10.7.
Therefore, the intra-annual variation of SMt is described correctly as a linear function of MPDI, i.e.,
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the value of A1 determines the amplitude of the yearly variation in soil moisture. The value of A0 is the
initial value of SM in one year. When the inter- and intra-annual variability in SM is low, a special case
may occur where A0 is equal to 0 and A1 is equal to 1, i.e., the value of SMt is equal to the MPDIt

10.7.

3.3. Comparison Strategy

In order to evaluate AMSR-E/NASA and AMSR-E/JAXA SM retrievals, we applied the mean
absolute error (MAE) (Equation (13)), the RMSE (Equation (14)), and the correlation coefficient (R)
(Equation (15)) to compare the satellite SM products with in-situ SM data [34],

MAE =

∑N
t = 1

(
SME

t − SMO
t

)
N

(13)

RMSE =

√∑N
t = 1

(
SME

t − SMO
t

)2
N

(14)

R =
Cov
(
SME

t , SMO
t

)
σSME

t
× σSMO

t

,
{

Cov : covariance
σ : standard deviation

(15)

where SME
t is the retrieved AMSR-E/NASA or AMSR-E/JAXA SM on day t; SMO

t is the in-situ measured
SM on day t; N is the number of total days of measurements. To ensure the reliability of validation,
only sets of observations with more than 10 days (N >=10) were used in order to remove random
errors. We also calculated the daily NASA, JAXA and in-situ SM relative anomalies (SM′t) as follows:

SM′t =
(
SMt − SM

)
/SM (16)

where t represents the day of year; SM is the average NASA SM or JAXA SM or in-situ SM in 2011.
In this study, we applied two different procedures to evaluate the AMSR-E NASA SM (Figure 4).

In the first procedure, we compared the intra- and inter-annual variations and accuracies of
AMSR-E/NASA and JAXA SM with in-situ SM measurements in the Naqu area (Procedure 1 in
Figure 4). In the second procedure, we used two sets of brightness temperature data obtained
in two different ways to calculate MPDI10.7 (MPDI Datasets 1 and 2 in Figure 4). Dataset 1 is
simulated brightness temperature by applying the simplified RTM (Equations (2)–(6)) to the in-situ SM
measurements. Dataset 2 is the AMSR-E Level 2A brightness temperature data that was resampled
to a grid (i.e., the Equal-Area Scalable Earth, EASE-Grid) of approximately 25 km × 25 km using
the distance-weighting method applied to AMSR-E L1 brightness temperature data. EASE-Grid is a
global, cylindrical, equal-area projection, with 1383 columns × 586 rows. Then, the linear regressions
(Equation (12)) between the SM and MPDI based on in-situ SM measurements (Dataset 1) or on
AMSR-E/NASA SM (Dataset 2) were determined.

In this way, (A0, A1) were obtained for four different pairs: (a) AMSR-E/NASA MPDI +NASA
SM; (b) AMSR-E/NASA MPDI + in-situ SM; (c) RTM MPDI + NASA SM; (d) RTM MPDI + in-situ
SM. A different sensitivity to the seasonality in precipitation between AMSR-E/NASA SM and the
measured SM will appear as a very different A1 value in the cases (a) and (c) compared with (b) and (d).
Finally, monthly SM from AMSR-E Level 2A brightness temperature data were retrieved using all (A0,
A1) pairs and evaluated against the in-situ SM measurements set aside for this evaluation (Procedure 2
in Figure 4).
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Figure 4. Flow chart of AMSR-E/NASA, JAXA SM product analysis and improving the AMSR-E
SM product.

4. Results

4.1. Intra- and Inter Annual Variation of AMSR-E/NASA and AMSR-E JAXA SM

Both the AMSR-E/NASA and the AMSR-E/JAXA SM data are daily from 2002 to 2011 with
25 km × 25 km resolution. The mean value obtained with the AMSR-E/NASA SM is almost constant
with a value of 0.12 in Figure 5a,b. The intra-annual amplitude is very small and also almost constant
through the years. AMSR-E/JAXA SM changes with the season as a sine or cosine function, with a
mean value of 0.08 cm3/cm3 and an amplitude of 0.04 cm3/cm3. At times, the standard deviation of
the AMSR-E/JAXA SM data is higher than that of the AMSR-E/NASA data, which implies a larger
spatial variability in the response to the seasonality of hydrologic conditions. The standard deviation
of the AMSR-E/NASA data remains close to 0.06 cm3/cm3 over time, while it changes with time and
season in the AMSR-E/JAXA data with an average of 0.05 cm3/cm3 and an amplitude of 0.035 cm3/cm3

(Figure 5c,d). Therefore, the AMSR-E/JAXA SM data capture both the intra- and inter-annual variability
better than the AMSR-E/NASA data. The AMSR-E/NASA SM has an unrealistically narrow dynamic
range, given the hydrological conditions in the study area.

Figure 5. Cont.
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Figure 5. The monthly mean SM and standard deviation of AMSR-E/NASA and AMSR-E/JAXA
retrievals for the same 2000 pixels for the Tibetan Plateau from 2002 to 2011: (a) SM retrieved with data
collected during ascending orbits and (b) descending orbits; (c) SM standard deviation for ascending
orbits, and (d) descending orbits.

4.2. Evaluation of AMSR-E/NASA and AMSR-E/JAXA SM Products

We first applied Procedure 1 (see Figure 4) in our evaluation. There are large differences between
the two data products in reflecting the actual intra- and inter-annual variation of SM (Figure 5).
In this study, the AMSR-E/NASA or AMSR-E/JAXA SM products were compared with in-situ SM
measurements in 2011 in the Naqu study area in space and time (Figures 6 and 7) by evaluating the
MAE, RMSE and R metrics (Table 2).

The AMSR-E/NASA SM hardly changes with the in-situ SM (Figure 6a,b), i.e., the AMSR-E/NASA
SM is insensitive to actual soil moisture conditions. The AMSR-E/NASA SM is always smaller than
0.2 cm3 cm−3 during both ascending and descending orbits. Contrariwise, the spatial SM dynamic
range of in-situ SM measurements is from 0 to 0.6 cm3 cm−3. Therefore, the SM dynamic range of the
AMSR-E/NASA SM is inconsistent with the in-situ SM measurements. Compared to the AMSR-E/NASA
SM product, the spatial SM dynamic range of AMSR-E/JAXA SM is larger, from 0 to 0.6 cm3 cm−3

(Figure 6c,d).
The temporal variability between AMSR-E/JAXA SM and in-situ measurements is similar, while the

one of the AMSR-E/NASA SM is very different in all pixels. In this study, the in-situ measurements in
Pixel 1 were used to illustrate the difference of temporal variability between AMSR-E/NASA SM and
in-situ measurements (Figure 7). The in-situ measurements show that the SM content was very low
in this area from January to April, i.e., less than 0.15 cm3 cm−3. Since April, SM increased gradually.
The first small peak in SM appeared in May. This may be due to the melting of frozen soil as the
temperature increased. The highest SM content was from June to August, and maximum SM was
about 0.4 cm3 cm−3. The AMSR-E/JAXA SM largely overestimated the in-situ SM, especially from July
to August, while underestimating the in-situ SM from January to April; AMSR-E/JAXA SM was more
consistent with in-situ SM data. The AMSR-E/NASA SM slightly changes with time. The range of
AMSR-E/NASA SM is from 0.05 to 0.20 cm3 cm−3.

 

Figure 6. Cont.
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Figure 6. Comparison of AMSR-E/NASA or JAXA SM products with in-situ SM measurements data in
2011: (a) AMSR-E/NASA during ascending orbits and (b) descending orbits; (c) AMSR-E/JAXA during
ascending orbits, and (d) descending orbits.

Differences in the relative anomalies calculated using Equation (16) of AMSR-E/NASA, JAXA and
in-situ SM were significant. The relative anomaly range for the AMSR-E/NASA SM, i.e., −0.4 to 0.7 is
smaller than the relative anomaly range of JAXA SM or in-situ SM, which was in the range −0.9 to 2.1
(Figure 7). Conversely, the relative anomalies in the JAXA SM product are generally comparable with
the in-situ SM and slightly larger in summer (Figure 7C).

We used the MAE, RMSE, and R metrics to evaluate the AMSR-E/NASA and AMSR-E/JAXA SM
data (Table 2). The mean SM value of in-situ measurements within each pixel (Figure 2) was taken as
the true SM value.

The RMSEs of AMSR-E/NASA and AMSR-E/JAXA SM were both higher than 0.06 cm3 cm−3

except in Pixel 6 where the RMSE of AMSR-E/JAXA SM was 0.04 cm3 cm−3. The minimum MAE
for AMSR-E/JAXA SM was in Pixel 6, i.e., 0.03 cm3 cm−3 and the maximum R was 0.91 in Pixel 1.
As regards the AMSR-E/NASA SM, the minimum RMSE was 0.07 cm3 cm−3 in Pixel 6, while the
maximum R was 0.72 in pixels 1, 2 and 12. Overall, the accuracies of both SM data products were poor,
especially of the AMSR-E/NASA SM. The RMSE averaged over all pixels of the AMSR-E/JAXA SM was
less than that of the AMSR-E/NASA SM, i.e., 0.11 and 0.16 cm3 cm−3, respectively. Likewise, the mean
R of the AMSR-E/JAXA SM product was higher than that of the AMSR-E/NASA SM, i.e., 0.85 and 0.62,
respectively. The AMSR-E/JAXA SM, therefore, was more accurate than the AMSR-E/NASA SM, at least
as regards the Naqu study area in 2011. All the standard deviation (std. dev) values of AMSR-E/NASA
SM are very low, i.e., <0.019 cm3 cm−3 with an average of 0.015 cm3 cm−3. The std. dev values of
AMSR-E/JAXA SM were very high, i.e., up to 0.078 cm3 cm−3 with an average of 0.129 cm3 cm−3.
This also illustrates the narrow dynamic range of AMSR-E/NASA SM.

 

Figure 7. Cont.
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Figure 7. Intra-annual variation and relative anomaly of AMSR-E/NASA, JAXA SM data and in-situ
SM measurements in Pixel 1, 2011: (A) AMSR-E/NASA during ascending orbits and (B) descending
orbits; (C) AMSR-E/JAXA during ascending orbits, and (D) descending orbits.

Table 2. Calculated MAE, RMSE, and R of SM data in the Naqu area against in-situ SM measurements
in 2011; st. dev are the standard deviation of each SM data product for each pixel, respectively.

AMSR-E/NASA AMSR-E/JAXA

MAE RMSE R Std. Dev MAE RMSE R Std. Dev

Pixel 1 0.09 0.11 0.72 0.017 0.06 0.10 0.91 0.128
Pixel 2 0.08 0.10 0.72 0.016 0.07 0.09 0.88 0.143
Pixel 3 0.09 0.12 0.66 0.014 0.07 0.11 0.80 0.175
Pixel 4 0.12 0.16 0.64 0.019 0.09 0.10 0.88 0.123
Pixel 5 0.20 0.25 0.48 0.013 0.12 0.15 0.82 0.175
Pixel 6 0.06 0.07 0.67 0.017 0.03 0.04 0.87 0.101
Pixel 7 0.12 0.15 0.61 0.018 0.07 0.10 0.83 0.105
Pixel 8 0.15 0.18 0.54 0.014 0.09 0.11 0.86 0.118
Pixel 9 0.15 0.18 0.60 0.012 0.12 0.15 0.88 0.085
Pixel 10 0.13 0.15 0.41 0.015 0.08 0.10 0.86 0.078
Pixel 11 0.20 0.22 0.62 0.014 0.10 0.12 0.84 0.167
Pixel 12 0.19 0.20 0.72 0.018 0.07 0.09 0.79 0.145
Average 0.13 0.16 0.62 0.015 0.08 0.11 0.85 0.129

4.3. Improvement and Mapping of the AMSR-E/NASA SM Product

We applied Procedure 2 (Figure 4) to explore the possible causes of the poor accuracy of the
AMSR-E/NASA SM. The analyses of the intra- and inter- annual variations of the AMSR-E/NASA and
AMSR-E/JAXA SM products show that the shortcomings in the AMSR-E/NASA SM data are two-fold.
On the one hand, the dynamic range of AMSR-E/NASA SM is very narrow, which does not reflect the
actual intra- and inter-annual variation of precipitation (Figures 5–7). On the other hand, the accuracy
is poor (Table 2), with RMSE higher than 0.1 cm3 cm−3. The high RMSE values of AMSR-E/NASA are
not only caused by the small dynamic range of AMSR-E/NASA soil moisture. The RMSE might have
been smaller if the NASA SM would have been close to either high or low in-situ SM. The high RMSE
shows that the accuracy is poor, i.e., RMSE = 0.16 cm3 cm−3, because the NASA SM is different from
the in-situ SM throughout the year. It is necessary, therefore, to revisit the retrieval algorithm of the
AMSR-E/NASA SM to identify the likely cause of such poor performance.

As explained in Section 3.1, we applied a simplified RTM (Equations (2)–(6)) to simulate the
brightness temperature for both H and V polarized emission at 10.7 GHz. To model brightness
temperature, some target properties and the observation geometry must be known. The sand and
clay fractions were determined for soil samples. The soil texture is rather uniform at Naqu, and we
used the mean soil textural fractions over all pixels in our numerical experiments [16]. According to
the parameters of the AMSR-E sensor in Table 1, the incident angle is set as 55◦. Because the Naqu
area is fairly smooth with rolling hills, we estimated the surface roughness to be small, i.e., 0.03 m [16].
In summary, the area is characterized by low biomass, low vegetation water content, and similar

407



Remote Sens. 2019, 11, 2748

temperature of soil and vegetation canopy. Thus, we can assume attenuation by the vegetation
canopy to be low. Further, we assumed the water content of vegetation to be 1 kg/m2, the attenuation
coefficient = 0.3, and single scattering albedo = 0. The in-situ measurements of SM were used in the
simulation of MPDI by the simplified RTM (Equations (2)–(6)).

The monthly MPDI was calculated by applying Equation (12) to the brightness temperature data
in Datasets 1 and 2 (Section 3.2 and Figure 4). As explained in Section 3.2, four different pairs of (A0,
A1) were obtained (Table 3).

Table 3. Values of A0 and A1 parameters (see text for details on the estimation procedure).

Cases A1 A0

(a) AMSR-E/NASA MPDI +NASA SM 1 0.09
(b) AMSR-E/NASA MPDI + in-situ SM 8 −0.15
(c) RTM MPDI + NASA SM 1 0.06
(d) RTM MPDI + in-situ SM 8 −0.36

We used the in-situ SM data in Pixel 1, Pixel 2, Pixel 3, and Pixel 4, where we had most of our
measurements, to analyze the relationship with MPDI (Figure 8). By fitting Equation (12) to both
the AMSR-E/NASA and the in-situ SM data, we estimated the parameters A0 and A1 and further
retrieved four sets of SM data (Figure 8). As regards the AMSR-E/NASA SM data, the A0 and A1
values were approximately the same in all pixels and equal to 1 and 0.06, respectively. As regards
the in-situ data, however, we obtained A1 = 8. In other words, the value of A1 obtained by fitting
Equation (12) to the AMSR-E/NASA SM product is too small and it explains the very small dynamic
range. Accordingly, the model SM = 8*MPDI-0.36, i.e., (A0, A1) values obtained with the RTM
MPDI + in-situ SM data (Table 1), is expected to perform better when applied to retrieve SM in our
study area.

  

  

Figure 8. Monthly in-situ SM measurements and AMSR-E/NASA SM for the four cases in Table 1;
Pixel 1 through Pixel 4 (A: Pixel 1; B: Pixel 2; C: Pixel 3; D: Pixel 4) in the Naqu area in 2011.

In principle, there are two different factors that can lead to large differences between the AMSR-E
SM retrievals and in-situ SM measurements. First, the algorithm to retrieve SM may not be accurate,
although the radiometry, i.e., the brightness temperature values, is correct. Second, the values of
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brightness temperature are not correct and, therefore, the MPDI values are also not correct. In this
study, we assumed the brightness temperature observed by the AMSR-E sensor is correct and analyzed
the AMSR-E/NASA SM retrieval algorithm.

The case (d) SM is closest to the in-situ SM data (Figure 8). In addition, by comparing case (b) with
case (d), we found that the calculated SM values were close to in-situ SM measurements from January to
June. From July to September, however, the SM values calculated by using case (b) SM = 8*MPDI-0.15
were much lower than the SM values calculated according to case (d) SM = 8*MPDI-0.36. The reason is
that the MPDI values calculated with the AMSR-E Level 2A brightness temperature data are much
lower than the MPDI values from simulated brightness temperature. The values of the AMSR-E Level
2A brightness temperature data, therefore, may not be accurate from July to September for the Tibetan
Plateau. The reason may be that the TOA (top-of-atmosphere) radiance measured by AMSR-E is
severely attenuated by vegetation, leading to a small difference between H and V polarization in the
summer on the Tibetan Plateau.

To retrieve SM from AMSR-E Level 2A brightness temperature data from July to September,
a correction for attenuation by vegetation or ex-post calibration must be applied. The good agreement
of retrieved with measured SM in case (d) shows that the linear regression between the MPDI and
in-situ SM data yields accurate SM retrievals and the MPDI values capture the seasonality in SM. In case
(d), the brightness temperature data were simulated with the simplified RTM by applying a constant
attenuation by vegetation. The same linear regression, i.e., Equation (17), applied to the AMSR-E
brightness temperature observations yields accurate SM retrievals until June only. Our hypothesis
is that in summer months, i.e., from July to September, vegetation biomass increases in response
to snowmelt and monsoon precipitation. To estimate the correction, we opted for the simplest
possible approach, i.e., by fitting a separate linear relationship to the AMSR-E MPDI values and
SM measurements for all the calibration pixels and the summer months. This gave (Equation (17),
July through September) a much higher and positive offset that provided the required correction.
In summary, two different linear relationships must be applied to retrieve SM from the AMSR-E MPDI
observations: {

SMt = −0.15 + 8×MPDIt
10.7, (t = 1, 2, 3, 4, 5, 6)

SMt = 0.05 + 8×MPDIt
10.7, (t = 7, 8, 9)

(17)

where MPDIt
10.7 is the MPDI calculated from the AMSR-E Level 2A brightness temperature data; t is

the month.
The SM retrieved from AMSR-E/NASA MPDI data by applying Equation (17) is indicated

as I_AMSR-E SM. The three SM datasets, i.e., AMSR-E/NASA, AMSR-E/JAXA, and I_AMSR-E,
were mapped in our Naqu study area in January, March, June, July, and September (Figure 9).
There was almost no rainfall in January and March (Figure 9), while rainfall was higher in June and
July. The AMSR-E/NASA SM, however, shows very limited changes from winter to summer, and SM
is low from January to September. The seasonal variation of precipitation is not captured by the
AMSR-E/NASA SM, while it is very evident in both the AMSR-E/JAXA SM and I_AMSR-E SM. In term
of capturing the seasonal variation of soil moisture in the Naqu area, the AMSR-E/JAXA SM and
I_AMSR-E SM performed better than the AMSR-E/NASA SM. In July, the I_AMSR-E SM was highest,
followed by June and September. In January and March, SM was low. The I_AMSR-E SM, which fits
the in-situ measurements rather well (Figure 8), remained lower than the AMSR-E/JAXA SM in June
and July; this implies that our I_AMSR-E SM avoids both over- and underestimation in summer.

There are large differences in the spatial SM pattern (Figure 9) between AMSR-E/NASA,
AMSR-E/JAXA and I_AMSR-E SM. AMSR-E/NASA SM is very flat and uniform in spatial distribution
in the Naqu area. Compared with the AMSR-E/NASA SM spatial distribution in the Naqu area in June,
the spatial dynamic range of AMSR-E/JAXA and I_AMSR-E SM is larger from 0.05 to 0.5 cm3 cm−3.
Compared with the spatial pattern of precipitation in June, the precipitation is higher in the NE
(Northeast) than in the NW (Northwest) portion of the Naqu area. On the other hand, both the
AMRS-E/JAXA and I_AMSR-E SM are lower in the NE than in the NW portion of the Naqu area.
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The difference in the AMSR-E/NASA SM between the NE and NW portion is small. In comparing the
spatial patterns of SM with precipitation, however, it should be taken into account that the NW portion
is flatter with a large presence of water bodies, which explains the differences observed in Figure 9.
We further note that our improved SM estimates (I_AMSR-E) correctly reflect the terrain, with a lower
elevation catchment in the NW portion of the Naqu area.

 

Figure 9. Spatial and temporal comparison of the monthly AMSR-E/NASA, AMSR-E/JAXA, I_AMSR-E
SM and precipitation in January, March, June, July and September in 2011, the Naqu area (upper panel);
Digital Elevation Model (DEM, lower panel).

In-situ SM measurements in Pixel 1 included 14 locations in 2011, which were divided into two
sets: one subset was used to determine the linear regression (Figure 8 and Table 3), and the other
subset was used for evaluation. Equation (12) was fitted to the 1st subset, i.e., 7 stations (Figure 8),
while the 2nd subset was used to evaluate the I_AMSR-E SM and gave RMSE = 0.065 cm3 cm−3

(Figure 10). In conclusion, the I_AMSR-E SM compares to in-situ SM measurements better than both the
AMSR-E/NASA SM (RMSE = 0.11 cm3 cm−3, Table 2) and AMSR-E/JAXA SM (RMSE = 0.10 cm3 cm−3,
Table 2).

 

Figure 10. Monthly I_AMSR-E, AMSR-E/NASA and JAXA SM retrievals and in-situ SM measurements
in Pixel 1 in the Naqu area of the Tibetan Plateau in 2011.
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5. Discussion

The AMSR-E/NASA SM data product has an unrealistically narrow dynamic range given the
hydrological conditions on the Tibetan Plateau [35,36]. By comparing the AMSR-E/NASA SM with the
AMSR-E/JAXA SM, it appears that the AMSR-E/NASA SM is not sensitive to the large variations in
hydrologic conditions characteristic of the Naqu site. The SM dynamic range of AMSR-E/NASA SM is
very narrow and inconsistent with the in-situ measurements of SM. Our findings are confirmed by the
evidence provided by [11,12]. Zeng et al., 2015 concluded that the AMSR-E/NASA SM product does
not capture the soil moisture dynamics and that both AMSR-E/NASA and JAXA SM products gave
relatively large RMSE values against in-situ SM measurements [11]. Chen et al., 2013 showed that the
AMSR-E/NASA algorithm gave a dampened dynamic range of soil moisture while the AMSR-E/JAXA
algorithm did reflect the seasonal variation of soil moisture but with too large amplitude. This implies
that the AMSR-E/NASA and JAXA SM retrieval algorithms need to be improved to be applicable to
the Tibetan Plateau [12]. The linear relationships between the monthly MPDI and NASA (JAXA) SM
in Pixel 1 and Pixel 2 (Figure 11) show that the A1 value of NASA SM is approximately equal to 1,
and the A1 value of JAXA SM is approximately equal to 8. The A1 values of 12 pixels (Figure 11e) of
the relationships between the JAXA SM and MPDI were higher, i.e., over 7.67. On the other hand,
for our 12 pixels, the A1 values of the relationships between the NASA SM and MPDI were very small,
i.e., <1.924. This also illustrates that the AMSR-E/NASA SM does not reflect the dynamics of soil
moisture but AMSR-E/JAXA can. Although the AMSR-E/NASA SM is considered a reference data set
by the National Snow & Ice Data Center (NSIDC), the narrow dynamic range of SM seriously limits its
application to drought and environmental change monitoring and other applications [13].

Two results given above point to the same possible cause. We have shown that a simple
linear relationship (Equation (17)) with a slope equal to 8 gives accurate SM retrievals when the
brightness temperature is calculated from in-situ SM measurements (Case d in Figure 8 and Table 3).
When applying the same linear relationship to the AMSR-E brightness temperature data, the retrieved
SM is severely underestimated in summer, i.e., under wet conditions, and the offset parameter in our
linear relationship (Equation (17)) had to be recalculated to improve accuracy of the retrieved SM.
Both slope and offset in Equation (17) are related to the g* parameter (Equation (9)), which should be
evaluated for each month and location. We note that a time-dependent g* would correct for seasonal
variations in attenuation by the vegetation canopy of soil emittance. Our results (Table 3) on the slope
parameter A1 of the linear relationship (Equation (17)) show that the sensitivity of the NASA SM
retrieval algorithm to actual soil moisture changes may not be adequate. These results indicated that
the value of A1 in Equation (17) should be much higher, i.e., 8 instead of 1. This difference explains the
unrealistically narrow dynamic range of the AMSR-E/NASA SM for the Tibetan Plateau. Zeng et al.
(2015) noted that the parameters of the AMSR-/NASA SM retrieval algorithm were determined by
calibration in specific regions, with the risk of the algorithm being not suitable to retrieve SM in other
regions [11,12]. We are aware that the AMSR-E/NASA SM algorithm performed relatively well in
Mongolia and the United States [5], although it did not provide accurate SM retrievals for the Tibetan
Plateau [11,37]. It has been suggested by other authors that these parameters (Equations (7)–(9)) should
be recalibrated in other areas besides the Tibetan Plateau to improve the accuracy of SM retrievals in
these regions [11,13].

We have evaluated the AMSR-E/NASA SM just in one study area, i.e., Naqu on the Tibetan
Plateau, but we concluded that the reason leading to the unrealistically narrow dynamic range of
AMSR-E/NASA SM was the very low value, i.e., 1 instead of 8, of the parameter A1 = a1· exp(a2·g∗)
which is related as shown to the parameters in the AMSR-E/NASA SM algorithm. We believe there
might be other areas, besides Naqu, potentially affected by the same problem; thus, we repeated our
evaluation in a second experiment.

We chose an area in Poland, where the dynamic range of the AMSR-E/NASA SM is also small,
notwithstanding a large seasonal variation in precipitation, and estimated our linear regression
Equation (12) using in-situ SM measurements. More specifically, we evaluated the cases (a) and
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(b) in Table 1, which gave A1 = 4 when using the AMSR-E/NASA MPDI and NASA SM against
A1 = 32 when using the AMSR-E/NASA MPDI and in-situ SM. This recalibration improved accuracy
very significantly (Figure 12), and the improved SM retrievals perfectly captured the seasonality in
precipitation (Figure 12). We note that also in this case, the AMSR-E/NASA SM remained nearly
constant throughout the year and did not respond at all to the large variation in precipitation. As with
the Naqu case, the large improvement in accuracy could be achieved by applying a higher A1 value in
Equation (12). It might be useful to recall here that the parameter values in the relation between MPDI
and parameter g* built-in the AMSR-E NASA algorithm come from the calibration established with
observations in portions of Chad, Sudan and the Central African Republic. This might explain why
A1=8 or larger A1 are obtained when using in-situ SM measurements instead of the AMSR-E/NASA
SM retrievals. We may speculate further that this calibration did not capture adequately the sensitivity
of MPDI to actual soil moisture conditions.

  

  

 

Figure 11. Relationships between the monthly AMSR-E/NASA and JAXA SM values and monthly
MPDI in pixels 1 through 12, Naqu area in 2011; (a) NASA SM Pixel 1; (b) NASA SM Pixel 2; (c) JAXA
SM Pixel 1; (d) NASA SM Pixel 2; (e) the A1 coefficient values.
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Figure 12. Poland study area SM in 2011, cases a) and b) in Table 1, AMSR-E/NASA SM product and
in-situ SM measurements, and precipitation.

In conclusion, we believe there are likely other regions where the dynamic range of the
AMSR-E/NASA SM is too narrow, given actual hydrologic conditions. In these regions, the coefficients
in the AMSR-E/NASA SM algorithm are not suitable to retrieve SM and should be re-calibrated,
leading to significantly higher accuracy.

6. Conclusions

This work shows an analysis, comparison and improvement of AMSR-E soil moisture data
products in the Naqu area, Tibetan Plateau, in 2011. Our spatiotemporal analysis of AMSR-E/NASA
and AMSR-E/JAXA SM products documented the differences in the two SM products. The dynamic
range of the AMSR-E/NASA SM product is very narrow, which does not reflect the intra- and
inter-annual variations in hydrologic conditions. The AMSR-E/NASA SM value was almost a constant,
i.e., 0.12 cm3 cm−3 (Figure 5) throughout the year, while the AMSR-E/JAXA SM performed better than
that. Furthermore, by fitting the MPDI values to AMSR-E/NASA and in-situ SM data, the values of the
slope A1 (Equation (12)) were approximately equal to 1 and 8, respectively (Table 3). When A1 = 8, the SM
estimated by the improved model (Equation (13)) was much closer to the in-situ SM measurements
than the AMSR-E/NASA SM data, with RMSE = 0.065 cm3 cm−3 (Figure 10). The AMSR-E/NASA SM
is generated with A1 = 1, i.e., too small, given the actual intra-annual soil moisture dynamic range in
Naqu, Tibetan Plateau. In addition, from July to September in 2011, the calculated MPDI from AMSR-E
brightness temperature data is small, leading to low SM calculated by using case b: SM =MPDI*8-0.15
in Table 2. The reason may be the influence of vegetation on the radiance measured by AMSR-E in
this period, which leads to a small difference between H and V polarization. Therefore, there are two
reasons of the narrow intra- and inter-annual variation of AMSR-E/NASA SM: the value of the A1
parameter is too small, and the calculated MPDI value from AMSR-E Level 2A brightness temperature
data is small in summer.

By applying the method described in this study, we obtained A1 = 8 using in-situ SM measurements
in the Naqu area, Tibetan Plateau and A1 = 32 using in-situ SM measurements in Poland. Therefore, in
different regions, the A1 value is different and needs to be calibrated. In Figure 11, in Pixel 1 and Pixel 2,
the A1 value obtained from the relationships built between the JAXA SM and MPDI is similar to the
values obtained from the relationship between the in-situ SM measurements and MPDI i.e., A1 = 8.
Therefore, in Pixel 1 and Pixel 2 of Naqu study area, JAXA SM instead of in-situ SM measurements
might be used to re-calibrate the parameters in the NASA algorithm, since similar A1 values are
obtained with in-situ SM measurements and with the JAXA SM products (see Figure 11). This suggests
an option to re-calibrate the parameters in the NASA algorithm (Equations (7)–(9)). Particularly, this
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idea might be useful to calibrate the A1 value in other regions when no in-situ SM measurements
are available. A broader perspective along the same line of thinking is to make use of the in-situ SM
measurements collected at the ISMN sites and produce a global map of A1 towards improved accuracy
of the NASA SM data.
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